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(57) ABSTRACT

Methods of creating frames captured with a video camera
that are independent of light conditions are presented. In a
first method the invention attains this goal by the addition of
a modulated light source, for example amplitude modulation
(AM), to the background light that illuminates the scene
being captured and executing an algorithm that generates
processed images in which the effects of the background
illumination have been eliminated. In a second aspect the
invention is a method of modifying the flash no flash
technique by executing an algorithm that averages out the
maximum and minimum intensity peaks in adjacent frames
thereby allowing this technique to be employed using non-
synchronous light in video.
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METHODS OF PRODUCING VIDEO IMAGES
THAT ARE INDEPENDENT OF THE
BACKGROUND LIGHTING

FIELD OF THE INVENTION

[0001] The present invention is from the field of video
cameras. Specifically the invention is from the field of
compensation for changing background and light conditions
when recording video images.

BACKGROUND OF THE INVENTION

[0002] Publications and other reference materials referred
to herein are numerically referenced in the following text
and respectively grouped in the appended Bibliography
which immediately precedes the claims.

[0003] Many image and video analysis algorithms dem-
onstrate their performance in a dark room with no back-
ground lights [1] [2]. Added background lights—which vary
in space, time, and spectra create new challenges to these
algorithms, by having to compensate for the presence of
additional lights.

[0004] Passive solutions to these challenges compensate
for the effect of the unwanted background lights by assum-
ing a pre-known behavior of light upon objects in the scene.
Spatially varying light conditions, for example, raise the
challenge bar on color constancy algorithms [3] [4] [5] [6].
[0005] Active solutions use a controlled light source in
order to clear the effect of the background lights in the scene.
Flash no flash [7] [8] [9], for example, generates results from
two captured frames: first with flash on, second with flash
off, assuming a static background [10] and precise synchro-
nization between flash and camera.

[0006] Video color correction [11] [12] and shadow
removal [13] are usually treated as separate problems in the
literature. Shadow removal and color correction combined
could enhance the performance of many video analysis
methods such as object tracking [14] and face detection [15].
[0007] It is therefore a purpose of the present invention to
provide a method for creating images captured with an
image sensor, such as the one used in a video camera, that
are independent of light conditions.

[0008] It is another purpose of the present invention to
provide a method for combining shadow correction, color
correction and background removal in images captured with
an image sensor in order to improve performance of smart
camera systems for, inter alia, object and face recognition
and detection and tele measurement of vital signs.

[0009] Further purposes and advantages of this invention
will appear as the description proceeds.

SUMMARY OF THE INVENTION

[0010] In a first aspect the invention is a method of
producing video images that are independent of the back-
ground lighting. The method comprises:

[0011] a) illuminating a scene, wherein the illumination
is comprised of unknown background illumination and
non-synchronized modulated illumination, wherein the
background illumination is produced by at least one
light source having spatially and temporally varying
intensity;

[0012] D) capturing with a camera sensor a plurality of
N consecutive frames in time containing images of the
scene;

Feb. 28,2019

[0013] c¢) executing an algorithm that combines the
amplitudes of the radiance of corresponding pixels in
the N consecutive frames from step ‘b’ to form a single
processed pixel, wherein the value of the amplitude of
radiance of the processed pixel is that of only the
modulated light;

[0014] d) repeating step ‘c’ for all pixels in the N
consecutive frames; and

[0015] e) assembling all of the processed pixels to form
a processed image that is independent of the back-
ground illumination.

[0016] In embodiments of the method of the first aspect
the non-synchronized modulated illumination is at least one
of;

[0017] a) amplitude modulated illumination having a
single or several known constant frequencies and radi-
ance amplitude coefficient;

[0018] D) frequency modulated illumination having a
varying frequency and a constant radiance amplitude
coeflicient; and

[0019] c¢) phase modulated illumination having a vary-
ing phase with a constant frequency.

[0020] In embodiments of the method of the first aspect
the non-synchronized modulated illumination source can be
any light source configured such that its intensity can be
turned on/off and controlled to mid ranges.

[0021] In embodiments of the method of the first aspect
the non-synchronized modulated illumination source is at
least one of a LED, a laser, a fluorescent light, a tungsten
light, and a halogen light.

[0022] In embodiments of the method of the first aspect
the non-synchronized modulated illumination source is
located on the camera.

[0023] In embodiments of the method of the first aspect
the non-synchronized modulated illumination source is
located away from the camera.

[0024] In embodiments of the method of the first aspect
the non-synchronized modulated illumination is a combina-
tion of at least two modulated illuminations simultaneously
projecting light on the scene.

[0025] In embodiments of the method of the first aspect
the at least two modulated illuminations can have the same
type of modulation with the same or different characteristics.
[0026] In embodiments of the method of the first aspect
wherein the at least two modulated illuminations have
different characteristics the algorithm creates several ver-
sions of each processed pixel, wherein each version of a
processed pixel has a value of the amplitude of radiance that
is the same as that of those of the modulated illuminations
having common characteristics.

[0027] In embodiments of the method of the first aspect
the camera sensor can be one of: CMOS, CCD, light field,
global shutter, rolling shutter, multispectral, hyperspectral,
grey scale, and color.

[0028] In embodiments of the method of the first aspect
the non-synchronized modulated illumination has one or a
combination of wavelengths from one or more of the UV, IR,
NIR, visible, x-ray, multispectral or hyperspectral bands.
[0029] In embodiments of the method of the first aspect
the camera type can be one of: a web camera, an industrial
camera, a security camera, a smart phone camera, an 1P
camera, a stereo camera, a structured light camera, an array
of cameras, a light field camera, and a light field sensor.
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[0030] In embodiments of the method of the first aspect
the frequency of non-synchronized modulated illumination
and the camera frame rate are independent of each other.
[0031] In a second aspect the invention is a method of
producing video images that are independent of the back-
ground lighting, when background lighting between frames
is constant using a non-synchronized flash no flash tech-
nique. The method comprises:
[0032] a. capturing a plurality of frames containing
images of the scene using the flash no flash technique
with a video camera;
[0033] b. executing an algorithm that
[0034] 1. determines the values Fnf,=[.max,-Lmin,,
where Lmax, and Lmin, are the local intensity
maxima/minima over time respectively for corre-
sponding pixels in N successive video frames and
index 1<k<M spans over the number of local
maxima/minima in the N video frames; and

[0035] 1ii. uses the equation

| -
AsyncFnf = MZM anfkf

1

to generate a single processed pixel having the smoothed
value of intensity AsyncFnf;
[0036] c. repeating step b’ for all pixels in the N
successive frames; and
[0037] d. assembling all of the processed pixels to form
a single processed image in which the flickering caused
by inconsistent changes of the background lighting has
been smoothed over.
[0038] All the above and other characteristics and advan-
tages of the invention will be further understood through the
following illustrative and non-limitative description of
embodiments thereof, with reference to the appended draw-
ings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0039] FIG. 1a and FIG. 15 schematically show the goal
of the present invention;

[0040] FIG. 2a and FIG. 2b are photographs comparing
the same scene shot with a conventional video camera (FIG.
2a) and a modulated video camera (FIG. 2b);

[0041] FIG. 3 shows a typical video scene with dynamic
lights, shadows, and objects;

[0042] FIG. 4 illustrates how complex light conditions
create multiple shadows and also illustrates the basic ques-
tion behind the research that confirmed the reasoning behind
the present invention;

[0043] FIG. 5 shows a comparison between the use of an
AM Carrier in radio communication (Left Side) and the use
of modulated light in the present invention (Right Side);
[0044] FIG. 6 illustrates the mathematical formulation of
the problem addressed by the present invention and its
solution;

[0045] FIG. 7 symbolically shows the control system for
the light source;

[0046] FIG. 8a and FIG. 8¢ show images captured by the
modulated video camera;

[0047] FIG. 86 and FIG. 84 show the processed frames
shown in FIG. 8a and FIG. 8¢ respectively;
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[0048] FIG. 9 presents the values of a single pixel as a
function of time before and after reconstruction;

[0049] FIG. 10 shows the values of the pixel measured in
FIG. 9 before and after reconstruction as a function of time
for different background illuminations;

[0050] FIG. 11 shows the relative RMSE and the coeffi-
cient of variation as a function of the number of frames;
[0051] FIG. 12 shows the STD of the pixels as a function
of their mean value for the standard and the modulated video
camera;

[0052] FIG. 13 shows the problem of using the flash no
flash technique with a standard video camera.

[0053] FIG. 14 shows the inconsistency of the flash no
flash method when the background light changes compared
with the modulated method of the present invention;
[0054] FIG. 15 schematically shows the capturing and
processing stages in time wherein a single processed frame
is generated from N captured video frames; and

[0055] FIG. 16 shows how under-sampling can result in
the same intensity values for light sources oscillating at
different frequencies.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

[0056] As said above background lights—which vary in
space, time, and spectra create challenges to prior art video
analysis algorithms that have to compensate for the varia-
tions.

[0057] FIG. 1a and FIG. 15 schematically show the goal
of the present invention, which is to provide methods of
creating images captured with a video camera that are
independent of light conditions. In the example shown in
these figures, the same image of the woman is obtained
under the controlled illumination conditions in the studio
(FIG. 1a) and outdoors (FIG. 15).

[0058] In a first aspect the invention attains its goal by the
addition of a non-synchronized modulated light source to the
background light that illuminates the scene being captured
and executing an algorithm that generates processed images
in which the effects of the background illumination have
been eliminated. The modulated light source is independent
of the camera meaning there is no synchronization between
the image capturing device and the modulated illumination
(hence the use of the term “non-synchronized modulated
light source” herein. The modulation parameters are con-
figured once to match the camera and capture method and
from there on the modulation illumination is independent of
the camera and can function separately. Herein the combi-
nation of a modulated light source and a video camera as
proposed in this application is called a “modulated video
camera.

[0059] In a second aspect the invention is a method of
modifying the flash no flash technique by executing an
algorithm that averages out the maximum and minimum
intensity peaks in adjacent frames thereby allowing this
technique to be employed using non-synchronous light in
video.

[0060] FIG. 2a and FIG. 2b are photographs comparing
the same scene shot with a conventional video camera and
a modulated video camera. In these figures objects under
shadows generate video frames with changing intensity and
color across space and time resulting in shadows, low
contrast, and color cast in the images created with a con-
ventional camera (FIG. 2a). For the same objects imaged
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with a modulated video camera under the same lighting
conditions, the effect of the background light is separated
from the effect that the single light source has on the scene
and thereby the images are clear of shadows, and exhibit the
correct color and enhanced contrast (FIG. 25).

[0061] FIG. 3 shows a typical video scene with dynamic
lights, shadows, and objects. The background light condi-
tions may change unexpectedly in time and space creating
non-uniform color and intensity on the moving object. Pixel
measurement is a superposition of the incident light of the
modulated light from the non-sync light source and the
background light.

[0062] FIG. 4 illustrates how complex light conditions
create multiple shadows and also illustrates the basic ques-
tion behind the research that confirmed the reasoning behind
the present invention. That question is “what is the impact of
a non-synchronized light situated on top of the video camera
on the scene with respect to easing color correction and
removing shadows created by other light sources.”

[0063] The present invention is inspired by modulated
communication methods such as Amplitude Modulated
(AM) radio, where the voice—modulated by a radio wave—
is received by the tuned radio receiver, which filters out all
the other frequencies. According to the present invention in
photography the scene is modulated by the light source and
received by the camera. By tuning the camera to a specific
frequency, it should be possible to filter out the background
lights from a modulated light oscillating at that frequency.
This system has similar limitations as radio communica-
tion—where every station must transmit a unique modulated
signal. For example in the case of

[0064] AM this means a separate frequency—the modu-
lated light must oscillate at a unique frequency, different
from the frequency of the background lights.

[0065] Although the invention herein is described in terms
AM modulation a skilled person would know how to carry
this in other types of modulation for example Frequency
Modulation (FM), Phase Modulation, Code Division Fre-
quency Multiplexing (CDFM), Time Division Frequency
Multiplexing (TDFM), Frequency Division Multiplexing
Access (FDMA), etc.

[0066] FIG. 5 shows a comparison between the use of an
AM Carrier to modulate the sound signal in radio commu-
nication (Left Side) and the use of modulated light in the
present invention to illuminate a patch reflectance in the
scene and create a reflected light into a single pixel (Right
Side).

[0067] The mathematical formulation of the problem
addressed by the present invention and its solution is now
discussed and is illustrated in FIG. 6. Consider the light
paths shown in FIG. 3 that begins at the light sources, reflect
from a patch, and are measured by a camera pixel. The light
sources are divided into two groups: 1. Background sources
L,(t) with an unknown behavior in time and space 2. Ideal
modulated light (non-synchronized) source L, (f},t), which
converts the objects in the scene into modulated signals in
time. In case of AM for example it is modeled by the
following:

L, (fi, D=ag+a, cos(2nf ) (€8]

where t represents time, a, is the constant intensity over
time, a, is the amplitude of the main harmonic oscillating at
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1

f1=71-

[0068] Total light in the scene, which is reflected by the
object patch, generates a radiance I(t) equal to:

I(1)=C+A -cos2af,D)+1,(f) @)

where C depends on the patch reflectance and constant part
of all the lights (modulated and background), radiance
coeflicient A; depends on the patch reflectance and intensity
amplitude a, from eq. (1), and I,(t) are the dynamic back-
ground lights.

[0069] Amplitude modulated radiance A,-cos (2xf|t) has
two important properties: (1) The frequency f, of cos(2xf|t)
is the same as the frequency of the modulated light source.
(2) A, is constant in time. These properties is help to separate
the influence of the modulated light (A,) from the influence
of the dynamic background lights (I,(t)).

[0070] Radiance I(t) is sampled by a camera pixel at
discrete times n={0,1, . . . , N-1}:
X[n]=C+I[nT )+A4 -cos[2nfinT +¢,] 3)

where C is the measured constant radiance (Note that the
camera can measure radiance by normalizing its measure-
ments with Exposure Value (EV)) of constant part (modu-
lated and background), I, [nt ] is the intensity of the dynamic
background radiance,

is the sample time of the camera (the sample frequency {; is
also referred as Frames Per Second (FPS)), A, is the ampli-
tude of the modulated radiance, cos[2nf,nT +p,]| is a dis-
crete sample of cos(2xf|t), and ¢, is the unknown phase
difference between modulated light and camera. Note that
this sample model is ideal without noise artifacts, which will
be discussed herein below.

[0071] The aim of the modulated video camera system is
to reconstruct A using pre-known information on the modu-
lated light, such as frequency f; for example. This can be
done by various communication methods [16], one of which,
in case of AM, is the inner product using a Finite Impulse
Response (FIR) filter:

N-1

Z X[n] 1271 Tsn)

n=0

@)

N 2
A1=N

[0072] This filter will attenuate all the terms in Eq. (3)
except for the amplitude of the oscillating part at the target
frequency f; i.e. A;. The purpose of the absolute value is get
rid of the phase term e*** which is unknown. This FIR filter
works in a sliding window method at jumps between 1 and
N samples between each window consisting of N frames.
For example a set of 16 frames may have 4 processed images
A, from 4 windows of N=4 frames with jumps of 4 frames
between each window. Another option for a set of 16 frames
is to have 15 processed images A, from 15 windows of N=4
frames with jumps of 1 frame between each window.
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[0073] The pixel measurement shown in FIG. 3 and
described mathematically above is shown in FIG. 6, wherein
a patch/pixel affected by the modulated light I (t) (top line)
having an amplitude A,, is also affected by background
lights 1,(t) (second line) and captured by a video camera I(t)
(third line) in time. The captured values in time are pro-
cessed into a single reconstructed amplitude Al (bottom
line).

[0074] In summary—The modulated video camera creates
a single processed frame (bottom row of FIG. 6) using Eq.
(4) from N captured frames (third row of FIG. 6), which are
illuminated by both modulated light (top row of FIG. 6) and
a random background light (second row of FIG. 6). The
processed frame Al (right side of the last row of FIG. 6)) is
a reconstruction of the amplitude of the modulated light
source A, up to a scale (second image from the left of the
first row of FIG. 6)).

[0075] Although the invention herein is described in terms
of video camera a skilled person would know how to carry
this in other types of cameras—for example web cameras,
industrial cameras, security cameras, smart phone cameras,
IP cameras, stereo cameras, structured light cameras such as
Apple Kinect, Intel Real-Sense or Active stereo, array of
cameras, light field camera, light field sensor etc.

[0076] Performance of this reconstruction system of the
invention is measured by two factors: (1). Reconstruction
Error and (2) Noise levels. The real modulated light source
has unwanted harmonics—which change Eq. (1) into

> 5
L,(fi, 1) = ao +ajcos(2rfir) + Z agcos(2r fit)

k=2

where {a,},_,* are amplitudes of the parasitic harmonics,
and {f;},_,™ are their frequencies.

[0077] This changes light radiance equation (2) into:

M (6)
0=C+ Z Arcos(rfit + @),
k=1

where the term C is a constant term of the illumination
(including modulated light source and background illumi-
nations), {A.},_,* are the amplitudes of different harmonics
(including modulated light source and background illumi-
nations).

[0078] A camera captures N frames of the scene at a frame
rate f,. Denote by {t,},,_;~! the acquisition time of frame
number n€{0,1, . . . , N-1}. The time between consequent
frame acquisitions is not constant due to noise, and can be
described by:

=t H (1) (144,), M

where {q,,},,_;""" is a zero mean white Gaussian noise with
variance qu.
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[0079] Non ideal radiance (6) change the ideal sampled
signal, presented in (3), into

M ®
X[l =C+ Y Accos(@iTy(n +1,) + 90 + Z,
k=1

where A is the radiance amplitude of the modulated light
from Eq. 3), {A.},.,* are the radiance amplitudes of
background lights and parasitic harmonics of the modulated
light, with their frequencies

is a Gaussian random walk process defined by r,=2,,_,"q,..,
{pi}1,™ are the random phases of the additional harmonics
distributed uniformly on the interval [0,27t] and independent
of {r,},-o""" (where for each pair of phases ¢, ¢, the
expected value E|e" %] is zero and Z, is a zero mean
additive noise.

[0080] Reconstruction error is important in many applica-
tions such as spectral measurements and radiance evalua-
tions, which gather information from a digital camera or a
photometric sensor. This creates the need to evaluate the
reconstruction error of the method of the invention in order
to justify its use in precise measurement tools. The recon-
struction error can be measured by:

MSE=E[14,-4,% ©)]

where MSE is the Mean Square Error between the recon-
structed signal A, and the amplitude intensity A;.

[0081] Precise derivation of the MSE is difficult due to the
non-linearity of the reconstruction formula (caused by the
absolute value operation). A simple bound, however, on the
MSE can be derived:

N 2 2, (10)
E[|A; - A\|"] = MSEc + MSE,, + MSE,_ + ﬁE[Zn]

where MSE . is due to the constant term C, MSE, is due to
the modulated light harmonic {A,, f,}, MSE, due to all the
other harmonics {A,, f,},_,", and E[Z ?] is the variance of
the additive noise in (8).

E ] sin(aNf, / f5) 2

—_ (2
MSEe = I8 Samh 14

M
MSE,, = Z AN+ ID)
k=2

where

N-1
IE = L Z ei27r(n7m)(fk1f1)T372\n7m\(0'q7rfkT3)2
k= N2 .

nm=0
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[0082] It can be shown that I,* decays as O(1/N) if ,>0.
If 0,=0 then I,* simplifies to:

. 1 sin(wN(f = )/ )P
e

N Tsn(e(h x fol ) |

MSE,, = Aj(l +If) where

25 2
L=lf+1-—) emwails
1 1 N ;

is due to the unwanted phase noise. I, —0 as (OqflTS)zN—>0
and [,—1 as (GqflTAs)zN—mO.

[0083] The model can be generalized to contain additional
random processes (such as white/colorful noise), not neces-
sary periodic. If, for instance, a wide-sense stationary noise
b {b[n]} with a power spectral density S,(0) is added to X[n]
then its contribution to the MSE is

1 11
MSEb=— Sb(O)KN(anlTS—O)dO, ( )
27 Jinn)
here Ku() = 1 sin(ON /2)?
where N()“N sn@/2) |

If the noise {b[n]} does not contain high spectral power near
the frequency 0=2xf, T, then its contribution to the

[0084] MSE will be small.

[0085] Noise Level is one of the important factors for
measuring the quality of an output color image [17]. The
reconstructed amplitude of the modulated intensity A,
should be bigger than the camera noise levels in order to
have no apparent noise artifacts [18]; meaning the radiance
of the modulated light should be in the same order of
magnitude as the background light. This requirement will
improve performance of camera systems which separate
active light from background light sources for example
structured light (Apple Kinect, Intel Real Sense etc.) pro-
jected-light stereo, eye tracking (Tobii), photometric stereo.
[0086] The noise level is inversely-proportional to the
number of captured frames N. Apparent noise levels depend
on the intensity relation between modulated light and Z,,
which is a zero mean additive noise. Its standard deviation
(STD) depends on many factors, such as the temperature,
exposure time and the average light intensity during the
frame acquisition. Since only the light intensity changes
from one frame to another, a function g(it) can be defined to
be the conditional STD of Z,, given that X[n]-Z[n] is equal
to . Examples of the functions g(i) for red, green and blue
pixels are shown in FIG. 11, discussed herein below. The
conditional mean of Z,, given that (X[n]-Z[n]) is equal to ,
is zero. The noise terms {Z,}, ;' are statistically inde-
pendent of each other.

[0087] In order to experimentally show applications and
analyze the output of the modulated light camera, an
example system using the AM method with an online video
system was built using off the shelf products. Although the
invention herein is described in terms AM modulation a
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skilled person would know how to carry this in other types
of modulation for example Frequency Modulation (FM),
Phase Modulation, Code Division Frequency Multiplexing
(CDFM), Time Division Frequency Multiplexing (TDFM),
Frequency Division Multiple Access (FDMA) etc.

[0088] The application part of the experimental results
show color correction, shadow removal, and contrast
enhancement under different types of background illumina-
tion conditions and objects. Dynamic background light
varied between natural (sunlight) and artificial (tungsten),
while the scene type varied between static and dynamic—
shadows and objects. The analysis part assessed noise and
reconstruction error on the output.

[0089] The example system comprises three parts: a cam-
era sensor (such as CCD, CMOS, with global shutter or
rolling shutter, a light field sensor, color sensor, black and
white sensor, hyperspectral sensor, multispectral sensor,
etc.); a processing unit (such as a laptop, smart phone, Image
Signal Processing (ISP) unit , Application Specific Inte-
grated Circuit (ASIC), Field Programmable Gate Array
(FPGA), and a combination of the above); and a modulated
light source (such as LED, tungsten, fluorescent, halogen,
laser). The laptop may control the modulated light, captures
the frames from the camera, and performs the post-process-
ing. As shown symbolically in FIG. 7, the laptop sets the
required modulation parameters such as frequency and
amplitude of the light by configuring a PWM sine generator,
which is an input to a driver board of the modulated light
source. An example system may be capable of generating
sine waves from 1 Hz to 600 Hz with up to 256 points per
cycle and varying amplitude from 10% to 100% of a LED
light source. Although the example systems described herein
were carried out using a LED visible light source, a skilled
person would know how to carry them out using other types
of light source, e.g. IR LED, NIR laser, UV fluorescent,
halogen etc. and any modulation frequency, any number of
points per cycle and varying amplitude between 0% and
100%.

[0090] Two Constraints were imposed on the system.
Firstly the modulated light frequency should be unique
enough to make sure that the reconstructed frame contains
only the modulated light source and no background lights.
The required modulated light f; is set according to the
available frequencies in the captured scene. The system finds
the required frequency f; by capturing a set of N frames—
prior to turning on the modulated light—and finding the
minimal power on the FFT{X[n]}. Although the experiment
herein is described in terms a single frequency f; of the
modulated light a skilled person would know how to carry
it out using several simultaneous frequencies or phases at the
same time, e.g. using FM, CDFM, TDFM, FDMA etc.

[0091] Secondly the camera exposure was set to 1 ms in
order to be able to capture up to 1000 FPS (the camera used
could effectively reach 700 FPS). This fast exposure time
forces the lens aperture to open at its maximum value in
order to get enough light into the camera. Frames used in all
of the experiments were captured by a camera with 400
frames per second and a resolution of 640x480. Although the
experiment herein is described in terms of a specific expo-
sure set, frame rate and resolution of the camera, a skilled
person would know how to carry it out using different
settings of exposure, frame rate and resolution, e.g. 500 ms,
25 FPS, and a resolution of 1920x1080.
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[0092] It is noted that although the method described
herein was used on moving objects, the processing method
of'the invention can produce similar results on static objects.
It is also noted that although the system described herein
uses a high speed camera and a custom LED in order to have
a portable system capturing dynamic objects outside the lab,
standard video cameras can be used to get the same recon-
struction as the high speed camera for static objects. Also
fluorescent/incandescent light sources oscillating at a 100
Hz or an existing flash LED light such as the flash on smart
phones can be used as the oscillating light source to carry out
the method of the invention. The method can be carried out
using not only visible light sources but also with light
sources having different wavelengths whose mid-range
intensities can be controlled for example Near Infra Red
(NIR) LED, IR laser, UV fluorescent, halogen etc.

[0093] FIG. 16 shows an example of a 60 FPS camera
getting the same sample values (indicated by *) for an 80 Hz
(curve a) oscillating light and a 20 Hz (curve b) oscillating
light creating the same amplitude.

[0094] Typical results of images made using the modu-
lated video camera are shown in FIGS. 8a to 84, where
captured frames are presented in FIG. 8a and FIG. 8¢ and
processed frames are presented in FIG. 86 and FIG. 84.
Contrast enhancement occurs when the input image has high
intensity differences between the modulated light and the
background light as in the second row of FIG. 8a and the
fourth and third rows of FIG. 8c. Color correction occurs
when the background light and the modulated light have
large color differences, as in the last row of FIG. 8a and first
and second row of FIG. 8c.

[0095] Background lights generate shadows, which are
captured by the camera. A light source situated on-top of the
camera creates shadows that do not appear in the frame
because this light path is almost aligned with the optical axis
of the camera (FIG. 4). Thus the modulated video camera
removes shadows caused by the background lights by gen-
erating an image influenced only by the modulated light
(middle images of FIGS. 86 and 84). In embodiments of the
method the modulated light can be located away from the
camera in which case shadows will appear in the scene. For
example the modulated light source may be embodied as
light bulbs or tubes in light fixtures, as car lights, as an array
of flash lights situated on the camera, or as street lights. The
location of the modulated light source may be a combination
of lights on the camera and off the camera.

[0096] Although the method is described herein in terms
of a single modulated light source, a skilled person would
know how to carry the method out using several modulated
light sources acting in parallel, which can have same or
different modulation characteristics. In the case in which the
light sources have the same characteristics the result would
be a single image, which would appear as having only these
light sources and show the shadows created by each of them.
In case the light sources have different characteristics the
result would be several images, each of which would appear
as having only one light source and show the shadow created
by it.

[0097] Most color correction techniques assume that there
is a single light source in the scene [6]. It is safe to state that
the resulting frames of modulated video camera have a
single pre-known light source. [llumination certainty of the
modulated video camera frames causes color constancy
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algorithms to perform better than with the standard cam-
era—as seen in the top two images in FIG. 84 and bottom
image at FIG. 84.

[0098] Uneven light across the scene may generate low
contrast at some parts of the image even though the entire
dynamic range of the camera is used (two bottom images of
FIG. 8¢). Uniform light conditions, generated by removing
the background lights and shadows, improves local image
contrast (two bottom images of FIG. 8¢).

[0099] In order to compare noise and reconstruction error
of the modulated video camera with the standard camera a
static scene was captured at a frame rate of £,704 Hz with
different constant light illuminations and modulated light
with a frequency of f;=105 Hz.

[0100] FIG. 9 presents the values of a single pixel as a
function of time before and after reconstruction. FIG. 9
demonstrates how the pixel values are only due to the
modulated illumination. The curve labelled b shows the
pixel value captured by the camera when no background
lights are present. The curves labelled g and r show the
processed pixel’s values. A, and N=20 frames were used to
calculate the g curve. A, and N=67 frames were used to
calculate the r curve. For these values of N the value of
Nf,/f; is close to an integer and the value of MSEC, n (10)
is very small. Note N=67 and N=20 were chosen according
to the local minima of the relative root mean squared error
(RRMSE) defined by

E[AI—AI]Z

Ay

(FIG. 10).

[0101] FIG. 10 shows the values of the pixel measured in
FIG. 9 before and after reconstruction as a function of time
for different background illuminations. Curve 1 shows the
pixel values captured by the camera without background
lights. The curves 2 and 3 show the pixel values captured by
the camera when weak and strong background illumination
is present, respectively. curves 4, 5, and 6 show the pro-
cessed pixel’s values A from curves 1, 2, and 3 respectively.
N=67 was used for the calculation of A,. Background
illumination has a negligible influence on the reconstructed
pixel values, as can be seen from FIG. 10.
[0102] Performance of the reconstruction system was
evaluated by the following features:

[0103] Standard deviation of a reconstructed pixel Al

when the scene is static.
[0104] Coefficient of variation defined by

STD(A;)

ﬂ;‘l

where piz is the expected value of Al.

[0105] RRMSE
[0106] FIG. 11 shows the RRMSE as a function of N
(number of frames for calculation of A,). Curve g represents
the empirical RRMSE, Curve r represents a theoretical
upper bound—based on (10)—and curve b represents the
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empirical coefficient of variation. To calculate the theoretical
upper bound for the RRMSE the following parameters were
estimated from the curve b in FIG. 9:

C Az As
— =1.23, —= =0.13, — =0.03,
Al Al Az

where A,, A; are the amplitudes of additional harmonics of
our modulated illumination. The frequencies of these har-
monics are f,=k-f;, for k=2,3. The value of (GqflTS)2 is taken
to be 1.6:107>. The function g(i) used to estimate the last
term of equation (10) is the g(u) for blue pixels shown in
FIG. 12.

[0107] Reconstruction error (equation (10)) explains sev-
eral visible phenomenon of the graph (FIG. 11): Firstly, local
minimums are generated by the variance of MSE_—0 when
NA,/f.EN and f,/f; is far from an integer. Secondly, MSE
diminishes as N gets larger up to a limit.

[0108] Since p, is not zero, Al tends to zero and the
RRMSE tends to 1 as N tends to infinity. The reason is
because in the inner product X,_;*'X[n]e ¥ the com-
ponent of X[n] that should be proportional to e¥i%”
contains a phase noise. That noise makes this component to
be in the same phase as ¢>1%" for some times and in the
opposite phase for other times. The sum of these terms
would cancel, leading the whole sum to grow slower then N.
The multiplication of the whole sum by 2/N makes it tend to
zero as N tends to infinity. If, on the other hand, 0,=0 then
A, would tend to A, and the RRMSE would tend to zero,
since the upper bound in (10) would tend to zero.

[0109] FIG. 12 shows the STD of the pixels as a function
of their mean value for the standard and the modulated video
camera. Curves r, g, and b represent the function g(u) (for
red, green and blue pixels respectively), which is the STD of
a pixel in a standard camera given that its mean value is L.
The STD of A, are shown in curve 1 (for N=20) and the
curve 2 (for N=67) for the scenario when there is no
background illumination. These graphs are the same for the
red, green and blue colors, and grow linearly as a function
of p. This can be explained by equation 10, since all terms
in that bound, except for the last term that is much smaller
than the others, are proportional to A 2.

[0110] The modulated video camera system of the present
invention demonstrates a low complexity and effective sys-
tem for performing shadow removal, color correction, con-
trast enhancement and background removal on real time
video frames (FIG. 8). Performance analysis demonstrated
how precision of the modulated video camera grows as
number of sampled frames N increases up to a limit—which
was proven analytically and experimentally (FIG. 11). The
modulated video camera is unaffected by the intensity of the
background assuming the modulated amplitude A, is larger
than the camera noise values. In practice, modulated light
intensities surpassing 20 percent of background light level
gave appreciable results. For cases of very high intensities of
background light the system of the invention could work in
sunlight using method such as [19] with some minor adjust-
ments to work with a rolling shutter camera.

[0111] Reconstruction analysis proved that there is an
analytical and experimental upper bound to the MSE (FIG.
11). Noise levels of the modulated video camera resemble
the noise level of the standard camera (FIG. 12) and get
closer to its performance as N grows.

Feb. 28,2019

[0112] The present invention is closely related to [20], but
in this invention non-synchronized light is used without any
spatial patterns. It is also related to [21], who suggested a
similar method but used HDR and precise synchronization
with the modulated light. It is different from inventions such
as [22], which use a synchronized light with a still camera.
The present invention uses a non-synchronized light with
video. The present invention is able to get the same back-
ground removal effect as in [23] but in video instead of still
imaging. It differs from [24], which uses flickering non-
synchronized light from a TV set on a web camera. The
present invention uses different modulation methods on the
light, a different method of processing, and differs in its
robustness to other flickering lights in a room, or in other
locations.

[0113] The present invention is similar to [25] but differs
in that [25] enhances frames from a camera using software
only while the present invention uses a combination of
software and illumination hardware. The present invention
assumes that the camera is able to sense the illumination
added to the scene, while [25] assume the presence of
pre-known recognizable objects in the scene.

[0114] The result of applying the system and method may
be used to create a video with constant color (fixed white
balance), enhanced contrast, without shadows and fore-
ground background removal. This helps to improve facial
recognition, object recognition and detection. This improve-
ment can be used in vehicles, agricultural robots, security
cameras and any type of smart system that uses a camera
input. It helps improve the accuracy and range of active 3d
cameras such as active stereo, 3d projection (Kinect etc),
photometric stereo and others. It also helps to improve eye
tracking accuracy. It help to gain better medical examination
via a camera, e.g. pulse measurement, oxygen measurement
etc. It may also be used in video photography to get a better
video by blending/removing or separating background light
and modulated illumination. It can also be used as a color/
hyperspectral camera from a greyscale sensor. It can also be
used to improve color of underwater video.

[0115] In summary, the highlights of the present disclosure
are:

[0116] A prototype system comprising a modulated
video camera has been built and tested extensively
under different light conditions showing real time video
color correction, shadow removal, contrast enhance-
ment and background removal.

[0117] The method uses the principle of signal modu-
lation/de-modulation from the communication field
applied to computational photography. A demodulation
filter reconstructs the scene illuminated only by the
modulated light source, and separates it from signal
modulation/de-modulation of all the other background
lights.

[0118] Light source separation may be used as an appli-
cation of the method for shadow removal, color cor-
rection, contrast enhancement and background
removal. The shadows in the reconstructed image are
minimized by placing the modulated light source near
the camera. Color correction is easier to perform
because the reconstructed modulated frame contains a
single light source. Contrast is enhanced due to uniform
light conditions in the modulated frame.

[0119] A highly parallelizable algorithm, which has
good potential to work on devices with low processing
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powers such as currently available smart phones, was
developed and presented herein. The algorithm works
separately on each pixel and its results are independent
of neighboring pixels.

[0120] The method requires no synchronization
between light and video camera, thus needing less
hardware, and is simpler to implement.

[0121] The method can be implemented directly on
available hardware using software alone.

[0122] Another possible method for background removal
is the flash no flash technique in video. However, this
technique requires precise synchronization between video
frames and light [8],[9]. To the best of the inventors’
knowledge there has not previously been proposed a flash no
flash technique using a non-synchronous light in video.

[0123] Flash no flash is used extensively in still images as
in [10], which is the basis of the Nokia Lumia ‘Dynamic
Flash’ function of Microsoft. However a similar commercial
solution for video does not exist in the market.

[0124] Flash no flash assumes constant illumination and
constant background between two subsequent frames. A
time varying background light source breaks down the
assumption of a static background and introduces noticeable
artifacts. Oscillating background light, such as fluorescent
light [22], may degrade the result of a-sync flash no flash as
seen in FIG. 13 and generate the need for a better solution.
When flash no flash techniques are applied to indoor video
with changing background lights, such as incandescent/
fluorescent light, they may produce a video sequence with

[0125] (a) Low contrast output (middle bottom part of
FIG. 13)—due to negative change in the background
lights between two subsequent frames.

[0126] (b) Inconsistent flickering video (FIG. 14 lower
series of images)—due to inconsistent changes in the
background lights between two subsequent frames.

[0127] FIG. 13 shows the problem of using the flash no
flash technique with a standard video camera. FIG. 13 shows
an example of a sampled movie of a dynamic scene with
flash no flash, oscillating at 150 Hz, and background light,
oscillating at 100 Hz, reconstructed by a-sync flash no flash.
Using the flash no flash method a sampled pixel in time
shows flash points L, .. and no-flash points L,,,,, (top right
part) creating an image with low contrast Fnf (middle
bottom part). A spectral analysis of the sampled pixel is
shown at the bottom right part.

[0128] The modulated video camera technique of the
present invention described herein above actively eliminates
the influence of illumination changes. Therefore the video
produced by the modulated video camera is much more
consistent than the one produced by flash no flash tech-
niques.

[0129] FIG. 14 shows the inconsistency of the flash no
flash method (bottom row of images) when the background
light changes compared with the modulation method of the
present invention (top row of images).

[0130] A way of dealing with the problem of non-stable
video output obtained using the flash no flash method under
conditions of changing background light is to treat the local
maxima/minima over time (Upper graph in FIG. 13) as the
flash/no-flash frames:

Fnf,=Lmax;—Lmin, (12)
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where Lmax, and Lmin, are the local maxima/minima over
time, respectively, and index 1<k<M spans over the number
of local maxima/minima in the N video frames.

[0131] FIG. 15 schematically shows the capturing and
processing stages in time wherein a single processed frame
is generated from N captured video frames. In FIG. 13, for
example, N=16, M=4. Smoothing in time in this manner
lowers noise by:

1 M= (13)
AsyncFnf = MZ Frf,
T

where Fnf, is defined in Eq. (12) and M flash no flash frames
are used for smoothing over time.

[0132] Although embodiments of the invention have been
described by way of illustration, it will be understood that
the invention may be carried out with many variations,
modifications, and adaptations, without exceeding the scope
of the claims.
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1. A method of producing video images that are indepen-
dent of the background lighting, the method comprising:

a) illuminating a scene, wherein the illumination is com-
prised of unknown background illumination and non-
synchronized modulated illumination, wherein the
background illumination is produced by at least one
light source having spatially and temporally varying
intensity;

b) capturing with a camera sensor a plurality of N
consecutive frames in time containing images of the
scene;

¢) executing an algorithm that combines the amplitudes of
the radiance of corresponding pixels in the N consecu-
tive frames from step ‘b’ to form a single processed
pixel, wherein the value of the amplitude of radiance of
the processed pixel is that of only the modulated light;

d) repeating step ‘c’ for all pixels in the N consecutive
frames; and

e) assembling all of the processed pixels to form a
processed image that is independent of the background
illumination.

2. The method of claim 1, wherein the non-synchronized

modulated illumination is at least one of:

a) amplitude modulated illumination having a single or
several known constant frequencies and radiance
amplitude coefficient;

b) frequency modulated illumination having a varying
frequency and a constant radiance amplitude coeffi-
cient; and

¢) phase modulated illumination having a varying phase
with a constant frequency.

3. The method of claim 1, wherein the non-synchronized
modulated illumination source is any light source configured
such that its intensity can be turned on/off and controlled to
mid ranges.

4. The method of claim 3, wherein the non-synchronized
modulated illumination source is at least one of a LED, a
laser, a fluorescent light, a tungsten light, and a halogen
light.

5. The method of claim 1, wherein the non-synchronized
modulated illumination source is located on the camera.

6. The method of claim 1, wherein the non-synchronized
modulated illumination source is located away from the
camera.

7. The method of claim 1, wherein the non-synchronized
modulated illumination is a combination of at least two
modulated illuminations simultaneously projecting light on
the scene.

8. The method of claim 7, wherein the at least two
modulated illuminations can have the same type of modu-
lation with the same or different characteristics.

9. The method of claim 8, wherein, when the at least two
modulated illuminations have different characteristics, the
algorithm creates several versions of each processed pixel,
wherein each version of a processed pixel has a value of the
amplitude of radiance that is the same as that of those of the
modulated illuminations having common characteristics.

10. The method of claim 1, wherein the camera sensor is
one of: CMOS, CCD, light field, global shutter, rolling
shutter, multispectral, hyperspectral, grey scale, and color.

11. The method of claim 1, wherein the non-synchronized
modulated illumination has one or a combination of wave-
lengths from one or more of the UV, IR, NIR, visible, x-ray,
multispectral or hyperspectral bands.
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12. The method of claim 1, wherein the camera type is one
of: a web camera, an industrial camera, a security camera, a
smart phone camera, an IP camera, a stereo camera, a
structured light camera, an array of cameras, a light field
camera, and a light field sensor.

13. The method of claim 1, wherein the frequency of
non-synchronized modulated illumination and the camera
frame rate are independent of each other.

14. A method of producing video images that are inde-
pendent of the background lighting, when background light-
ing between frames is constant using a non-synchronized
flash no flash technique, the method comprising:

a. capturing a plurality of frames containing images of the
scene using the flash no flash technique with a video
camera;

b. executing an algorithm that
i. determines the values Fnf,=[.max,-Lmin,, where

Lmax, and Lmin, are the local intensity maxima/
minima over time respectively for corresponding
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pixels in N successive video frames and index
1<k<M spans over the number of local maxima/
minima in the N video frames; and

ii. uses the equation

1 M-1

AsyncFnf = W Fof, f
I

to generate a single processed pixel having the smoothed
value of intensity AsyncFnf;
c. repeating step ‘b’ for all pixels in the N successive
frames; and
d. assembling all of the processed pixels to form a single
processed image in which the flickering caused by
inconsistent changes of the background lighting has
been smoothed over.
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