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(57) ABSTRACT

A method of relating a physical location of a loudspeaker of
a loudspeaker system to a loudspeaker identifier, the loud-
speaker system comprising a plurality of loudspeakers con-
nected by at least one loudspeaker bus and communicatively
coupled to a bus driver, the loudspeakers being mounted at
different locations in an aggregated environment, and the
aggregated environment comprising one or more local envi-

(30) Foreign Application Priority Data ronments. Where the relation between the physical location
and the loudspeaker identifier being provided by environ-
Sep. 4, 2015 (DK) oo PA 2015 70574 mental properties determined by a mobile device.
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METHOD OF RELATING A PHYSICAL
LOCATION OF A LOUDSPEAKER OF A
LOUDSPEAKER SYSTEM TO A
LOUDSPEAKER IDENTIFIER

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is related to and claims the benefit
of Danish Patent Application No. DK201570574 filed on
Sep. 4, 2015, the entire contents of which are herein incor-
porated by reference.

FIELD OF THE INVENTION

[0002] The present invention relates to locating and con-
figuring loudspeakers in a loudspeaker system.

BACKGROUND OF THE INVENTION

[0003] It is well known in the art to apply loudspeakers to
address the public by audio. Such systems may typically be
wired or wireless and the systems use a central control to
manage what to be rendered and where to render. In many
such prior art systems, loudspeakers are distributed over a
wide area with the aim of addressing the public where the
public may be and with relevant audio. Such systems may
e.g. be adapted for alerting the public in waiting rooms with
relevant travel information, providing background music in
stores, enabling internal communication between attendants,
etc. The options are virtually endless and such loudspeaker
system may cover vast areas of train stations, airport, public
buildings, offices hotels, restaurants, etc. Conventionally
commercial systems are relatively non-flexible due to the
fact that loudspeakers in such systems typically can only be
configured and managed according to their physically
cabling, whereby reconfiguration and adjustments require
cumbersome re-installation work involving rewiring the
loudspeakers to their new configuration.

SUMMARY OF THE INVENTION

[0004] In one aspect, the invention relates to a method of
relating a physical location of a loudspeaker of a loud-
speaker system to a loudspeaker identifier, the loudspeaker
system comprising a plurality of loudspeakers connected by
at least one loudspeaker bus and communicatively coupled
to a bus driver,

the loudspeakers being mounted at different locations in an
aggregated environment, the aggregated environment com-
prising one or more local environments, the method com-
prising the steps of

[0005] providing a mobile device comprising a camera,
a display, a memory arrangement and a computing
processor arrangement powered by a battery,

[0006] the computing processor arrangement process-
ing data on the basis of algorithms stored in said
memory arrangement, the display being arranged for
displaying images captured by the camera and pro-
cessed by the computing processor arrangement,

[0007] capturing an image of an environment by means
of the camera of the mobile device,

[0008] extracting environment properties on the basis of
the image by means of said computing processor
arrangement,
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[0009] calculating the physical location of one or more
loudspeakers on the basis of said environment proper-
ties,

[0010] manually or automatically relating the physical

location of one or more loudspeakers as a relation to a
corresponding loudspeaker identifier at least partly on
the basis of said calculated physical location, and
[0011] storing said relation in a location database asso-
ciated to said bus driver.
[0012] According to the provisions of the invention, it is
possible to provide individually addressable speakers in
large loudspeaker setups with many speakers due to the fact
that the setup procedure facilitates that the physical mount-
ing of the loudspeaker wires of the system may be performed
with little or no consideration to the final requirements with
respect to addressing of individual speakers or groups of
speakers.
[0013] Another advantage of the invention is that the
technician may mount the physical loudspeaker bus under
consideration of the individual environments rather than
establishing a bus layout reflecting the intended use of the
final system.
[0014] This advantage leads to a further huge advantage,
namely that the requirements with respect to the address-
ability of the speakers or groups of speaks will not have a
negative impact on the audio design in the different envi-
ronments. This freedom to establish local environments
optimized with respect to audio is significant.
[0015] A further important feature of the invention is that
one or more loudspeaker systems may be setup in a reliable
and feasible way, thereby obtaining a system where the
functionality is well defined, thereby availing that the sys-
tem works according to intention when addressing specific
or groups of loudspeakers. Moreover, it is also beneficial
that groups or specific loudspeakers may be located easily
and with less risk of mistakes when maintenance of the
loudspeakers or the loudspeaker system is needed.
[0016] In an embodiment, an advantageous feature is that
the determined and stored relations may very easily be
changed or adjusted at a later occasion.
[0017] An environment may be understood as a room, an
open space, hall, etc., i.e. any location relevant for coverage
of a loudspeaker system.
[0018] An image of an environment is understood as some
kind of image covering the complete environment or some
of the environment. The image may comprise more than one
separate image. The coverage of the image should be
sufficient to enable the computing processor arrangement to
calculate the physical position of a loudspeaker selected by
the user of the mobile device.
[0019] The location database may be stored centrally
integrated with the bus driver or it may reside in one or more
decentral location databases e.g. comprised in mobile
devices as long as the location database is made available to
the bus driver to facilitate valid addressing of the loudspeak-
ers when need may be or as a part of a cloud based server
system.
[0020] A loudspeaker bus may be any communicative
coupling of loudspeakers or nodes for indirectly coupling
loudspeaker, to a bus driver for controlling the audio ren-
dered by the loudspeakers. In advantageous embodiments
the loudspeaker bus, bus driver and at least some of the
loudspeakers or nodes facilitate communication of data, e.g.
control parameters, in addition to audio signals, and even
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more preferred embodiments also facilitate some degree of
bi-directional communication allowing nodes and loud-
speakers to communicate with the bus driver to initializa-
tion, status, error or other messages.

[0021] An advantageous embodiment is obtained when
the loudspeaker system comprises as loudspeaker bus one or
more powered audio buses and associated bus drivers, the
multiple loudspeakers being comprised by loudspeaker
nodes of said powered audio buses, and the central controller
being connected to or integrated with said bus drivers. A
powered audio bus provides both audio signals and power to
the connected loudspeakers and/or nodes.

[0022] In loudspeaker systems where powered audio
buses are used to distribute, interconnect and power loud-
speaker nodes comprising amplifiers and loudspeakers,
embodiments of the present invention may be highly rel-
evant. In some powered audio bus systems, the bus drivers
or central controller may know the electrical location in
terms of distance or neighbours along the bus cable of the
loudspeaker nodes, e.g. the sequence of loudspeakers and
nodes. However, as the loudspeakers and powered audio bus
may be installed according to any arbitrary topology as the
typically long buses, for example 20 to 100 meters, turn and
twist around above the ceiling in any unpredictable way, it
is very advantageous to be able to map the electrically
identified loudspeaker nodes with a spatial layout or envi-
ronment.

[0023] An advantageous embodiment is obtained when
the loudspeakers of the loudspeaker system are individually
addressable by the bus driver for rendering of audio pro-
vided by the bus driver.

[0024] The loudspeakers may be individually addressable
in many ways. The bus driver may thus address a single
specific loudspeaker or groups of loudspeakers. The loud-
speakers may be located with respect to physical location in
a very specific way where the specific location of each
speaker is located in a 2D or 3D localization scheme. The
loudspeakers may also be located in groups, where the
individual loudspeakers are specifically physically located.
In a further embodiment, the loudspeakers may be physi-
cally located as a group of loudspeakers merely located with
respect to a predefined zone. The bus driver may thus
address individual loudspeakers based on knowledge of
where the individual loudspeaker is and/or address one or
more groups based on knowledge of where the individual
loudspeaker is.

[0025] An advantageous embodiment is obtained when
the loudspeakers of the loudspeaker system are individually
addressable by the bus driver for rendering of audio pro-
vided by the bus driver under the control of a central
controller.

[0026] An advantageous embodiment is obtained when
the loudspeaker system comprises a bus driver communica-
tively coupled with one or more loudspeaker buses.

[0027] According to an embodiment of the present inven-
tion, it is possible to merge different buses into one com-
bined layout of a loudspeaker network, and the location of
speakers in one environment may e.g. be obtained by means
of two different buses coupled to the same central bus driver.
The same bus driver in the present context designates that
the bus driver is logically unified. The electrical coupling
may be obtained by one or a plurality of bus connections.
[0028] An advantageous embodiment is obtained when
the loudspeaker system comprises two or more loudspeaker
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buses, wherein the buses are communicatively coupled to
said bus driver enabling addressing of loudspeakers
arranged in more than one loudspeaker bus and wherein the
addressing of the loudspeakers arranged in more than one
loudspeaker bus is controlled by a central controller com-
municatively coupled to said bus driver.

[0029] An advantageous embodiment is obtained when
the loudspeaker system comprises two or more loudspeaker
buses, wherein the buses are arranged in an aggregated
environment, the aggregated environment comprising at
least two separate environments and where at least one
environment comprises at least two buses.

[0030] An advantageous embodiment is obtained when
the physical location of the one or more loudspeakers is
determined on the basis of said image and a user provided
image reference.

[0031] The provision of a user provided image reference
will allow the user to actively select or pinpoint one or more
loudspeakers relevant for determination of physical position.
[0032] A user provided reference may be provided in
several different ways. One possible solution may be to
include a fixed reference visually on the display of the
mobile device, i.e. where the display visualizes a fixed aim
by means of which a user may point the mobile device to a
loudspeaker in question and thereby pin-point the position of
a speaker. Then, software run on the computer processor
arrangement may combine the picked position and extracted
physical environment properties.

[0033] Another solution may simply imply that a user uses
the display to pin-point the speaker(s) in question e.g. by a
touch screen and then leaving software run on the computer
processor arrangement to combine the picked position and
extracted physical environment properties into one or more
physical locations of loudspeakers.

[0034] The user provided image references may therefore
typically be given as a pin-point application functioning in
augmented reality application running on the mobile device,
thereby allowing a user visually to pick a specific loud-
speaker for determination of the location in the environment,
e.g. a room, which is then deduced by means of an aug-
mented reality application running on the mobile device.

[0035] An advantageous embodiment is obtained when
the physical location of the one or more loudspeakers is
determined on the basis of said image and automatic rec-
ognition of loudspeakers in the captured image and wherein
the automatic recognition is calculated on the basis of the
image by means of said computing processor arrangement.

[0036] Automatic recognition of loudspeakers may be
performed in several different ways. The algorithms stored
in said memory arrangement may thus be designed to
perform automatic recognition of loudspeakers in a captured
image. This automatic recognition may, together with the
extracted environment properties, establish an estimation of
the physical location of one or more loudspeakers detected
in the image. The recognition may be aided by several
different types of facilitators. Such a facilitator may thus be
that the algorithms comprise image detection techniques
wholly or supported by loudspeaker reference data. An
instance of such an aid may e.g. include image data descrip-
tions of possible of the loudspeaker systems.

[0037] An advantageous embodiment is obtained when
the physical location is determined in a 2D model of the
aggregated environment.
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[0038] An environment may have many different logical
definitions within the scope of the invention. One of such
logical definitions may simply be that of referring a specific
environment to a specific room or space.

[0039] An advantageous embodiment is obtained when
the physical location is determined as a number of 2D
models describing the aggregated environment.

[0040] The aggregated environment may advantageously
be described by means of a number of environments e.g.
enabling loudspeakers with respect to rooms.

[0041] An advantageous embodiment is obtained when
the physical location is determined in a 3D model of the
aggregated environment.

[0042] An advantageous embodiment is obtained when
the physical location is determined as a number of 3D
models describing the aggregated environment.

[0043] The aggregated environment may advantageously
be described by means of a number of environments e.g.
enabling loudspeakers with respect to rooms.

[0044] An advantageous embodiment is obtained when
the aggregated environment is divided into at least two
different zones which may be individually addressed by the
bus driver of the system.

[0045] A zone may thus partition an environment, cover
more environments, or overlap another zone. The zone in
this context is a designator of one or more loudspeakers of
the system enabling the central bus driver to address loud-
speaker(s) of such individual zone.

[0046] An advantageous embodiment is obtained when a
zone is defined with reference to said physical locations of
one or more loudspeakers.

[0047] An advantageous embodiment is obtained when a
physical location is defined as a zone.

[0048] The physical location can thus be determined and
calculated more broadly as a zone. Such a zone could e.g. be
a broad determination of the room in which the relevant
speaker is mounted. Such a broader understanding of a
physical location may thus be applied for the purpose of
addressing the loudspeakers more on a zone basis while
transmitting signal for audio reproduction.

[0049] Within the same framework, the identifier may
designate the specific environment or a specific zone within
the environment. An environment may comprise one or
more zones or an environment may be designated to be one
zone.

[0050] In this context, it should be noted that several
environments in principle may be bundled into a zone,
thereby making a zone designate multiple environments or
at least more than one environment.

[0051] An advantageous embodiment is obtained when a
central controller is arranged to control reproduction of
audio signals in said loudspeaker system on the basis of said
established physical locations.

[0052] An advantageous embodiment is obtained when a
central controller is arranged to control reproduction of
audio signals in said loudspeaker system on the basis of said
location abstraction level database.

[0053] An advantageous embodiment is obtained when
the physical locations are mapped into a location abstraction
level database, the physical locations being associated to
abstraction levels defined by a user at least during an initial
setup of the system, thereby enabling a central controller to
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control reproduction of audio signals in one or more loud-
speaker identified with reference to said location abstraction
level database.

[0054] The setup procedure according to the present
invention allows a user, such as a system designer or a
technician to define a zone in intuitive terms, such as “Gate
1, “Gate 27, “Hall”, “Lavatories”, etc. Such setup, i.e. the
association of a physically located loudspeaker to an intui-
tive and understandable terminology, makes it possible to
address individual zones with audio provided by the bus
driver under the control of the bus controller.

[0055] An advantageous embodiment is obtained when
the location abstraction level database refers to or is inte-
grated with the location database.

[0056] An advantageous embodiment is obtained when
the loudspeaker system comprises a user interface facilitat-
ing addressing of two or more different groups of loudspeak-
ers by selecting one or more abstraction levels in said
abstraction level database.

[0057] The user interface made available through the
provisions of several embodiments of the present invention
makes it possible for an operator of the system to address
loudspeakers or groups of loudspeakers based on intuitive
and dynamic terms stored in the abstraction level database.
The groups may also be redefined without undue require-
ment for redesign of the loudspeaker system as a conse-
quence of refurbishment, modified store layouts, etc. The
system may then simply be recalibrated by the use of a
mobile device and the method provided by the present
invention.

[0058] An advantageous embodiment is obtained when
said physical location is automatically established by means
of said mobile device and wherein the corresponding loud-
speaker identifier is established by an automatic test routine
run by the mobile device and the loudspeaker system.
[0059] An automated test routine in the present context is
understood as an automatic application run on the mobile
device where the central controller of a loudspeaker system
triggers loudspeaker identification which may be automati-
cally detected by the mobile device for the purpose of
identifying the individual or groups of loudspeakers and
then establish the relation between the physical location with
the corresponding loudspeaker identifier. The automated
detection may e.g. be based on that a central controller
activates a diode “visible” by the camera of the mobile
device. The camera of the mobile device captures an image
of the loudspeaker and detects that the specific loudspeaker
has been visually activated. The visual activation may e.g.
be triggered by means of the mobile device by communi-
cation to the central controller of the loudspeaker system.
Again, now the loudspeaker identification, defined or
referred to by the central controller may be correlated with
the physical location obtained on the basis of the extracted
environment properties.

[0060] An automated test procedure may also involve the
use of various audio assisted test procedures requiring more
or less manual interaction during the setup phase. An auto-
mated test procedure may involve a communication between
the mobile device and a central controller whereby audio test
signals are reproduced by the system and captured by a
microphone arrangement of the mobile device. The micro-
phone equipment may be permanently included in the
mobile device or it may be coupled to the mobile device. An
example of an applicable automatic test routine may be a test
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routine reproducing audio over a single or a group of
loudspeakers and where the mobile device by means of the
computing processor arrangement processes signals
obtained from a microphone connected to the mobile device
and automatically determines whether the registered sound
is produced by loudspeakers in the room in which the mobile
device is located. In other words, a simple determination of
which speakers are in which environments may be enough
to make the system work properly subsequent to the setup
phase.

[0061] A more advanced determination may also be pos-
sible where the audio equipment of the mobile device is
advanced enough to provide a relatively high resolution and
thereby locate the specific position in the room or the
environment rather than just determining that the loud-
speaker is in fact present in the room. A specific localization
of the individual speakers may be attractive in particular
when maintenance is needed, i.e. when an engineer needs to
locate where to find a specific loudspeaker.

[0062] In an embodiment, the mobile device determines
distances to the loudspeakers from an image, and receives
relative distances between the loudspeakers from another
source. Thereby the loudspeakers’ relative positions, which
may be determined from their relative distances, may be
compared with the image information in order to rotate or
relate the relative positions to match the image, whereby the
relative positions become absolute, at least with respect to
the environment in the image. Various inventive embodi-
ments for determining relative distances between the loud-
speakers and thereby determine their relative positions are
described in co-pending patent application “Method for
determining or verifying spatial relations in a loudspeaker
system” by the same applicant, that patent application
hereby incorporated by reference with respect to disclosure
relating to determining distances and spatial relations or
arrangements of the loudspeakers.

[0063] An advantageous embodiment is obtained when
the mobile device is communicatively coupled to the central
controller and wherein said physical location is automati-
cally established by means of said mobile device and
wherein the corresponding loudspeaker identifier is estab-
lished by an automatic test routine run by the mobile device
and the loudspeaker system.

[0064] An advantageous embodiment is obtained when
said physical location is automatically established by means
of said mobile device as extracted environment properties
and wherein the corresponding loudspeaker identifier is
established by a semi-automated test routine run by the
mobile device and the loudspeaker system.

[0065] A semi-automated test routine may e.g. involve
requirement for more intelligence in relation to the instal-
lation procedure where an engineer reads and inserts loud-
speaker specific codes in connection with the system setup.
[0066] An advantageous embodiment is obtained when a
loudspeaker identifier is obtained by said mobile device
from a corresponding loudspeaker by acoustic, optical or
radio-frequency wireless communication.

[0067] Preferably, the mobile device may be able to
receive the loudspeaker identifier directly from the loud-
speaker by means of acoustic or electromagnetic communi-
cation, for example ultrasound, bat chirps, audible sound
with encoded identifiers, radio frequency communication
e.g. by Bluetooth, ZigBee, WiF1i, or other RF protocols, e.g.
at the 2.4 GHz band, by near field communication, RFID
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tags, etc., by optical communication such as modulated
light, simple modulated LED flashing schemes, infrared
communication, etc. Smartphones, tablets and other mas-
sively deployed smart devices typically provides one or
more of microphone and loudspeaker to receive and send
acoustical signals, camera to receive optical signals, and
various RF communication protocols and hardware, typi-
cally for WiFi and Bluetooth communication. Some also
provide NFC communication, RFID tag readers, infrared
sensors, etc. The communication between loudspeakers or
nodes and mobile device may be two-way or either one way.
[0068] An advantageous embodiment is obtained when
said corresponding loudspeaker identifier to be related to
said physical location is determined by a test routine com-
prising one or more of:

[0069] correlating distances between said mobile device
and said loudspeakers determined from said environ-
ment properties and determined from acoustic or radio-
based distance estimation, e.g. based on acoustic
chirps;

[0070] correlating first-to-arrive acoustic signals, e.g.
chirps, from several simultaneously transmitting loud-
speakers with a nearest physical loudspeaker location;

[0071] correlating a loudspeaker node comprising a
microphone which first received an acoustic signal with
a physical location of the mobile device transmitting
the acoustic signal, e.g. a chirp.

[0072] An advantageous embodiment is obtained when a
plurality of said relations are established during an initial
setup procedure when the system is installed and stored in
said location database.

[0073] Generally, the present setup procedure is estab-
lished as an initial setup after installation has taken place. It
is of course possible to modity the established zones from
time to time if new zones need to be added or need to be
modified. This may in particular be the case due to the fact
that the use loudspeaker are not logically bound by the bus
layout, thereby making it possible, through the invention to
add loudspeakers to an environment simply by mounting a
further bus or attaching to an already existing bus layout.
The dynamic provisions of establishing and registering the
position of the individual speakers without requiring that the
individual bus with attached speakers are defining the
intended or required zone facilitate that loudspeaker buses
may overlap zone or even environments without affecting
the agility of the loudspeaker system.

[0074] An advantageous embodiment is obtained when
the relations are modified subsequent to redesign of the
system.

[0075] An advantageous embodiment is obtained when
the relations are modified if the aggregated environment is
expanded/changed.

[0076] An advantageous embodiment is obtained when
the relations are modified if the zones of the environment
need to be redefined.

[0077] Inone aspect, the invention relates to a loudspeaker
system comprising a plurality of loudspeakers configured for
audio reproduction of audio signals under the control of a
central controller, and wherein the central controller estab-
lishes audio reproduction of specific or groups of loudspeak-
ers on the basis of a correlation between the physical
location of loudspeakers of the loudspeaker system and
corresponding loudspeaker identifiers and wherein the loca-
tion of loudspeakers are established at least partly on the
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basis of the method for relating a physical location of a
loudspeaker as described above.

[0078] In one aspect, the invention relates to a method of
installing a loudspeaker system comprising a plurality of
loudspeakers, the method comprising the steps of mounting
the loudspeakers covering one or more environments of an
aggregated environment and driven by a bus driver; defining
a number of abstraction levels and storing these in an
abstraction level database; initializing relations of a relations
database;

[0079] correlating the relations and the abstraction levels
thereby obtaining a correlation between the abstractions
levels and the physical locations of the loudspeakers deter-
mined by the relations of the relation database; and inte-
grating the abstraction levels into a user interface thereby
facilitating an operator to address loudspeakers of defined
abstraction levels with audio via said bus driver.

[0080] An advantageous embodiment of the method of
installing a loudspeaker system uses the method described
above regarding determining said physical locations of the
loudspeakers. The installation method may be combined
with any of the embodiments and features described above
thereby in embodiments providing the advantages described.

THE DRAWINGS

[0081] The invention will in the following be described
with reference to the drawings where

[0082] FIG. 1 illustrates a block diagram of a loudspeaker
system according to a preferred embodiment of the inven-
tion,

[0083] FIG. 2 illustrates an aggregated environment
according to a preferred embodiment of the invention,
[0084] FIG. 3 and FIG. 4 illustrates an aggregated envi-
ronment, comprising environments, loudspeakers and zones,
[0085] FIG. 5 illustrates a block diagram of a mobile
device according to a preferred embodiment of the inven-
tion,

[0086] FIG. 6 illustrates a mobile device, detecting a
loudspeaker and relating that loudspeaker to a zone,
[0087] FIG. 7 illustrates a flowchart describing one
embodiment of relating a physical location of a loudspeaker
to a loudspeaker identifier.

[0088] FIG. 8 illustrates a loudspeaker system comprising
a loudspeaker bus, a bus driver and several nodes, some of
which are loudspeakers,

[0089] FIG. 9 illustrates a bus driver for a loudspeaker
bus,

[0090] FIG. 10 illustrates a node of a loudspeaker bus,
[0091] FIG. 11-13 illustrates a bus driver connected to a

node in different network topologies,

[0092] FIGS. 14 and 15 illustrated impedance balancing in
an extended daisy chain network, and

[0093] FIG. 16 illustrates different audio system layouts
and subset of nodes.

DETAILED DESCRIPTION

[0094] FIG. 1 illustrates a block diagram of a loudspeaker
system LS according to a preferred embodiment of the
invention.

[0095] This embodiment comprises a mobile device
MDEYV, a central control CC, a user interface U], an aggre-
gated environment AENV, a location database .DB and a set
of bus drivers BD. Further the system comprises a plurality
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of environments ENV, zones ZN and loudspeakers SP. The
system manages audio reproduction to one or more loud-
speakers SP based on the correlation between the physical
location PL and loudspeaker identifier SPI.

[0096] In this embodiment the mobile device MDEYV is
utilized to correlate the physical location PL of a loud-
speaker SP to a loudspeaker identifier SPI based on envi-
ronment properties ENVP determined from images IM cap-
tured by a camera CM of the mobile device MDEV. The
mobile device MDEV is communicatively coupled to the
central control by a wireless communication such as audio,
electromagnetic, optical more particular Wi-Fi, Bluetooth,
Near Field Communication, infrared, ultrasonic or similar
wireless communication forms; however, in another
embodiment this communication link can also be wired.
[0097] This embodiment further comprises a user inter-
face Ul that is communicatively coupled to the central
control. The user interface Ul visualizes information such as
the location of the loudspeakers SP, properties of the envi-
ronments ENV and the zones ZN in the aggregated envi-
ronment AENV. The user interface Ul enables the user to
view and change which loudspeakers SP are present in the
individual zones ZN.

[0098] This embodiment further comprises a location
database LDB also communicatively coupled to the central
control CC. The location database LDB stores the relation
REL between the physical locations PL of the loudspeakers
SP and a loudspeakers identifier. In some embodiments this
relation REL may be described by a lookup table or a pointer
that links a physical location PL to a speaker identifier in the
database. However, in another embodiment a similar method
for storing the relation REL between two parameters may be
used. The location database LDB further holds information
about which zone ZN each loudspeaker SP is assigned to.
Further an abstraction level database ALDB may also in
another embodiment be integrated within the location data-
base LDB. The abstraction level database ALDB stores an
abstraction level AL of the zones ZN preferably defined by
a user, i.e. the user may for example define zone ZN “1” as
“Kitchen”. The location database LDB can be integrated
with the central control or the bus driver BD or the location
database LDB may be stored at a decentral location in which
case the location database LDB may be accessed through a
public communication network e.g. the Internet.

[0099] The central control manages inputs from mobile
device MDEYV, user interface UI, location database LDB and
the speakers in the aggregated environment AENV. The
central control can forward information to e.g. the mobile
device MDEYV, user interface Ul or location database LDB.

[0100] The central control manages reproduction of audio
signals by one or more loudspeakers SP in the loudspeaker
system LS, preferably by transmitting audio to one or more
bus drivers BD that are communicatively coupled to a set of
loudspeakers SP in the loudspeaker system LS through a
loudspeaker bus. The loudspeakers SP are positioned in an
aggregate environment AENV comprising a set of environ-
ments. It should be noted that the topology of the loud-
speaker system LS in terms of electrical or communicative
connections may often be quite unrelated to the topology of
the environments. The aggregated environment AENV and
environments ENV are explained in greater detail below.
The central control can manage reproduction of audio sig-
nals by the loudspeakers SP, e.g. by transmission through a
bus driver BD either integrated in the central controller CC
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or by a communication link to the central controller CC.
Further the central controller CC can manage reproduction
of audio signals in a zone ZN defined by the user. A zone
[0101] ZN comprises a set of speakers that can be posi-
tioned across environments. In some embodiment where the
central controller CC manages reproduction of audio in a
zone, the central controller CC forwards the audio and the
loudspeaker identifier SPI of all the loudspeakers SP asso-
ciated to that particular zone ZN to the bus driver BD, which
then distributes the audio accordingly.

[0102] In another embodiment the central control is dis-
tributed such that the bus driver BD and the loudspeaker
system LS come from a third party. This distribution enables
the system to be integrated with existing third party loud-
speaker systems.

[0103] FIG. 2 illustrates an aggregated environment
AENYV according to a preferred embodiment of the inven-
tion.

[0104] An aggregated environment AENV comprises a set
of environments ENV each comprising one or more of the
loudspeakers SP of the loudspeaker system LS. Each envi-
ronment ENV comprises a physical area e.g. a hallway, a
conference room, a restaurant or a similar physically delim-
ited environment. In other words, the environments ENV are
defined by physical structures serving as acoustical and/or
visual obstacles such as walls, floors and ceilings, doors and
windows, partitions, plants, curtains, or even relatively large
distances of space. The aggregated environment AENV may
thereby for example be an office building, restaurant build-
ing, etc., comprising a set of environments. The aggregated
environment AENV is limited to the aggregation of envi-
ronments ENV comprising loudspeakers SP of the loud-
speaker system LS, and may thus be limited to a part of a
building, floor, etc., and comprise a single environment ENV
or several environments. The loudspeaker system LS may
comprise loudspeakers SP installed in one or more environ-
ments.

[0105] The topology of the loudspeaker system LS in
terms of electrical or communicative connections may often
be quite unrelated to the topology of the environments.
[0106] FIG. 2 illustrates an embodiment of an aggregated
environment AENV comprising four environments. Each
environment ENV comprises a set of speakers each having
a unique physical position. The number of speakers in each
environment ENV can vary depending on the size of the
environment. However, in this embodiment at least one
loudspeaker SP is present in each environment.

[0107] FIG. 3 illustrates an aggregated environment
AENYV, comprising environments, loudspeakers SP and
zones ZN.

[0108] This embodiment comprises a set of zones ZN and
a set of environments ENV each comprising a plurality of
loudspeakers SP.

[0109] An environment ENV comprises a physical area
e.g. a hallway, a conference room, a restaurant or a similar
physically delimited environment. In other words, the envi-
ronments ENV are defined by physical structures serving as
acoustical and/or visual obstacles such as walls, floors and
ceilings, doors and windows, partitions, plants, curtains, or
even relatively large distances of space.

[0110] A zone ZN can be determined by a selection of
loudspeakers SP from an aggregated environment AENV not
restricted to be within the same environment. The topology
of the environments ENV may not necessarily correspond to
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the topology of the loudspeaker zones ZN. In other words,
loudspeaker buses, environments ENV and loudspeaker
zones ZN are non-constrained, but at least partly overlap-
ping. The zones

[0111] ZN can be modified, added and removed from time
to time depending on the requirements of the loudspeakers
SP.

[0112] In FIG. 3, the zones ZN are determined by a set of
loudspeakers SP selected from different environments ENV
and a zone ZN consisting of loudspeakers SP from only one
environment. Further in this embodiment one of the loud-
speakers SP is defined in two zones ZN. The topology of the
zones ZN are stored in the location database LDB from
where a user can access the information through a user
interface Ul and rearrange the zones ZN, for example as
seen in FIG. 4.

[0113] In an advantageous embodiment the physical loca-
tion PL of the loudspeakers SP can be associated to an
abstraction level AL. The abstraction level AL comprises a
text string describing a zone ZN e.g. “Kitchen”, “Hallway”,
or “Lounge bar”. Knowing the physical location PL of a
group of loudspeakers SP on one or more busses these can
be mapped to an abstraction level AL e.g. “Hallway”. This
mapping may facilitate the user of the loudspeaker system
LS to send audio to a specific area without having to know
about loudspeaker identifiers SPI, environment identifiers
ENV, zone ZN numbers, etc.

[0114] The abstraction level AL is in some embodiment
defined by the user and stored in an abstraction level
database ALDB. However, in another embodiment the
abstraction levels AL are predefined terms.

[0115] The abstraction level database ALDB holds the
abstraction level AL relation REL to the physical location PL.
of the loudspeakers SP. This database refers to the location
database LDB. In another embodiment the abstraction level
database ALDB may be integrated with the location data-
base LDB

[0116] In an advanced embodiment, the assigned zones
ZN and/or abstraction levels AL may not be static or
permanent, but may be changed according to the application
of the room or hall. Applications such as “live concert”,
“conference”, or “lounge bar”” may require the loudspeakers
SP to fulfill different roles.

[0117] In an advanced embodiment the loudspeakers SP
may be installed without first having to configure them
individually as belonging to one or more zones ZN and/or
abstraction levels AL, and without the installer having to
maintain a chart of the serial-number or ID of the individual
loudspeakers SP while installing them. This information
may be provided “post hoc” by the present invention.
[0118] FIG. 5 illustrates a block diagram of a mobile
device MDEYV according to a preferred embodiment of the
invention.

[0119] The term mobile device MDEV should in this
embodiment be understood as an electronic device such as
smartphone, tablet, PDA, laptop or a similar device capable
of capturing images IM, preferably by a built-in or accessory
camera CM.

[0120] FIG. 5 illustrates one embodiment of a mobile
device MDEYV in communication with a central control. The
mobile device MDEV may comprise a battery BAT, a
camera CM, a computing processing arrangement COMP, a
communication arrangement CA, a memory arrangement
MEM and a display DISP.
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[0121] The mobile device MDEV may comprise one or
more cameras CM for recording digital images IM. Further
the camera CM can also be capable of capturing a video.
[0122] Images IM captured by the camera CM are dis-
played on the display DISP of the mobile device MDEV in
real time. In a further embodiment the display DISP of the
mobile device MDEV comprises a touchscreen functionality
enabling a user of the mobile device MDEYV to point out the
location of a loudspeaker SP on the display DISP by
touching the display DISP.

[0123] The memory arrangement MEM stores application
software and augmented reality software in the form of
readable instructions for the computer processor arrange-
ment

[0124] COMP. In one embodiment the memory arrange-
ment MEM also comprise dimensions and position of the
present environment ENV that the mobile device MDEYV is
located in.

[0125] The computer processor arrangement COMP
allows the mobile device MDEV to execute computer read-
able instructions that are stored in the memory arrangement
MEM.

[0126] As illustrated in FIG. 5 a communication link from
the communication arrangement CA to a central control unit
CC is established. This communication can be transferred
through a wireless connection e.g. Wi-Fi, Bluetooth, Near
Field Communication, infrared, ultrasonic or similar wire-
less communication forms or via a wired connection. In
some embodiment the data transmitted through this channel
comprise physical location PL of a loudspeaker SP and the
zone ZN which the user has assigned the loudspeaker SP to.
Further the data comprise environment properties ENVP
captured by the mobile device MDEV.

[0127] In another embodiment the mobile device MDEV
also comprises motion and/or orientation sensors e.g. com-
pass, accelerometer or gyroscope, enabling the mobile
device MDEV to provide motion and/or orientation infor-
mation. In this embodiment the motion may include velocity
and acceleration and the orientation may include Euler
angles.

[0128] FIG. 6 illustrates a mobile device MDEYV, detecting
a loudspeaker SP and relating that loudspeaker SP to a zone.
[0129] In this embodiment two loudspeakers SP are
installed in the ceiling of an environment. However, in
another embodiment the number of loudspeakers SP in an
environment ENV can vary depending on the volume and
coverage requirement for a particular environment.

[0130] The loudspeakers SP are communicatively coupled
to a central control unit (not shown) through a communica-
tion topology e.g. bus, star, tree or a similar topology which
is driven by a bus driver BD. The central control can
transmit audio signals and/or initialization signals to each
individual speaker via the network.

[0131] In an embodiment, initialization signals compris-
ing a sound bite is played by a selected speaker. However,
in other embodiments an initialization signal may be used as
a trigger to turn on a light emitting diode (LED) embedded
in the speaker. In yet another embodiment the initialization
signal is simply one speaker in the network turned on at a
time that plays an arbitrary audio signal.

[0132] The initialization signal can be used when setting
up the loudspeaker system LS. An initialization signal
played by a loudspeaker SP can be used to physically detect
the loudspeaker’s location by a user. This loudspeaker SP
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can then be related to a loudspeaker identifier SPI by
utilizing a mobile device MDEV comprising object recog-
nition software and environment properties ENVP.

[0133] FIG. 6 further illustrates a mobile device MDEV in
the form of a tablet, embedded with application software and
augmented reality software. A camera CM of the mobile
device MDEYV is pointed in the direction of a loudspeaker
SP. The image IM captured by the camera CM is analyzed
by the computing processing arrangement executing the
application software. In this embodiment the loudspeaker SP
is automatically detected using image processing algorithms
stored in the memory application. These algorithms may
comprise feature detection, object detection, object recog-
nition or similar algorithms suitable for recognizing objects
in an image IM.

[0134] In another embodiment the detection of loudspeak-
ers SP is done manually by the user selecting the loud-
speaker SP either in the form of using a cursor on the screen
or by selecting the location by selecting on the touchscreen
of the mobile device MDEV or by a similar user interaction
suitable for selecting the object on the mobile device MDEV.
[0135] In another embodiment the display DISP is pro-
vided with a fixed reference point, such that the user will
point the mobile device MDEV in the direction of the
loudspeaker SP in such a way that the fixed reference point
is positioned on top of the loudspeaker SP when looking at
the display DISP.

[0136] The selected or detected loudspeaker SP is visual-
ized to the user by an image reference IMREF that is
superimposed on the captured image IM displayed on the
mobile device MDEV. In some embodiments, an image
reference IMREF may include text description, a color
overlay, a circular marker, a crosshair or any similar visual
indicator of the object. In FIG. 2 this detection is illustrated
by a dotted circle around the object.

[0137] In an advantageous embodiment the selected or
detected position of a loudspeaker SP in the images IM is
converted to a physical location PLL by combining the
extracting environment properties ENVP from the image IM
with the selected or detected position of the loudspeaker SP.
[0138] In another embodiment the physical location PL is
determined by correlating the sensory information of the
mobile device MDEV from sensors e.g. compass, gyro-
scope, accelerometer, GPS or similar sensors capable of
determining the orientation and location of the mobile
device MDEV, with the environment properties ENVP of the
room.

[0139] In another embodiment the physical location PL is
determined by triangulating the position of the mobile
device MDEYV in an environment, by utilizing at least tree
wireless broadcasters positioned at known locations in an
environment ENV and correlating this with environment
properties ENVP.

[0140] In another embodiment the physical location PL is
determined by utilizing stereo vision, enabling the mobile
device MDEV to acquire depth information of the captured
image IM and correlating this information and correlating
this with environment properties ENVP.

[0141] In another embodiment the physical location PL is
determined by using a microphone array embedded in the
mobile device MDEV. The microphone array can pinpoint a
loudspeaker SP playing a specific soundbite e.g. broadcast-
ing the ID of the loudspeaker SP using frequency shift
keying. Detecting the direction of the audio source and
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correlating this with environment properties ENVP enables
the detection of the physical position.

[0142] In another embodiment the physical location PL is
determined correlating the visual distance between the
mobile device MDEV and a loudspeaker as mentioned
above with a signal distance. In this embodiment the signal
distance can be obtained by letting a selected loudspeaker
broadcast either a data signal or an acoustic signal. A data
signal e.g. comprises a unique identifier that can be broad-
casted using wireless communication embedded in the loud-
speaker SP such as Bluetooth. An acoustic signal may e.g.
comprise chirps that can be transmitted from the speaker
itself. The mobile device MDEV determines the physical
location PL of the loudspeaker SP by measuring the distance
to the particular loudspeaker e.g. by knowing at what time
the acoustic signal is transmitted or the received signal
strength indicator (RSSI) from the data signal and correlate
the distance with the visual distance measured and deter-
mines the physical location PL, if the two measured dis-
tances are substantially the same.

[0143] The physical location PL. may be understood as 2D
or 3D Cartesian coordinates in an environment ENV in a
resolution sufficient to position the loudspeaker SP within a
radius of one meters precision or less of its actual position.
However, in some embodiments the physical location PL
may be determined more loosely, e.g. by reference to a
named room, etc.

[0144] The method for relating a loudspeaker identifier
SPI and zones ZN to the physical location PL of the
loudspeaker SP may be performed by the central control
transmitting an initialization signal to a selected loudspeaker
SP. The loudspeaker identifier SPI is further forwarded to the
mobile device MDEV. When the user finds the loudspeaker
SP broadcasting the initialization signal the user may direct
the camera CM of the mobile device MDEV towards the
transmitting loudspeaker SP. When successtully selecting or
detecting the loudspeaker SP by the mobile device MDEV,
the user assigns a zone ZN and an environment ENV to the
speaker via an interface of the mobile device MDEV. This
information is then forwarded to a location database LDB
through the central control.

[0145] From the mobile device MDEV a user can catego-
rize each loudspeaker SP into a particular zone ZN by a user
selection within the application software of the mobile
device MDEV. In FIG. 6 the zone ZN is indicated by a
number. However, in another embodiment this could also
comprise an abstraction level AL e.g. “Kitchen”, “Hallway”,
“Bathroom” or similar text strings that defines a zone.
[0146] In this embodiment the mobile device MDEYV is
wirelessly connected to central control e.g. Wi-Fi, Blu-
etooth, Near Field Communication, infrared, ultrasonic or
similar wireless communication forms, however in another
embodiment the connection can also be established via cable
in a network e.g. LAN or similar.

[0147] The central control can forward the loudspeaker ID
SPI of the active speaker to the mobile device MDEYV in the
adjustment or setup phase of the system. However, in
another embodiment the central control is controlled from
the mobile device MDEYV such that the user can select which
loudspeaker ID SPI that the central control shall transmit the
initialization signal to.

[0148] The relation REL between a loudspeaker SP and a
loudspeaker identifier SPI is forwarded to the location
database LDB that stores this information. In an advanta-
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geous embodiment the storage can be located on a decentral
server, that is accessible through a public communication
network e.g. Internet.

[0149] In some embodiments the mobile device MDEV
may not always be able to access a communication network
e.g. Wi-Fi or mobile network and may thus not always be
able to communicate with the central control or the bus
driver BD. Therefore, in an advantageous embodiment the
mobile device MDEV can communicate to e.g. the bus
driver BD via audio or light emission or similar close range
communication methods, to a loudspeaker SP, which for-
wards the received information to the bus driver BD which
in turn also can forward the data to the central control.
[0150] In one embodiment the communication link
between mobile device MDEV and loudspeaker SP is estab-
lished by means of light emission signals. Data communi-
cation from the loudspeaker SP to the mobile device MDEV
is accomplished by using a digital signal processor embed-
ded in the mobile device MDEV. The camera CM of the
mobile device MDEV may capture images IM or video of
emitting signals transmitted by a loudspeaker SP, LED and
may covert the blinking of the LED to data information
through image processing algorithms.

[0151] Data communication from the mobile device
MDEYV to the loudspeaker SP is established by using a light
e.g. LED or a flash light, integrated in the mobile device
MDEV where the loudspeaker SP receives these light sig-
nals through a photodiode which is then translated to data
bits through a signal processor in the loudspeaker SP. In a
preferred embodiment the bit rate of such a system may in
one example be 10 bit/sec.

[0152] In another embodiment the direct communication
between the mobile device MDEV and the loudspeaker SP
is performed by both parts using frequency shift keying
(FSK) when transmitting data to one another. For receiving
of data each party has a microphone for receiving and a
signal processor for translating the audio signal to a digital
data. The duration of a sound burst may in a preferred
embodiment be lower than 3 ms such that reflections from
walls, sealing, floor or the like will be distinguishable from
audio coming directly from the source however, this dura-
tion can be altered depending on the properties of the
environment. In another embodiment the communication
could be performed by various coding schemes such as dual
tone multi frequency (DTM) or similar schemes suitable for
communication via audio.

[0153] The loudspeaker identifier SPI may comprise a 32
bit or 64 bit unique number. This number could in an
aggregated environment AENV be reduced to 8 bit, by the
bus driver BD through a reference table or similar stored in
the bus driver BD. The reduced resolution lowers the
communication time transmitted through. Further this
reduces the power consumption of the mobile device
MDEV.

[0154] Environment properties ENVP describe the char-
acteristics of a room or other environment ENV such as its
height, width, length or shape, which could be described by
Cartesian coordinates e.g. X, y, z-coordinates. By knowing
these properties, the mobile device MDEV may determine
the position of an object when combined with information
about the orientation of the viewer.

[0155] The environment properties ENVP define a virtual
representation of an environment. Knowing the focal length,
and similar properties of the camera CM capturing images
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IM of the room, can lead to determining the position of the
camera CM in the room and any position of an object that
is within the perspective of the camera CM.

[0156] In an advantageous embodiment the environment
properties ENVP may be extracted by capturing images IM
of the environment ENV using a camera CM on a mobile
device MDEV and correlating the images IM with informa-
tion about the environment ENV from e.g. a floor plan, a
blueprint or similar, thereby making it possible in certain
embodiments to estimate a position of an object in an
environment ENV in two or three dimensions.

[0157] In some embodiments, the environment properties
ENVP can be extracted based on sensory input such as
measuring the distance to the surroundings from the users
location via a distance measurer e.g. laser range scanner,
ultrasonic distance measurements or similar methods suit-
able for measuring distance. These measurements may then
be correlated with information about the room e.g. a floor
plan, a blueprint or similar.

[0158] Augmented reality is commonly used for superim-
posing graphics, audio and other sensory enhancement on
top of a real world environment ENV in real time. The basic
architectural model of augmented reality comprises the
following six subsystems: tracking, application, world
model, presentation, context and interaction.

[0159] The tracking subsystem is responsible for respond-
ing to changes of the user’s location and orientation among
others. This information is used by other subsystems to
present digital objects to the user in such a way that it looks
as a part of the environment. For mobile devices MDEYV this
tracking is based on GPS, compass and accelerometer. Some
mobile devices MDEV also use image recognition for a
more precise positioning of objects.

[0160] The application subsystem is the main control of
the program in e.g. mobile devices MDEV. This subsystem
can communicate with server networks to retrieve informa-
tion about objects that appear in the viewers’ perspective.
[0161] The world model subsystem stores and provides
access to a digital representation of a world, such as interest
points and 3D objects and metadata. This is also referred to
as “channels”, “layers” or “worlds”. The world model essen-
tially consists of 3D geometry which is used to render a 3D
scene and to determine the position of any markers e.g. for
optical tracking.

[0162] The presentation subsystem provides output to the
user such as a video stream and audio on a mobile device
MDEV.

[0163] The context subsystem provides the application
subsystem system with information about the user e.g.
name, sitting down, in office etc.

[0164] The interaction subsystem is where the user can
interact with the virtual word using hand gestures, virtual
mouse or the like. The user can also press a simple 2D button
on a touchscreen.

[0165] The advantage of using augmented reality when
installing loudspeakers SP in a room is the possibility of
using information about the user’s location and viewing
direction to determine the location of a loudspeaker SP in a
room.

[0166] In order to determine the location of a loudspeaker
SPin a room a user is equipped with a mobile device MDEV
comprising tracking hardware such as GPS, camera CM,
compass and accelerometer. Further the mobile device
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MDEV comprises augmented reality software that com-
prises the subsystems described above.

[0167] FIG. 7 illustrates a flowchart describing one
embodiment of relating a physical location PL of a loud-
speaker SP to a loudspeaker identifier SPI by utilizing an
automated test routine. In an advantageous embodiment the
process in FIG. 7 may be performed by a mobile device
MDEYV, such as a tablet performing an automated test
routine. The automated test routine is in one embodiment an
automated application where the central controller CC trans-
mits initialization signals to the loudspeakers SP for iden-
tifying the loudspeakers SP and for establishing a relation
REL between the physical location PL. and the loudspeaker
identifier SPI.

[0168] In step S1 a number of speakers are installed in an
aggregated environment AENV. The aggregated environ-
ment AENV comprises a set of environments, e.g. rooms,
each comprising a set of installed speakers. Each loud-
speaker SP is communicatively coupled to a loudspeaker bus
that is controlled by at least one bus driver BD. The bus
driver BD is communicatively coupled to the central control.
[0169] The one loudspeaker bus may be located in several
different environments, and the environments ENV thereby
do not correspond to the loudspeaker bus.

[0170] In step S2 of this embodiment the bus driver BD
transmits an initialization signal to a selected loudspeaker.
The loudspeakers SP in the aggregated environment AENV
receive an initialization signal in a consecutive order from
the central control.

[0171] In this embodiment the initialization signal is a
soundbite that a user can hear. The order in which each
loudspeaker SP is initialized can be done randomly, however
in a preferred embodiment the user choses a loudspeaker SP
detected on the loudspeaker bus, from the central control
that shall receive the initialization signal.

[0172] In another embodiment the user can control the
central control from a mobile device MDEV and thus select
a loudspeaker identifier SPI from the mobile device MDEV.
[0173] In step S3 the physical location PL of the loud-
speaker SP transmitting the initialization signal is located by
the user walking into each environment ENV until the
playing loudspeaker SP is found. In this step the initializa-
tion signal is a soundbite that the user can hear, and therefore
the user can locate the selected loudspeaker SP by walking
around in the aggregated environment AENV and listen to
which speaker is playing. After locating the active speaker,
the user will in a preferred embodiment position himself
within a close visual range of the speaker.

[0174] In step S4 the user points the camera CM of a
mobile device MDEV running the speaker detection appli-
cation software at the loudspeaker SP. From the images IM
captured by the camera CM, environment properties ENVP
are extracted. Further the loudspeaker SP is detected auto-
matically or manually and its physical location PL is calcu-
lated by the mobile device MDEV.

[0175] In this embodiment the environment properties
ENVP are extracted by means of captured images IM.
However, in another embodiment these properties can be
extracted by means of laser range, acceleration, ultrasonic
measurement or a similar method for measuring distance to
objects in the environment.

[0176] The automatic detection may be performed by
utilizing image processing algorithms e.g. object detection
or object recognition algorithms correlated with environ-
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ment properties ENVP. The manual detection may be per-
formed by a user interaction e.g. pointing to the location on
a touchscreen or positioning a cursor at the area of the image
IM where the loudspeaker SP is positioned on the display
DISP of the mobile device MDEV.

[0177] Instep S5 the user assigns the physical location PL.
of the loudspeaker SP to an environment, and relates the
loudspeaker SP to a zone ZN or abstraction level AL e.g.
“Kitchen”.

[0178] In the initialization phase the user may both select
the appropriate environment ENV that the loudspeaker SP is
placed in and assign the loudspeaker SP to a zone. When
relating the loudspeaker SP to an environment ENV and a
zone, the physical location PL can also be related to an
abstraction level AL defined by the user. An abstraction level
AL describes a zone ZN in an intuitive term that gives the
user a better overview of what a zone ZN is covering i.e. a
zone ZN may in one embodiment be defined by a number,
while at the same time in an abstraction level AL is defined
by a text string such as “Hallway”.

[0179] Instep S6 the user transmits the relation REL of the
physical location PL of the loudspeaker SP and the zones ZN
from the mobile device MDEV to a location database LDB
that is connected to the central control.

[0180] In this embodiment the transmission of data is
performed by a wireless communication. In another embodi-
ment this could also be performed using a wired connection.
[0181] After this loudspeaker SP is set up the user can
proceed to setup any remaining speakers in the aggregated
environment AENV, in which case the user may return to
step S2. If the environments ENV change, e.g. due to
remodeling of rooms, the user can adjust the environmental
and zone ZN information of the speakers by starting at step
S2.

[0182] In an embodiment the mobile device comprises or
has access to a three-dimensional model of the environment,
e.g. pre-built or runtime generated by camera data, which
when correlated with manual or automatic localization of the
mobile device within the 3D model, enables using the model
data to determine distances from the mobile device to
real-world objects, for example loudspeakers. By comparing
these model-based distances with distances to loudspeakers
measured by e.g. acoustic signals generated by the loud-
speakers, such as e.g. bat chirps (high-frequency, short
sounds), or e.g. radiofrequency-based distance detection,
e.g. by Bluetooth LE, together with transmission of their
identifiers, it is possible to correlate a loudspeaker illustrated
on the display with the corresponding physical loudspeaker
and a node identifier. If several nodes appear to have
corresponding distances by the model-based and/or the
signal-based distance determination, unambiguous distances
and correlations may be obtained by moving the mobile
device around in the environment. The model-based dis-
tances may be determined to a point in the model which a
user points at on a display, or by performing pattern recog-
nition to discover loudspeakers in the camera-based model
and determining model-based estimated distances to them
automatically. The acoustic-based distance may e.g. be
measured by the mobile device causing its speaker to
generate chirps including an identifier of a node. When a
node recognizes its own identifier from the chirps it
responds by chirping. Alternatively, the mobile device is
communicating with the nodes directly or via the central
controller by any suitable means as mentioned elsewhere
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herein, and may thus request a particular node to transmit a
chirp or other acoustic signal. If in sync regarding time, the
mobile device may calculate the distance from the time of
arrival of the chirp at the microphone of the mobile device.
In an embodiment, one node is requested by the central
controller or by the mobile device, possibly via the central
controller, to transmit chirps or other acoustic signal repeat-
edly while the mobile device is moved around. Upon rec-
ognition and correlation between the acoustically measured
distance and a distance determined from the, preferably
camera-based, environment model in the mobile device, a
match between node identifier and physical location is
stored, and the next node starts chirping. The correlation
may be automatically confirmed, or may require user con-
firmation before proceeding. In an embodiment the mobile
device with a, preferably camera-based, environment model
and localization is moved near a node, and all nodes in the
system are requested to chirp their identifier simultaneously.
The first chirped identifier that reaches the mobile device
identifies the nearest node, due to shortest distance for the
acoustic waves to travel. Alternatively, the mobile device
may transmit a chirp, while all nodes listen by means of
microphones. The first node detecting the chirp is nearest to
the mobile device.

[0183] In various embodiments described herein where
the mobile device MDEV receives or detects a loudspeaker
identifier SPI, various methods of conveying the identifier
information from the loudspeaker or loudspeaker bus node
to the mobile device may be employed. In various embodi-
ments the mobile device may communicate with loudspeak-
ers through the central device and/or the bus driver. In other
embodiments, the mobile device and the loudspeakers or
nodes may be connected to a common network, e.g. a LAN,
WLAN, ad-hoc network, etc. More preferably, the mobile
device may be able to receive the loudspeaker identifier
directly from the loudspeaker by means of acoustic or
electromagnetic communication, for example ultrasound,
bat chirps, audible sound with encoded identifiers, radio
frequency communication e.g. by Bluetooth, ZigBee, WiFi,
or other RF protocols, e.g. at the 2.4 GHz band, by near field
communication, RFID tags, etc., by optical communication
such as modulated light, simple modulated LED flashing
schemes, infrared communication, etc. The communication
between loudspeakers or nodes and mobile device may be
two-way or either one way.

[0184] An exemplary embodiment of a loudspeaker sys-
tem LS is illustrated by the FIGS. 8-16 and are described in
further detail below. In this part of the description a loud-
speaker SP is referred to as node 20, the loudspeaker bus is
referred to as a powered audio bus 5, a central controller CC
is referred to as an external controller 10 and a bus driver BD
is referred to as bus driver 1.

[0185] FIG. 8 illustrates an audio system 33 according to
an embodiment of the invention. The audio system 33
comprises a powered audio bus 5. A bus driver 1 provides
control data, audio and preferably power to the powered
audio bus 5. A number of nodes 20 are daisy-chained to the
powered audio bus. Preferably at least a number of the nodes
20 comprises loudspeakers, for example a built-in active
loudspeaker, an output stage with a loudspeaker output for
connecting an external passive loudspeaker, or a line-out or
equivalent for connecting an external active loudspeaker.
[0186] FIG. 9 illustrates a bus driver 1 of the audio system
33 in more detail according to an embodiment of the
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invention. The bus driver 1 is preferably supplied with
power from a driver power supply 2. This power supply may
e.g. be connected to 110/230 VAC mains, or comprise a DC
source or any other electrical power source. Further, the bus
driver 1 preferably comprises a driver power converter 3
which converts the incoming power to a DC voltage that
supplies nodes 20 of the audio system 33.

[0187] Together the driver power supply 2 and the driver
power converter 3 supply all electronics of the bus driver 1
and nodes 20 with suitable working voltages and may be
referred to as bus power supply. The components of the bus
power supply may be implemented in the bus driver 1 or
may be external to the bus driver 1 and coupled directly to
the powered audio bus 5.

[0188] The DC voltage is preferably below 50V and
preferably between 40V and 50V. Preferably 48V is pro-
vided to the nodes 20 via the powered audio bus 5. The DC
voltage should be balanced between low losses in the
powered audio bus 5 (high DC voltage limits power loss)
and secure or non-hazardous data transmission (low DC
voltage facilitates avoiding conduits and compliance with
safety requirements). Hence communication between the
bus driver 1 and the nodes 20 therefore both comprise a
supply voltage powering the nodes 20 and an audio signal
for broadcasting via the nodes 20.

[0189] It should be mentioned that the capacity of the
power supply 2 may vary from e.g. around 50 W to over
1000 W depending on the size and requirements to the audio
system 33. Further, if considered necessary, an external (to
the bus driver 1) power supply also referred to as injection
power supply may be connected to the powered audio bus 5.
The power is used at the nodes 20 for supplying local
amplifiers, data processors, etc.

[0190] Power injectors for supplying additional power to
the powered audio bus may preferably also be implemented
as nodes and receive control data from the bus driver, for
example in preferred embodiments to be shut off or discon-
nected during a node enumeration process to not disturb
current measurements. The power injectors may for example
use principles from the power over Ethernet (PoE) technol-
ogy to inject power. Power injectors may provide power
from mains, a battery or the like.

[0191] Preferably the bus driver 1 further comprises a first
driver filter 4, which decouples the driver power supply 2
from the powered audio bus 5 (the preferably two conduc-
tors hereof denoted 34a, 34b of FIGS. 11-13) with regards
to alternating current. The first driver filter 4 may be
implemented using power inductors, preferably with an
inductance above 10 uH for all operating currents.

[0192] Preferably the bus driver 1 further comprises a
driver current sensor 6. This current sensor 6 is optional and
if implemented, the current sensor 6 facilitates measurement
of the current consumption on the powered audio bus 5
downstream from the bus driver 1. In addition, the driver
current sensor 6 may act as a powered audio bus voltage
monitor.

[0193] Preferably the bus driver 1 further comprises a
driver audio interface 7, which acts as interface towards
audio signal(s) between the bus driver 1 and an external
audio source 8. Audio in this context may be analog (bal-
anced or unbalanced electrical signal) or digital audio sent
from the audio source 8 via WiFi, Bluetooth, Ethernet, USB,
SPDIF, AES/EBU, ADAT, TOSLINK or through any other
suitable digital protocol. Hence when referring to audio
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throughout this document a reference is made to a data
signal which may comprise other information beside audio
such as simple data, video, etc. to be exchanged between the
bus driver 1 and the nodes 20.

[0194] Preferably the bus driver 1 further comprises a
driver interface unit 9, which acts as interface towards
control/information/status signal(s) between the bus driver 1
and external controller(s) 10. These signals may be sent
through WiFi, Bluetooth, Ethernet, USB, RS232, RS485, or
through any other suitable mechanism.

[0195] The bus driver 1 may include an internal audio
source (not illustrated) or be connected to an external audio
source 8 as described above. An external audio source 8 may
be located as part of a LAN (LAN: Local Area Network) or
the internet. It may be accessed remotely from the bus driver
1 e.g. via a wireless/wired LAN or the internet. The audio
source 8 could be any audio player such as a portable device
such as a tablet, smartphone, laptop etc. or it could be part
of a larger setup for audio production and/or audio distri-
bution such as a stationary media player, computer, data
storage, radio, matrix unit, audio power amplifiers or the
like. The audio source 8 could also be a “music player”
inside the driver, like e.g. a radio receiver or a streaming
media receiver, which receives digital audio from the inter-
net.

[0196] The type of audio source 8 could be any source
relevant for the application where the audio system 33 is in
use and is therefore not important to the present invention.
The present invention focus on the distribution of the audio
signal and not on the source or type of the particular audio
signal. Therefore, the driver audio interface 7 is not specified
further in that different audio source 8 (if not part of the bus
driver 1) could be connected to the bus driver 1 by various
types of optical, wired or wireless audio and video connec-
tors such as e.g. different types and sizes of jacks, plugs,
connectors, screw/screw-less wire connections or the like,
and the audio signals could be of various relevant analog or
digital audio formats, encodings, compressions, container
formats, etc.

[0197] The driver audio interface 7 and the driver interface
unit 9 are preferably also used as interface to other audio
systems, bus drivers 1, internet etc. In this way the audio
broadcasted by the nodes 20 connected to the bus driver 1
can be coordinated with other bus drivers 1 of the same or
other audio systems 33. It is thereby also possible to connect
the audio system 33 to other systems such as home auto-
mation systems and provide information gathered from the
nodes 20 or from the bus driver 1 to such system or retrieve
information from such systems for use in the audio system
33.

[0198] The internet connection for the bus driver 1 also
facilitates remote control and monitoring of the audio sys-
tem 33 as such and of the individual elements hereof such as
the nodes 20. This means that the health of a node 20 can be
remotely monitored, faults can be located which facilitates
faster maintenance or replacement, data from several audio
systems 33 can be logged and used for statistics and future
improvements, etc.

[0199] It should be mentioned that preferably, the audio
source 8 is possible to reach from a not illustrated control
interface. Such control interface may be used for selecting
the particular audio from the audio source 8 to be broad-
casted via the nodes 20, the quality, sound level, audio
channel, etc. An example of a control interface could be an
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app installed on a mobile device such as a tablet or smart-
phone, or it could for example be implemented in the bus
driver 1 or external audio source 8.

[0200] The fact that the audio system 33 facilitates remote
or automatically enabled individual level control of the
loudspeaker 32 of the nodes 20 has several advantages.
[0201] First this enables that a given sound profile in a
single zone of nodes 20 can be changed dynamically without
the need for mechanically adjusting e.g. a rotary switch on
each individual node 20 or loudspeaker 32. This enables that
a first node of a zone has a first sound level and a second
node has another higher or lower sound level, hence, the
sound level of the node at the bar or the restaurant is higher
than the sound level of the node at the toilet, even though the
nodes are of the same zone playing the same music. This will
be an advantage in zones where playback level requirements
change over a daily rhythm, like in bars and restaurants. A
second feature with this ability is that mix-minus can be
implemented. Mix-minus is a technique where the audio
level in the proximity of a person speaking in a microphone,
is reduced so that the person does not hear his/her own voice
at an amplified level. This feature increases the “natural-
ness” when using microphones. When several microphones
exist within a single zone (e.g. in a conference room), it is
required that the individual loudspeaker 32 can reduce its
sound level as a function of which microphone is activated.
[0202] In addition, status information of the node 20 may
also be measured and transmitted to the bus driver 1. Status
information could e.g. be temperature, power consumption,
loudspeaker impedance, etc.

[0203] Preferably the bus driver 1 further comprises a
driver processing unit 11 which may be considered the main
data processor of the bus driver 1 and as such of the entire
audio system. The driver processing unit 11 gathers data and
control/information signals and makes decisions about sig-
nal routing, nodes 20 operation etc. Hence the purpose of
coordinating and controlling signals and data processing of
the bus driver 1 is controlled by the driver processing unit
11. This may include defining quality of the audio signal,
framing the manipulation made by the data processors,
determining when and which audio signal should be trans-
mitted from the bus driver 1, processing data received by the
bus driver 1 and taking appropriate actions, calibration and
set-up of nodes 20, etc.

[0204] The bus driver preferably facilitates two commu-
nication channels between the bus driver 1 and the nodes 20,
but may in various embodiments only facilitate one, or more
than two. An advantage of facilitating two communication
channels may be to ensure some degree of communication
even when circumstances make one of the communication
channels unusable. Therefore the two communication chan-
nels are preferably designed according to quite different
technologies with different shortcomings and advantages. In
an embodiment, a first communication channel may for
example allow for robust communication with a simple
encoding at relatively low frequencies, but inherently slow,
whereas a second communication channel may for example
allow for high-frequency, high-data-bandwidth advanced
communication, but relatively sensitive to any irregularities.
[0205] For the above-mentioned first communication
channel, the bus driver 1 may for example comprise a
second driver filter 12 and a first driver analog-to-digital
converter 14. The second driver filter 12 facilitates attenu-
ation and filtering of signals and noise received via the bus
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5 which does not belong to the first communication channel,
and it preferably decouples the DC power of the bus from
the processing of the first communication channel by means
of for example capacitors.

[0206] In a preferred embodiment, the first communica-
tion channel signal passing through the second driver filter
12 from the nodes 20 is an FSK (FSK: Frequency-Shift
Keying) signal with a relatively low carrier frequency, in
particular preferably well below the frequency contents of
the second communication channel which preferably works
at frequencies far above the human audible frequency range.
An example of a suitable FSK modulation scheme for this
application may be a binary FSK modulation using the
frequencies 8 kHz and 12 kHz, where the second driver filter
12 may be a band-pass filter allowing signal to pass in that
frequency region. The typical attainable bit-rate using such
a mechanism for communicating on a bus 5 is in the range
of'a few kbit/sec. The method for communication is mainly
determined by the desired amount of the information to be
sent and the bandwidth of the powered audio bus 5, hard-
ware at the node 20/bus driver 1 facilitating data transmis-
sion (hardware here is any kind of data processor) and would
in most cases be slow compared to the audio signal trans-
mitted from the bus driver 1 to the nodes 20.

[0207] The first driver analog-to-digital converter 14
facilitates translation of the analog modulated communica-
tion signal (carrying digital data) of the first communication
channel from the nodes 20 of the powered audio bus 5 to a
digital (quantized in both amplitude and time) representa-
tion. In some cases, it would be advantageous to establish
two-way-communication through this first communication
channel 13. In case of such bilateral communication
between bus driver 1 and nodes 20, the first driver analog-
to-digital converter 14 may also comprise a digital-to-analog
converter that translate a digital signal from the driver
processing unit 11 into a time/amplitude continuous repre-
sentation and pass that signal through the second driver filter
12. In the latter case a function in the digital-to-analog
converter allows the digital-to-analog converter to adopt a
hi-z mode when the first driver analog-to-digital converter
14 is receiving information from one or more nodes 20 on
the powered audio bus 5. Preferably the driver processing
unit 11 is arranged to process the, for example, FSK signal
received through the first communication channel, and/or to
generate, e.g., FSK signals for transmitting to the nodes 20
via the first communication channel.

[0208] For the above-mentioned second communication
channel, the bus driver 1 may for example comprise a third
driver filter 15 and a driver digital transmitter 17. The
primary function of the third driver filter 15 is to decouple
the DC power of the bus from the processing units of the
second communication channel by means of for example
capacitors, but it may also facilitate attenuation and filtering
of signals and noise on the bus 5 which does not belong to
the second communication channel.

[0209] At least the DC component from the powered audio
bus 5 should be attenuated and preferably removed entirely.
In a preferred embodiment, the second communication
channel signal passing through third driver filter 15 may be
a binary data signal holding audio related data and (optional)
control data from the driver processing unit 11 to a node 20.
One such binary data stream may comply with the AES3
(also known as AES/EBU) protocol having a typical rate at
44.1 kHz or 48 kHz, holding two 24 bit channels. Other rates
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and/or protocols may also be used, however, the AES3
protocol has proven its worth over the last couple of decades
as being a very robust audio transport protocol. As a part of
this standardized protocol are “user data” and “channel
status” bits. For this application, these may be used as means
for controlling nodes 20.

[0210] Preferably as part of the second communication
channel, the bus driver 1 further comprises a driver digital
transmitter 17 facilitating conversion of a digital data stream
from the driver processing unit 11 to a differential electrical
signal, which may be passed through the third driver filter 15
to the powered audio bus 5. In a preferred implementation,
the electrical signal complies with the RS-422 or the
RS-485, which are robust standardized protocols for trans-
porting digital data over long distances and in noisy envi-
ronments. These standards have been the preferred choice in
many industrial automation systems for several decades.
Optionally, the driver digital transmitter 17 also comprises a
digital receiver (not illustrated), such that bi-directional data
streaming (half duplex) can be obtained between the driver
1 and the nodes 20. When receiving data, the driver digital
transmitter 17 adopts a hi-z state which is typically a built in
feature in most RS-485 transceiver integrated circuits.

[0211] Such digital receiver may be connected in parallel
with the driver transmitter 17 and is preferably AC coupled
to the powered audio bus 5.

[0212] When the audio signal from the audio source 8 has
been processed by the bus driver 1 to comply with require-
ments e.g. to the quality of the signal, this signal is trans-
mitted to the network of nodes 20 via the powered audio bus
5. The choice of digital audio transport is advantageous in
that it is free for disturbances like cross-talk issues and hum
(50/60 Hz) artifacts and facilitates a plurality of parallel
bi-directional information on the transmission conductors
34a, 345 of the powered audio bus 5 between bus driver 1
and nodes 20 such as a plurality of simultaneous audio
channels along with communication of control data.

[0213] The audio/data transmission (simply referred to as
audio transmission or data transmission) is preferably of a
type facilitating data transmission effectively over long
distances (e.g. up to a few hundred meters) and in electri-
cally noisy environments as well as facilitating connection
of multiple nodes 20 to the powered audio bus 5. Data
transmission can be done in a very robust way by transmit-
ting signals differential i.e. with information hided in the
difference between two conductors.

[0214] In a preferred embodiment, the audio transmission
is complying with the TIA-485 standard (formerly known as
RS-485 standard), an electrical digital layer which is very
robust and reliable, but other standards could also be used.
Hence the digitally encoded audio information is preferably
superimposed on a DC supply voltage and communicated
over the powered audio bus 5. The nodes 20 then comprise
an audio decoder/node processing unit 23 that reconstructs
the audio signal into a format suitable for input to the node
power amplifier 31 (also referred to simply as node ampli-
fier) or directly for input to the loudspeaker 32 which then
produces the final audible speech, music, tones, etc.

[0215] In an embodiment, the bus driver 1 further com-
prises a second driver analog-to-digital converter 18 that
allows the driver processing unit 11 to read current and
voltage on the powered audio bus 5. This information can be
used to detect powered audio bus fail and to help in
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automatically establishing a map over the bus network e.g.
information of nodes 20 located on the powered audio bus
5.

[0216] The bus driver 1 may be connected at least to a
main power supply or battery, analog audio (balanced or
unbalanced), digital audio (electrical or optical) SPDIF,
TOSIlink, AES/EBU, ADAT, etc., network such as Ethernet,
internet, RS232, CAN, etc., WiF1i, Bluetooth, etc. Further, it
should be mentioned that the bus driver 1 may have a user
interface with buttons, (touch) display, LEDs, etc.

[0217] Preferably the bus driver 1 further comprises a
driver-bus interface 19 facilitating the connection between
the bus driver 1 and the powered audio bus 5 with its nodes
20. This connection may comprise EMI (EMI: Electro-
Magnetic Interference) components that reduce electromag-
netic interference from/to the bus driver 1. Such components
may be capacitors, resistors, inductors, transient absorbing
devices, and any other parts that improve the compatibility
to/from the surroundings. The driver-bus interface 19 may
also comprise a physical connector, which preferably is a
so-called Phoenix connector, i.e. the typical loudspeaker
connector used for professional fixed installations.

[0218] As mentioned, the bus driver 1 includes one or
more data processors including controller units, analog-to-
digital and digital-to-analog converters, filters, transmitters
and receivers, interfaces etc. Hence when the audio/data
signal (simply referred to as audio signal or data signal) is
an analog signal, it is converted to a digital representation of
the analog signal in a desired quality. Likewise if the audio
signal is a digital signal, it is converted to an analog
representation hereof in a desired quality. To obtain a desired
quality of the audio signal, the data processors may perform
mathematical manipulation of the audio signal such as
filtering, compressing/decompressing, etc. the audio signal.
[0219] According to an embodiment of the invention, the
bus driver 1 facilitates both transmitting and receiving of
audio/digital signals to and from the nodes 20. Hence in
situations where the nodes 20 are intelligent in the sense of
being able to communicate to the bus driver 1 either based
on own motion or as a reply to a query from the bus driver
1, the data processors may receive and process such com-
munication. This processing may include converting such
bidirectional communication between bus driver 1 and node
20 from a digital signal to an analog signal or vice versa.
Further, extraction of information sent from the nodes 20
may also be necessary and be performed by one of the above
mentioned data processors.

[0220] FIG. 10 illustrates a preferred embodiment of the
node 20 according to the invention. Preferably the node 20
comprises two node-bus interfaces 21 (21a first node-bus
interface, 215 second node-bus interface) facilitating the
connection of the node 20 to the powered audio bus 5. This
connection may comprise EMI components that reduces
electromagnetic interference from/to the bus driver 1. Such
components may be capacitors, resistors, inductors, transient
absorbing devices, and any other parts that improve the
compatibility to/from the surroundings. The node-bus inter-
faces 21 may also comprise a physical connector, preferably
a so-called Phoenix connector.

[0221] To ease the installation process and to minimize the
risk of errors made during installation, the person mounting
the bus driver 1 and nodes 20 to the powered audio bus 5
may freely connect either first node-bus interface 21a or
second node-bus interface 215 to the upstream end of the



US 2017/0070820 Al

powered audio bus 5 cable, meaning that the signal flow in
the node 20 (from first to second node-bus interface) may be
in either leftwards or rightwards direction. Further, the user
is allowed to connect the preferably two conductors of the
powered audio bus 5 cable to any of the terminals found in
the node-bus interface 21a, 215, meaning that the polarity of
the part of the powered audio bus inside the node 20
(conductors between first and second node current sensor
22a, 22b) may be either positive or negative. Again, this is
advantageous in that it helps to ease the installation process
and to minimize errors made in that process.

[0222] Preferably the node 20 further comprises a first
node current sensor 22a and a second current sensor 225,
which are arranged so that the nodes 20 own current
consumption can be distinguished from any downstream
current consumption—regardless of both voltage polarity
and signal (preferably a DC current) direction.

[0223] It should be mentioned that the first and second
current sensors 22a, 22b may further comprise means for
sensing the bus voltage level. Other suitable sensor struc-
tures may be used as long as the node processing unit 23 is
able to obtain at least the downstream current consumption.
The current sensors 22 may be implemented using Hall
sensors, inductive based sensors, current to voltage conver-
sion using a resistor having low resistance, or any other
suitable mechanism.

[0224] Ideally, the current sensors 22 does not cause any
signal changes from node input to output, such that signals
at the node-bus interfaces 21 are identical, meaning that they
are fully transparent in both directions.

[0225] Several circuits may establish a current estimate,
which is able to estimate current regardless of its polarity
and current flow direction, preferably the current sensors 22
are implemented as resistors referring to zero (ground poten-
tial). Having two (identical) current sense circuits and the
knowledge of bus polarity allow the slave to choose to take
the current information from the current sense circuit that is
connected to the ground potential. Current is preferably
sensed across two resistors. This makes the node able to
distinguish between its own current consumption and the
downstream consumption.

[0226] Accordingly, the current sensors 22 together with
e.g. the node processing unit 23 and other not mentioned
components may be referred to as a bus power monitoring
unit.

[0227] Preferably the node 20 further comprises a first and
second node analog-to-digital converter 24a, 245 that allow
the node processing unit 23 to read current and voltage on
the bus, sensed as described above.

[0228] Preferably the node 20 further comprises a first
node filter 25 facilitating blocking of AC currents. The
purpose of the first node filter 25 is to extract DC current for
powering the node 20. This first node filter 25 may be
implemented using inductors having a relatively large induc-
tance, preferably above 100 uH. This is because when
looking at larger audio systems comprising several nodes 20,
several of these first node filters 25 will be mounted in a
parallel on the powered audio bus 5.

[0229] Preferably the node 20 further comprises a node
power supply 35, also simply referred to as power converter.
[0230] The DC supply voltage from the bus driver 1 is
converted at the node 20 to a voltage level of e.g. between
1V and 12V for supplying one or more data processors and
other power consuming components of the node 20.
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[0231] To make sure that high frequency components of
the digital audio signal of the powered audio bus 5 are not
“short circuited”, e.g. an inductor may be implemented
between the powered audio bus 5 and the components of the
node 20.

[0232] Preferably the node 20 further comprises a trans-
mission line termination unit 26, that ideally inserts an
impedance if the node is at one end of the powered audio bus
5 (preferably the farthest or the last node 20 in a series of
nodes 20 on the powered audio bus 5) to eliminate trans-
mission line reflections. The node may determine itself
whether it is at the end of the powered audio bus, or,
preferably, the bus driver instructs the appropriate node to
insert its transmission line impedance. The transmission line
termination unit 26 is controlled from the node processing
unit 23, which can insert a transmission line termination
impedance using a relay, transistor, MOSFET or by any
other suitable means. In a preferred embodiment, the trans-
mission line termination impedance is a resistor in series
with a capacitor.

[0233] It should be mentioned that the powered audio bus
5 should be terminated in both ends. At the bus driver 1 end
of the powered audio bus 5, the output impedance is known
e.g. from the driver digital transmitter 17.

[0234] Preferably the node 20 further comprises a second
node filter 27 that attenuates signals components not of
interest for passing the digital audio and control streaming
data. At least the DC component is attenuated or preferably
entirely removed. Such AC coupling may be implemented
using capacitors and resistors.

[0235] Preferably the node 20 further comprises a node
receiver, preferably a node digital receiver 28 that receives
the digital audio signal (preferably via the second commu-
nication channel 16) outputted from the controller digital
transmitter 17 of the bus driver 1, and passes this signal on
to the node processing unit 23. The node digital receiver 28
may also (optionally) include a digital transmitter and may
be implemented using a RS-485 receiver/transceiver.
[0236] Preferably the node 20 further comprises a third
node filter 29 for the first communication channel that
attenuates signals components not of interest for passing the
control/information/status data. In a preferred embodiment,
the data is encoded using frequency shift keying FSK at a
carrier frequency that do not disturb the digital streaming
data sent through the second communication channel 16—as
described above. The third node filter 29 may be imple-
mented inductors, capacitors and resistors.

[0237] Preferably the node 20 further comprises a node
transmitter 30 facilitating outputting a modulated version of
the status data sent from the node processing unit 23 to the
bus driver 1. In a preferred embodiment, this may be done
by using frequency shift keying FSK, in that FSK may be
robust even though the farthest node 20 is not terminated
yet. In this way the node 20 can be identified e.g. by means
of an identifier send from the node 20 to the bus driver 1. The
node transmitter 30 may be implemented by using simple
buffers from the 74HC logic family (outputting squarewave
signals) or by using a digital-to-analog converter. Output of
the node transmitter 30 is ideally tri-stated when not sending
data. Optionally the node transmitter 30 may be imple-
mented in a bidirectional fashion, similar to the first con-
troller analog-to-digital converter 14 of the bus driver 1.
[0238] Preferably the node 20 further comprises a node
processing unit 23 acting as the main data processor of a
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given node 20. It receives (from the node digital receiver 28
or from any other audio sources, not illustrated), process,
and outputs audio signal to a node amplifier 31 or any other
audio output channels (not illustrated). Further, the node
processing unit 23 receives control signals at least from
either the node digital receiver 28 and/or from the node
transmitter 30. These control signals are interpreted and
suitable actions are carried out on basis of the control
requests. The node processing unit 23 is also an important
part of the “end-of-cable” identification process and the
node enumeration process of the illustrated embodiment.
[0239] Preferably the node 20 further comprises a node
power amplifier 31 that drives one or more loudspeakers 32.
The node power amplifier 31 preferably receives audio from
the node processing unit 23 (or from other sources) and may
receive audio signals using an either analog and/or digital
interface (not illustrated).

[0240] The node power amplifier 31 may both be of an
analog (time-continuous) or a digital (time discrete) type
having either an analog input signal or a digital input signal.
[0241] According to a preferred embodiment of the inven-
tion, the preferred node power amplifier 31 is a class-D
amplifier. Due to the fact that the audio signal from the
driver processing unit 11 preferably is a digital audio signal,
the node power amplifier 31 is preferably a class D amplifier
having a digital input, thus requiring no digital-to-analog
converter.

[0242] With the distributed amplification at each indi-
vidual node 20, where each loudspeaker has its own node
power amplifier 31, the sound quality can be improved
compared to the traditional 70VRMS/100VRMS systems. In
the traditional systems, the audio power signal has to pass
through an inherent transformer found as a part of the
loudspeaker node 20. Such transformer causes core satura-
tion effects for low frequency signals, meaning that a filter
is always invoked that attenuates these signal components
and thus attenuates the low end of the frequency spectrum.
Getting rid of the transformer thus enhances the sound
quality with a better and more “tight” bass reproduction.
[0243] Preferably the node 20 further comprises a loud-
speaker 32 that comprises one or more passive loudspeakers.
In a preferred embodiment of the invention, the loudspeaker
(s) is (are) of the electrodynamic type, having an impedance
in the range of 2-32 Ohm.

[0244] The node power amplifier 31 and loudspeaker 32
may form part of a utility unit 36 of the node 20. The utility
unit 36 may also comprise a data processor, the purpose of
which may be to convert and transmit data received from a
transducer such as the loudspeaker 32 (making the speaker
32 act as microphone) or other not illustrated transducers
such as microphones, light sensors, smoke sensors, tempera-
ture sensors, proximity sensors or the like, or emitters or
actuators, e.g. LEDs, displays, etc., or interface devices, e.g.
buttons, Bluetooth transceiver, IR transceiver, connectors
for wired external devices, etc. Example of use of such
transducers could be a microphone, preferably connected to
node processing unit 23, e.g. via an A/D-converter, which
may be employed for any of the following or other uses:
estimate ambient noise level or speech (e.g. to determine
human presence), auto calibration, test of loudspeaker,
determine location of other loudspeakers, sound level trig-
gered burglar alarm, etc.

[0245] Such transducers could be standalone or integrated
into the node 20/bus driver 1, separate monitoring nodes
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connected to the powered audio bus 5, connected separately
to the bus driver 1, etc. Such recorded information is
transmitted (if necessary, after conversion from digital to
analog or vice versa) by a suitable data processor to the bus
driver 1 via the powered audio bus 5. Alternatively or in
addition hereto, such information may be stored in a local
memory (not illustrated).

[0246] As mentioned, the nodes 20 are preferably supplied
with a DC voltage from the bus driver 1 via the powered
audio bus 5 which preferably comprises at least two separate
conductors 34a, 345.

[0247] The size in terms of power consumption of a node
20 is mainly determined by the size of the loudspeaker 32
and examples of power consumption of the nodes 20 could
be between 2 W and 400 W or higher, if needed, depending
on purpose of use of the audio system 33, when operating at
maximum power capability.

[0248] The fact that the nodes 20 comprise built-in data
processing makes the nodes 20 intelligent thereby facilitat-
ing the creation of physical smaller nodes 20 with individual
(possible remote) level control, audio source selection, etc.

[0249] As mentioned, these data processors facilitates,
according to a preferred embodiment of the invention,
digital signal processing, class-D modulation and facilitates
receiving the digital signal transmitted via the standard or
proprietary protocol as described above. In addition to the
above described operations, these data processors may also
facilitate operations from the following non-limiting list of
operations which includes: equalizing, artificial reverbera-
tion, linear filtering, compensating the loudspeaker, limiting,
compensating dynamic drop of DC voltage on the powered
audio bus, registering and translation of sensor signals,
frequency shift keying modulation, Class-D modulation to
drive the loudspeaker, bass enhancement, speak and/or
music discriminator which control equalizing speak and
thereby making the speak easier to understand and/or mak-
ing music sound better, etc.

[0250] It should be mentioned that some of these opera-
tions may also be facilitated by the data processors of the bus
driver 1.

[0251] It should be mentioned that according to an
embodiment of the invention, the bus driver 1 may at least
partly be implemented as part of a node 20. Hence in this
way, one single node 20 may comprise the bus driver 1 and
thereby no standalone bus driver 1 may be necessary.

[0252] The illustrated bus driver 1 and nodes 20 are built
from different components and it should be mentioned that
the components and bus driver 1 and node 20 as such
mentioned in relation to FIGS. 8-10 may be combined in any
suitable way to facilitate the desired audio system 33.
Further, not mentioned components may also be needed
such as a driver memory or node memory for storage of
information retrieved during operation of the audio system
33 or preloaded with information relevant to operation of the
audio system 33. Such memories could be of a minimum
capacity such as a simple ROM only comprising an identi-
fier such as a serial number of the node. However in most
situations, the memories may be of a size capable of storing
more data such as megabyte or gigabyte and of a type
facilitating both reading from and writing to.

[0253] Further it should be mentioned that the fact that
several data processors are mentioned should not be under-
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stood literally in that these may alternatively be imple-
mented as one or more multifunctional data processors/
units.

[0254] The audio system 33 of the present invention
facilitates an intelligent audio signal distribution from bus
driver 1 to individual nodes 20 and from nodes 20 to the bus
driver 1 as will be described below.

[0255] FIG. 11 illustrates an audio system 33 according to
an embodiment of the invention comprising an audio source
8 connected to or part of a gateway also referred to as bus
driver 1, transport media referred to as powered audio bus 5
or transmission line and a plurality of nodes 20. The
powered audio bus 5 preferably comprises a first and a
second conductor 34a, 345.

[0256] To distribute power from an energy source internal
or external to the bus driver 1 (audio power amplifier or
power supply) to a passive or active node 20, the preferred
choice for implementing the powered audio bus 5 is copper
cables, since copper offers the best conductance. Aluminum
cables could also be attractive, even though its resistivity is
higher, as the total cost of cabling currently would be less
than cobber cables and thereby it currently provides a better
conductivity to weight ratio than copper. However, alumi-
num has a drawback when it comes to standard terminals,
like common screw terminals, because metal oxidation will
begin to act as an electrical insulator in a thin aluminum
oxide layer. Further, the screw terminal requires a larger size
to fit the larger wire dimension required to offer similar
resistance as copper.

[0257] In relation to the distribution of an audio signal in
either analog or digital form at least three options exist
namely wireless using radio wave technology like WiFi,
Bluetooth, ANR, ZigBee etc., optically using glass or plastic
light-guides or electrically using conductive wires.

[0258] The wireless technology is at present not consid-
ered an option by professional audio integrators and con-
sultants in that it is not considered robust enough. However
for audio systems 33 with low requirements to robustness,
wireless technology is an option as it most likely will be in
the future for audio systems 33 having higher requirements
to robustness as the wireless technology develops further.
Another argument for not selecting wireless technology as
the preferred technology is that wireless systems would
require receiver/transmitter at the nodes which then would
increase power consumption and thereby price of the audio
system 33. Again, on the other hand, the benefits of the
wireless system may compensate for these drawbacks in
certain audio systems 33.

[0259] The optical data transfer technology has advanta-
geous properties. First of all, the data bandwidth capabilities
of an optical link are excellent. Optical fibers offer an
extremely high data-rate for a given size of fiber and the
signal quality loss, as a function of cable length, is low
compared to electrical conductors. The downside however
of optical fibers is the termination of the cable. When it has
to be connected to a given device, the cable has to be cut and
connected to the device through an optical receiver that
translates light to an electrical signal. The cutting and
mounting process is complicated, compared to a simple
RJ45 plug or screw terminal connector.

[0260] Electrical conductors are preferred for use as trans-

mission conductors 34a, 346 for carrying the audio signal
from the bus driver 1 to the nodes 20 and vice versa and both
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in relation to analog and digital audio signal transport, a
distinction between single-ended or balanced signaling can
be made.

[0261] In a single-ended approach, the electrical informa-
tion is placed relative to a common ground potential. This
approach is primarily used for short distances and is simple
and requires only a single transmitter and a single receiver
for a single channel audio stream (analog or digital). How-
ever, the topology has one main drawback which is a lack of
common-mode rejection.

[0262] To overcome the flaws of the single-ended com-
munication topology, balanced signaling is preferred. This
technique uses two conductors per information stream. The
basic idea is to send out the information as a differential
signal that holds the information as a difference between the
electrical voltages on two conductors. Typically, this
requires two (identical) individual transmitters that output
the utility signal with opposite phase. In the receiver end, the
difference is found using a differential amplifier that have a
high Common Mode Rejection Ratio, meaning that any
signal component common for the two conductors are
canceled out. This means (in contrast to the single-ended
topology) that even though common voltage potentials on
the transmitter device and sender devices bounce up and
down, this is not causing any false differential signal seen by
the receiver.

[0263] Beside the advantage in relation to rejection of
common-mode when using balanced signaling, the conduc-
tor pair, especially when the two conductors are twisted, also
has much better properties regarding potential interference
from and to other electrical conductors. Such interference
could e.g. origin from electromagnetic disturbances from
external sources (other cables in cable trays etc.).

[0264] Therefore the powered audio bus 5 according to a
preferred embodiment of the invention is one type of stan-
dard commercial audio cable with insulated twisted pair
cobber conductors such as the “Belden 5300U” type of
security and commercial audio cable. With this said other
types of cables could also be used such as shield or
unshielded multi-conductor Cat5 cables or other cables,
shielded or unshielded twisted pair type.

[0265] Key feature in deciding type of cable is that the
cable is capable of transmitting digital signals at a high
bitrate and that it complies with EMC requirements. In
addition, it is preferred if existing cable e.g. used in existing
70V/100V analog audio systems could be used. Surprisingly
the “Belden 5300U” (and similar) type cable facilitates
transmission of digital signal at high bitrate and because the
conductors are twisted, the cable are complying with EMC
requirements and are commonly used in existing 70V/100V
systems.

[0266] In principle, using a two conductor shielded cable
gives three conductors which may be needed in some
embodiments.

[0267] It should be mentioned that according to a pre-
ferred embodiment of the invention, the powered audio bus
5 is connecting a plurality of nodes 20 to the bus driver 1,
preferably in a daisy chain network. Though it could be
indicated from the figures of the daisy chain structure that
the nodes 20 are series connected, the nodes 20 are substan-
tially parallel connected from an electric point of view.
[0268] As mentioned the nodes 20 of the audio system 33
are preferably connected in a daisy chain network by a two
conductor type transmission media also referred to as pow-
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ered audio bus 5. It is preferred that the powered audio bus
comprise two conductors 34a, 345 mounted directly in loop
terminals also referred to as node-bus interface 21 of the
nodes 20 which is illustrated on FIG. 11. As illustrated on
FIG. 11, one end of each of the first and second connectors
34a, 345 is connected to a driver-bus interface 19 of the bus
driver 1 and the opposite end of the first and second
connectors 34a, 34b is connected to the node-bus interface
21 of the node 20a. The node-bus interface 21 of the node
205 is chained via the first and second conductors 34a, 345
to the node-bus interface 21 of the node 20a and so on.

[0269] As mentioned above, the nodes 20 are developed in
such way that installation i.e. mounting of the transmission
conductors 34a, 34b cannot lead to failure nor by confusing
the mounting of the conductors 34a, 34b, neither to a
particular terminal nor by confusing which of the node-bus
interfaces 21a, 215 these conductors 34a, 345 should be
mounted at. Thereby it is ensured that the audio is always in
phase in that polarity of the conductors can be ignored and
mounting of nodes 20 in the audio system 33 therefore
becomes very easy and can be done without special knowl-
edge to audio systems in general.

[0270] Preferably the conductors 34a, 345 of the powered
audio bus 5 are connected directly to the nodes 20. Thereby
additional conductors from the node 20 to the powered audio
bus 5 e.g. a junction box connecting the additional conduc-
tors to the powered audio bus 5 is avoided which is an
advantage in that such additional conductors could make
communication of information from node 20 to bus driver 1
difficult. An example of such communication could be
automatic individual node identification (e.g. node identifi-
cation is sent to the bus driver 1 e.g. upon a request from the
bus driver 1) or location of a node 20 in the network.

[0271] An advantage of daisy chained nodes 20 connected
as described in this document is, according to the invention,
that multiple audio channels can exist within a single
transmission line (either as multiple conductors or as mul-
tiple digital audio channels within a single conductor pair),
thereby making the audio system 33 and the installation as
such more flexible. Since a single cable (powered audio bus
5) can carry the audio signal for more than one single subset
of nodes 20 or zone of nodes 20, the cabling layout can be
simplified and thus labor cost can be reduced. In fact,
existing audio systems having a transmission line compris-
ing at least one conductor pair can be retrofitted or updated
to an audio system of the present invention.

[0272] One single daisy chain of nodes 20 would poten-
tially supply several different loudspeaker zones with indi-
vidual audio channels as illustrated on FIG. 16 which
illustrates a planar view of an audio system 33 according to
the invention.

[0273] The audio system 33 of the present invention is
very flexible in terms of number of audio channels, number
of'nodes 20 in a zone and in the daisy chain network and size
or length of the powered audio bus 5 from the bus driver 1
to the last/farthest node 20 in the network.

[0274] The size of such daisy chain network could be
determined by the number of audio channels and the quality
of'audio on these channels. According to an embodiment of
the invention, a daisy chain network with two 48 kHz audio
channels would work fine even at a length of 100 meter of
the powered audio bus 5 with sixteen 16 nodes 20 connected
hereto.
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[0275] With regard to the number of nodes 20 of the daisy
chain, the limiting factor here is the degradation of trans-
mission line quality and introduction of reflections each time
a node 20 is added which introduces the risk of bit-errors.
[0276] Each parameter (nodes, quality, length, channels)
are mutually influencing each other hence if e.g. only one
channel is needed, the length/size of the daisy chain network
can be increased. Another example could be if quality is
required at 48 kHz/24 bit, then bandwidth may only allow
two channels whereas the same bandwidth (48000%24%*2=2.
304 Mbit/sec) could be used to stream four 36 kHz/16 bit
channels.

[0277] In general, it should be mentioned that it is pre-
ferred that the control of the nodes 20 i.e. distribution and
broadcasting/producing of audio has higher priority than
monitoring i.e. nodes 20 return information of the node 20
and its surroundings to the bus driver 1. The latter upstream
status information may be sent at a few kbit/s, which enables
that simple status information of a few bytes can be received
from multiple nodes within a second by the bus driver 1.
[0278] In addition to the downstream audio stream and the
upstream status, the downstream control signals i.e. queries,
requests, status or user bits, etc. from the bus driver 1 to
nodes 20 is also transmitted on the powered audio bus 5 e.g.
at a speed of for example 96 kbit per second.

[0279] The audio system 33 preferably facilitates auto-
mated initialization i.e. upon request from the bus driver 1
each node 20 replies e.g. with type, serial number, etc.
[0280] As mentioned, the bi-directional data streaming
enables end-node 20 monitoring. This enables a remote
service functionality, where the entire audio system 33
including the nodes 20 and their loudspeakers 32 can be
checked and precise error information is at hand before a
service technician is at the location. This feature is also
advantageous in the installation phase of the audio system
33, especially during installation of the daisy chain to verify
the installation without the need for manually checking each
individual node 20. When the bus driver 1 is connected to
the internet, the remote services can be used from anywhere
with connection to the internet.

[0281] The network layout illustrated on FIGS. 11-13 is
preferable a daisy chain topology, which resembles a cou-
pling where the network bus driver 1 and network nodes 20
all sit electrically coupled in parallel or substantially in
parallel. The node-bus interfaces 21a, 215 of the nodes 20
are virtually a short circuit, only having resistive loss from
connectors and current sensors 22. Network examples can
thus be illustrated as shown in FIGS. 11-13 (connectors and
current sensors not illustrated).

[0282] To minimize reflections in the cable constituting
the powered audio bus 5, it is important to ensure that source
impedance (bus driver output impedance), cable impedance
and termination impedance (termination impedance is
attached between bus conductors 34a, 345 in the last/farthest
node 20 in a given branch or daisy chain) are identical or
substantially identical. In a preferred embodiment of the
invention, these three impedances (seen from a differential
perspective in the range from 100 kHz to 10 MHz) are all in
the range of 40 to 120 Ohm.

[0283] The network topology, however, is not bound to the
pure daisy chain. Using Y-splitters 39 as illustrated in FIG.
12, the powered audio bus 5 may be divided into two (or
even more) branches. To keep the impedance matching
intact, it is important to insert a termination impedance in the
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end of both branches. It is furthermore required to add
impedance matching means in the Y-splitters 39.

[0284] FIG. 13 illustrates an example of a ring topology
powered audio bus according to an embodiment of the
invention. A powered audio bus 5 with several daisy-chained
nodes 20 as described above are connected at each end to
two individual audio bus ports of a bus driver 1. The bus
driver is configured to handle the two ports as one powered
audio bus of a ring topology, or detects this situation itself,
e.g. by being able to receive its own control data of one port
at the other port. Preferably, the bus driver makes one of the
ports inactive, and may in various embodiments apply a
transmission line impedance at the inactive port, or rely on
the node nearest to the inactive port to be detected as farthest
node and be instructed to apply its transmission line imped-
ance as described above. An advantage of ring-topology
embodiments is that in the case of cable break, disconnec-
tion of a node or other events that amputates a part of the
powered audio bus from the bus driver, this situation may be
detected by manual alarm input, by detecting impedance
mismatch, low-quality communication, or by other auto-
matic means, and upon concluding that a part of the bus is
unreachable, the bus driver may activate the second port,
perform node enumeration procedures on both ports, and
thus proceed operation with two individual, powered audio
buses. In other words, the ring topology enables a redun-
dancy which is highly advantageous for critical audio sys-
tems, e.g. emergency or evacuation systems. The ring topol-
ogy may also be implemented by various other
embodiments, for example by providing an individual bus
driver at each end of a powered audio bus, and either
manually or automatically coordinate between the two bus
drivers which one is active during normal operation, thereby
still allowing the other bus driver to take over part of the
powered audio bus in case of disruption. Thereby the bus
driver function is also made redundant, and may advanta-
geously be located in different physical locations to preserve
one driver even in case of local fire, power loss, etc. A
variation of the ring-topology embodiment comprises two or
more bus drivers being connected to the powered audio bus
at different locations, e.g. four bus drivers being distributed
along the powered audio bus, and mutually coordinating or
being coordinated which one operates as active bus driver
during normal operation. In case of bus failure, a re-
coordination takes place to determine the most appropriate
bus drivers to take over operation of any amputated parts of
the bus, and each active bus driver performs a re-enumera-
tion of connected nodes.

[0285] Various other topology embodiments, including for
example combinations of the topologies described and
shown with reference to FIGS. 11-13 are possible and
suitable for different applications, building layouts, pur-
poses, safety regulations, etc.

[0286] Impedance matching in a Y-splitter 39, as for
example suitable for a branched powered audio bus as
shown FIG. 12, can be established using three identical
impedances, also called a “hairball network™ as illustrated in
FIG. 14 (single ended for the sake of simplicity). Seen for
any end of this star configuration, the impedances 71, 72
and 73 equals R/3+(R/3+R)/2=R, which ensures that reflec-
tion related problems are minimized. However, the network
introduces an attenuation of 6 dB from one branch end to
another.
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[0287] For a 2-line DC powered bus, the pure resistor
based approach is not suitable, since the relatively small
resistors will introduce a significant power loss when draw-
ing current through the bus. To circumvent that problem, the
impedance matching means may be designed so that imped-
ance matching resistors only “exist” for AC, leaving out DC.
One solution is illustrated in FIG. 15, where resistors are DC
decoupled using capacitors and the DC power distribution is
handled through the inductors L.

[0288] FIG. 16 illustrates a layout of the audio system 33
according to an embodiment of the invention. A first bus
driver 1a controls nodes 20a-204 on a first powered audio
bus 5a and a second bus driver 15 controls nodes 20e-20/% on
a second powered audio bus 5b.

[0289] The nodes 20a-20%2 may be located in one or more
environments. An environment may for example be defined
by a room. A zone including a subset of nodes 20 may be
defined more or less related to environments and bus, and
provides an abstraction level for assigning any loudspeaker
to zones regardless of their environment and bus topology.
Typically, assignment to zones is used to broadcast the same
audio or controls to the nodes of a common zone. It should
be mentioned that the grouping of subsets of nodes 20 in
zones or environment may include nodes 20 controlled by
different bus drivers 1. Hence a zone or subset of nodes 20
should be understood as one or more nodes 20 grouped and
thereby playing the same audio signal.

[0290] FIG. 16 illustrates two daisy chains of nodes 20a-
20d and 20e-20/7 distributed over two environments, rooms
37 and 38. The first room 37 may be divided in two zones
37a and 37b e.g. based on use of the room 37, hence zone
37a may be a busy and noisy area and zone 375 is a relaxing
area of room 37. Room 38 represents only one zone denoted
38a.

[0291] Now if different audio signals are to be broadcasted
in environments 37 and 38, the nodes 20a-20/ have to be
divided in zones. Hence zone 1 comprising node 20a-20c¢
and 20/, zone 2 comprising nodes 204 and 20e and zone 3
comprising nodes 20/ and 20g.

[0292] The subset of nodes representing zones 1-3 is either
automatically or manually configured to the respective zones
facilitating the playing of different audio or the same audio
at different sound levels. Playing an audio signal should be
understood as converting an audio signal to speech, music,
tones, etc. audible at least to humans.

[0293] In an embodiment, the nodes may be pre-config-
ured during installation, for example with regard to zone
assignment, audio channel selection, audio level, or other
basic configuration parameters. The pre-configuration of a
node may for example be facilitated by the nodes compris-
ing a hardware selector and/or a programmable memory,
which the installer may use to set one or more parameters,
and which may be read by internal circuitry after power-on.
For example, a rotary encoder, a DIP-switch (DIP: dual
inline package), an NFC-receiver (NFC: near field commu-
nication), an RFID-tag (RFID: radio frequency identifica-
tion), etc., may be provided at the node. During installation,
there is access to the pre-configuration selector at the node,
and the installer may pre-configure for example which zone
the node initially belongs to, and an initial attenuation level.
The pre-configuration may even be applied before the node
is connected to the powered audio bus, and thereby before
it receives any power. The settings may be part of an
installation project plan or be decided spontaneously by the
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installer. However, as such pre-configuration is prone to
human error and/or change of mind after closing off the
installation, ceiling, wall, etc., an embodiment comprising a
verification of the pre-configuration is therefore very advan-
tageous, as is a preferred embodiment allowing the bus
driver to overrule the pre-configuration of a node.

[0294] To facilitate the automatic configuration of zones,
the bus drivers 1a and 15 may be connected either directly
or via an external audio source 8 or external controller 10.

[0295] Accordingly an aggregated environment comprises
a set of environments 37, 38 each comprising one or more
of the loudspeakers (also referred to as nodes) of the
loudspeaker system. Each environment comprises a physical
area e.g. a hallway, a conference room, a restaurant or a
similar physically delimited environment. In other words,
the environments are defined by physical structures serving
as acoustical and/or visual obstacles such as walls, floors and
ceilings, doors and windows, partitions, plants, curtains, or
even relatively large distances of space. The aggregated
environment may thereby for example be an office building,
restaurant building, etc., comprising a set of environments.
The aggregated environment is limited to the aggregation of
environments comprising loudspeakers of the loudspeaker
system, and may thus be limited to a part of a building, floor,
etc., and comprise a single environment or several environ-
ments. The loudspeaker system may comprise loudspeakers
installed in one or more environments.

[0296] The topology of the loudspeaker system (also
referred to as daisy chained nodes or audio system) in terms
of electrical or communicative connections may often be
quite unrelated to the topology of the environments.

[0297] In an embodiment, sound measurements may be
analyzed for information about acoustic obstacles obtained
by analyzing when certain microphones do not hear or only
vaguely hear the sound from certain loudspeakers, thereby
enabling a grouping of the loudspeakers in different of said
environments, as well as information about reflective sur-
faces enabling estimating distances between loudspeakers
and surfaces, thereby making it possible in certain embodi-
ments to estimate the dimensions in two or three dimensions
of the environments, e.g. the dimensions and shape of a
room. In an embodiment, visual information e.g. from a
camera, information about physical properties from distance
measurements, e.g. by laser or accelerometer, positioning
systems or blue prints or other formal data or manually
inserted data, etc., may be analyzed to estimate the dimen-
sions of environments and relative or absolute positions of
the loudspeakers. In an advantageous embodiment, auto-
matically or manually determined information about envi-
ronments may be used to make a basic suggestion or basic
starting configuration for how the loudspeakers could be
divided into loudspeaker zones for the subsequent normal
operation. In many practical applications, the basic starting
configuration established this way will be perfectly suited
for most uses.

[0298] The topology of the environments may not neces-
sarily correspond to the topology of the loudspeaker zones.
In other words, network-topology, loudspeaker connections,
environments and loudspeaker zones are non-constrained,
but at least partly overlapping.

[0299] In an advanced embodiment, the assigned loud-
speaker zones may not be static or permanent, but may be
changed according to the application of the room or hall.
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[0300] Applications such as “live concert”, “conference”,
or “lounge bar” may require the loudspeakers to fulfill
different roles.

[0301] As can be seen from the above description, the
inventive audio system 33 has several advantages of which
the feature of power and bidirectional data transmitted over
a two wired powered audio bus 5 between the bus driver 1
and the nodes 20 and the polarity-indifference of the two
wires 34a, 34b are especially advantageous.

[0302] Of these advantages could at least be mentioned
individual fault monitoring of loudspeaker 32, individual
gain, delay and equalizing with high granularity, dynamic
paging and grouping of nodes 20, multiple node types on the
same daisy chain, more than one zone or channel on the
same daisy chain, possibility of retrofitting or updating
existing audio systems without need of installing new trans-
mission line between nodes of the existing system, equal
audio quality in first and last node 20 of the network,
facilitates automatically debugging locating at which node
an error may be present and use of thinner conductors 34
compared to traditional comparable audio systems.

[0303] The reason for being able to use thinner conductors
34 at the present audio system 33 compared to e.g. 70VRMS
is that at 70VRMS, the RMS of the audio signal is signifi-
cantly lower than at the 40V-50V DC system suggested by
the present invention. Hence the currents and thereby losses
of the present audio system 33 are reduced significantly as
compared to a 70VRMS system.

[0304] Compared to the traditional 70/100V installation
technology, at least the following advantages exist:

[0305] Cabling may be phase indifferent. Swapped con-
ductors in the cable will not cause 180 degree phase
change for the resulting acoustical output.

[0306] More than one audio channel may be transported
on a single cable (twisted pair) simultaneously. This
means that multiple zones can be covered using a single
daisy chain (cable).

[0307] The system may incorporate a node enumeration
process that establishes a list holding all bus nodes
including the physical (electrical connection) sequence
from first to last node on the bus. This list ensures that
all electrical connections are functioning. Deviations
from the list obtained during last power-up, may be
reported (automatically via email or similar) to a given
location.

[0308] The system may incorporate a self-test feature,
which tells the installer/maintenance personnel where
the last functional node on the cable is located.

[0309] FEach node may implement individual level con-
trol, EQ and other DSP related functions which can be
remotely controlled. This is an advantage when the
system is installed in an environment where it would be
advantageous to shift “sound profile” as function of the
environment, e.g. in a restaurant, where it would be
desirable to adjust sound level in only a sub-section of
the total restaurant space for some occasions—or even
differentiated audio material (corresponding to
dynamic/virtual routing capability).

[0310] The status of each individual node can be moni-
tored, meaning that loudspeaker (and amplifier) status
(temperature, power consumption, impedance) can be
continuously followed.

[0311] The sonic quality may be improved, due to the
absence of the audio power transformer, which typi-
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cally requires that the audio signal is high-pass filtered
to avoid distortion for low frequencies. Driving the
loudspeaker directly without this transformer will
enable a richer and more tight bass reproduction.

[0312] The power loss in the cabling will be lower
compared to a 70/100V system when reproducing
audio material. For typical audio signals, the crest
factor is 12 dB. This means that the RMS voltage for
full scale audio in a 70V (100V peak) system is only
25V, compared to the proposed system, maybe having
48 VDC (=48Vrms) on the bus. This difference will
cause a current in the 70V system, that are roughly
twice the current in the 48V system, turning into four
times higher cable power loss (P=I2-R), assuming
similar cable thickness (resistive conduction loss). This
fact may be utilized into either (1) using thinner cables,
or (2) offer increased cable length for a given cable
dimension (and acceptable loss).

[0313] The system may further comprise several other
types of sensors not directly related to the audio repro-
duction. Examples may be light sensors, smoke sen-
sors, gas sensors (CO), proximity sensors or any other
kind of sensor. Information from these sensors may be
relayed back to the bus driver 1 and further onto the
internet and/or other equipment connected to the driver
and/or bus.

[0314] The bus peak voltage is lower compared to 70V
(100V peak) or 100V (140V peak). Using 48V means
that the system may be mounted by “anybody”, since
48V is considered non-hazardous, whereas the instal-
lation of 70/100V systems may require certified per-
sonnel.

[0315] The description of the figures has focused on the
elements providing a feature to the invention. Therefore it
should be mentioned that other not mentioned elements may
also be implemented in various embodiments. Such ele-
ments could be capacitors mounted between the transmis-
sion conductors 34 of the powered audio bus 5 and the driver
processing unit 11, the data transmitter and receiver of the
bus driver 1 and the transmission conductors 34 of the
powered audio bus 5 which is used as a filter for preventing
the DC power signals from interfering with the processing of
the data.

[0316] In the same way, an inductor may be present
between the power supply 3 of the bus driver 1, the power
supply 35 of the node 20 and the transmission conductors 34
of the powered audio bus 5 to filter and ensure that the data
communication does not interfere with the power supply.
[0317] It should be mentioned that any elements of any of
the figures referred to in this description may be combined
to obtain an audio system 33 complying with specific
requirements. Further, many elements of the figures are state
of the art elements and are therefore not described in details
in that they and their functions are known by the skilled
person.

LIST
[0318] 1. Bus driver
[0319] 2. Driver power supply
[0320] 3. Driver power converter
[0321] 4. First driver filter
[0322] 5. Powered audio bus
[0323] 6. Driver current sensor
[0324] 7. Driver audio interface

20

Mar. 9, 2017

[0325] 8. External audio source

[0326] 9. Driver interface unit

[0327] 10. External controller

[0328] 11. Driver processing unit

[0329] 12. Second driver filter

[0330] 13. First communication channel

[0331] 14. First driver analog-to-digital converter
[0332] 15. Third driver filter

[0333] 16. Second communication channel

[0334] 17. Driver digital transmitter

[0335] 18. Second driver analog-to-digital converter
[0336] 19. Controller-bus interface

[0337] 20. Node

[0338] 21. Node-bus interface (214 first node-bus inter-

face, 215 second node-bus interface)
[0339] 22. Node current sensor (22a first node current
sensor, 225 second node current sensor)

[0340] 23. Node processing unit

[0341] 24. First node analog-to-digital converter
[0342] 25. First node filter

[0343] 26. Transmission line termination unit
[0344] 27. Second node filter

[0345] 28. Node digital receiver

[0346] 29. Third node filter

[0347] 30. Node transmitter

[0348] 31. Node amplifier

[0349] 32. Loudspeaker

[0350] 33. Audio system

[0351] 34. Transmission line conductor (34q first trans-

mission line conductor, 345 second transmission line
conductor)

[0352] 35. Node power supply

[0353] 36. Utility unit

[0354] 37. First room (37a first zone, 37b second zone)
[0355] 38. Second room (38a third zone)
[0356] 39. Y-splitter

[0357] LS Loudspeaker system

[0358] SP Loudspeaker

[0359] BD Bus driver

[0360] PL Physical location

[0361] SPI Loudspeaker identifier

[0362] AENV Aggregated environment
[0363] ENV Environment

[0364] MDEYV Mobile device

[0365] CM Camera

[0366] DISP Display

[0367] COMP Computing processor arrangement
[0368] MEM Memory

[0369] BAT Battery

[0370] IM Image

[0371] ENVP Environment properties
[0372] REL Relations

[0373] LDB Location database

[0374] ZN Zone

[0375] UI User interface

[0376] IMREF Image reference

[0377] ALDB Abstraction level database
[0378] AL Abstraction level

[0379] CC Central controller

[0380] CA Communication arrangement

1. A method of relating a physical location of a loud-

speaker of a loudspeaker system to a loudspeaker identifier,
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the loudspeaker system comprising a plurality of loud-
speakers connected by at least one loudspeaker bus and
communicatively coupled to a bus driver,

the loudspeakers being mounted at different locations in

an aggregated environment, and

the aggregated environment comprising one or more local

environments;

the method comprising the steps of

providing a mobile device comprising a camera, a
display, a memory arrangement and a computing
processor arrangement powered by a battery;

the computing processor arrangement processing data
on the basis of algorithms stored in said memory
arrangement;

the display being arranged for displaying images captured

by the camera and processed by the computing proces-

sor arrangement,

capturing an image of an environment by means of the
camera of the mobile device;

extracting environment properties on the basis of the
image by means of said computing processor
arrangement;

calculating the physical location of one or more loud-
speakers on the basis of said environment properties;

manually or automatically relating the physical loca-
tion of one or more loudspeakers as a relation to a
corresponding loudspeaker identifier at least partly
on the basis of said calculated physical location; and

storing said relation in a location database associated to
said bus driver.

2. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the loudspeakers of
the loudspeaker system are individually addressable by the
bus driver for rendering of audio provided by the bus driver.

3. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the loudspeakers of
the loudspeaker system are individually addressable by the
bus driver for rendering of audio provided by the bus driver
under the control of a central controller.

4. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the loudspeaker
system comprises a bus driver communicatively coupled
with one or more loudspeaker buses.

5. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the loudspeaker
system comprises two or more loudspeaker buses, wherein
the buses are communicatively coupled to said bus driver
enabling addressing of loudspeakers arranged in more than
one loudspeaker bus and wherein the addressing of the
loudspeakers arranged in more than one loudspeaker bus is
controlled by a central controller communicatively coupled
to said bus driver.

6. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the loudspeaker
system comprises two or more loudspeaker buses, wherein
the buses are arranged in an aggregated environment, the
aggregated environment comprising at least two separate
environments and where at least one environment comprises
at least two buses.

7. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the physical location
of the one or more loudspeakers is determined on the basis
of said image and a user provided image reference.
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8. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the physical location
of the one or more loudspeakers is determined on the basis
of said image and automatic recognition of loudspeakers in
the captured image and wherein the automatic recognition is
calculated on the basis of the image by means of said
computing processor arrangement.

9. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the physical location
is determined in a 2D model of the aggregated environment.

10. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the physical location
is determined as a number of 2D models describing the
aggregated environment.

11. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the physical location
is determined in a 3D model of the aggregated environment.

12. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the aggregated envi-
ronment is divided into at least two different zones which
may be individually addressed by the bus driver of the
system.

13. A method of relating a physical location of a loud-
speaker according to claim 1, wherein a central controller is
arranged to control reproduction of audio signals in said
loudspeaker system on the basis of said established physical
locations or on the basis of said location abstraction level
database, and wherein the physical locations being associ-
ated to abstraction levels defined by a user at least during an
initial setup of the system, thereby enabling a central con-
troller to control reproduction of audio signals in one or
more loudspeaker identified with reference to said location
abstraction level database.

14. A method of relating a physical location of a loud-
speaker according to claim 1, wherein said physical location
is automatically established by means of said mobile device
and wherein the corresponding loudspeaker identifier is
established by an automatic test routine run by the mobile
device and the loudspeaker system.

15. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the mobile device is
communicatively coupled to the central controller and
wherein said physical location is automatically established
by means of said mobile device and wherein the correspond-
ing loudspeaker identifier is established by an automatic test
routine run by the mobile device and the loudspeaker
system.

16. A method of relating a physical location of a loud-
speaker according to claim 1, wherein said physical location
is automatically established by means of said mobile device
as extracted environment properties and wherein the corre-
sponding loudspeaker identifier is established by a semi-
automated test routine run by the mobile device and the
loudspeaker system.

17. A method of relating a physical location of a loud-
speaker according to claim 1, wherein a plurality of said
relations are established during an initial setup procedure
when the system is installed and stored in said location
database.

18. A method of relating a physical location of a loud-
speaker according to claim 1, wherein the relations are
modified subsequent to redesign of the system.

19. A loudspeaker system comprising a plurality of loud-
speakers configured for audio reproduction of audio signals
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under the control of a central controller, and wherein the
central controller establishes audio reproduction of specific
or groups of loudspeakers on the basis of a correlation
between the physical location of loudspeakers of the loud-
speaker system and corresponding loudspeaker identifiers
and wherein the location of loudspeakers are established at
least partly on the basis of the method according to claim 1.
20. A method of installing a loudspeaker system compris-
ing a plurality of loudspeakers, the method comprising the
steps of
mounting the loudspeakers covering one or more envi-
ronments of an aggregated environment and driven by
a bus driver;
defining a number of abstraction levels and storing these
in an abstraction level database;
initializing relations of a relations database;
correlating the relations and the abstraction levels thereby
obtaining a correlation between the abstractions levels
and the physical locations of the loudspeakers deter-
mined by the relations of the relation database; and
integrating the abstraction levels into a user interface
thereby facilitating an operator to address loudspeak-
ers of defined abstraction levels with audio via said
bus driver.



