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(57) ABSTRACT

Embodiments of the present disclosure disclose image pro-
cessing methods and apparatuses, image devices, and stor-
age media. The image processing method includes: obtain-
ing an image; obtaining the feature of the limb of the body
based on the image, where the limb includes the upper limb
and/or the lower limb; determining first-type movement
information of the limb based on the feature; and controlling
the movement of the limb of a controlled model according
to the first-type movement information.
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S120: obtain a feature of a limb of a body based on the image

S130: determine first-type movement imformation of the limb based on
the feature

S140: control the movement of the limb of a controlled model based on
the first-type movement information
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IMAGE PROCESSING METHOD AND
APPARATUS, IMAGE DEVICE, AND
STORAGE MEDIUM

CROSS REFERENCE TO RELATED
APPLICATION

[0001] The present application is a continuation of Inter-
national Application No. PCT/CN2020/072520, filed on Jan.
16, 2020, which claims priority to Chinese Patent Applica-
tion No. 201910049830.6, filed on Jan. 18, 2019, and
entitled “IMAGE PROCESSING METHODS AND APPA-
RATUSES, IMAGE DEVICES, AND STORAGE MEDIA”
and Chinese Patent Application No. 201910365188.2, filed
on Apr. 30, 2019, and entitled “IMAGE PROCESSING
METHODS AND APPARATUSES, IMAGE DEVICES,
AND STORAGE MEDIA”, all of which are incorporated
herein by reference in their entirety.

TECHNICAL FIELD

[0002] The present application relates to image processing
methods and apparatuses, image devices, and storage media.

BACKGROUND

[0003] With the development of information technology,
users can use video recording for online teaching, live
streaming, motion sensing games, etc. The motion sensing
game requires users to wear specific motion sensing devices
to detect activities of bodies thereof, etc. so as to control
game characters, while during online teaching or live
streaming, the face, body, etc. of users is totally exposed in
the network, which may involve both the user privacy and
information security problems. In order to solve the privacy
or security problem, mosaic or other modes may be used for
shielding a face image, etc. However, this may affect the
video effect.

SUMMARY

[0004] In view of the above, embodiments of the present
application are expected to provide an image processing
method and apparatus, an image device, and a storage
medium. In order to achieve the foregoing objective, the
technical solution of the present application is implemented
as follows.

[0005] For afirst aspect, the present disclosure provides an
image processing method, including: obtaining an image;
obtaining the feature of the limb of the body based on the
image, where the limb includes the upper limb and/or the
lower limb; determining first-type movement information of
the limb based on the feature; and controlling the movement
of the limb of a controlled model according to the first-type
movement information.

[0006] Based on the solution above, determining the first-
type movement information of the limb based on the feature
includes: detecting position information of a keypoint of the
limb in the image; and determining the first-type movement
information according to the position information.

[0007] Based on the solution above, the method further
includes: detecting position information of a keypoint of the
body skeleton in the image. Obtaining the feature of the limb
of the body based on the image includes: determining
position information of a keypoint of the limb based on the
position information of the keypoint of the body skeleton.
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[0008] Based on the solution above, determining the first-
type movement information according to the position infor-
mation includes: determining a position box including a first
part of the limb in the image according to the position
information of the keypoint of the limb; detecting position
information of a keypoint of the first part based on the
position box; and obtaining first-type movement information
of the first part based on the position information of the
keypoint of the first part.

[0009] Based on the solution above, determining the posi-
tion box including the first part of the limb in the image
according to the position information of the keypoint of the
limb includes: determining a position box including the hand
in the image according to position information of a hand
keypoint.

[0010] Based on the solution above, detecting the position
information of the keypoint of the first part based on the
position box includes: detecting, based on the position box,
position information of a keypoint corresponding to a finger
joint and/or position information of a keypoint correspond-
ing to a fingertip on the hand.

[0011] Based on the solution above, obtaining the first-
type movement information of the first part based on the
position information of the keypoint of the first part
includes: obtaining movement information of a finger of the
hand based on the position information of the keypoint of the
first part.

[0012] Based on the solution above, determining the first-
type movement information of the limb based on the feature
further includes: determining first-type movement informa-
tion of a second part of the limb according to the position
information of the keypoint of the limb.

[0013] Based on the solution above, the method further
includes: determining, based on position information of
keypoints of two parts of the limb connected by means of a
connection portion, second-type movement information of
the connection portion.

[0014] Based on the solution above, the method further
includes: determining second-type movement information
of the connection portion according to features of at least
two parts and a first movement constraint condition of the
connection portion, where the at least two parts include the
two parts connected through the connection portion; and
controlling the movement of the connection portion of the
controlled model according to the second-type movement
information.

[0015] Based on the solution above, controlling the move-
ment of the connection portion of the controlled model
according to the second-type movement information
includes: determining the control mode of controlling the
connection portion according to the type of the connection
portion; and controlling the movement of the connection
portion of the controlled model according to the control
mode and the second-type movement information.

[0016] Based on the solution above, determining the con-
trol mode of controlling the connection portion according to
the type of the connection portion includes: in the case that
the connection portion is a first-type connection portion,
determining that the control mode is a first-type control
mode, where the first-type control mode is used for directly
controlling the movement of the connection portion in the
controlled model corresponding to the first-type connection
portion.
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[0017] Based on the solution above, determining the con-
trol mode of controlling the connection portion according to
the type of the connection portion includes: in the case that
the connection portion is a second-type connection portion,
determining that the control mode is a second-type control
mode, where the second-type control mode is used for
indirectly controlling the movement of the connection por-
tion in the controlled model corresponding to the second-
type connection portion; and the indirect control is achieved
by controlling the part in the controlled model correspond-
ing to the part other than the second-type connection portion.
[0018] Based on the solution above, controlling the move-
ment of the connection portion of the controlled model
according to the control mode and the second-type move-
ment information includes: in the case that the control mode
is the second-type control mode, decomposing the second-
type movement information to obtain first-type rotation
information of the connection portion that a drawing portion
draws the connection portion to rotate; adjusting movement
information of the drawing portion according to the first-
type rotation information; and controlling the movement of
the drawing portion in the controlled model by using the
adjusted movement information of the drawing portion so as
to indirectly control the movement of the connection por-
tion.

[0019] Based on the solution above, the method further
includes: decomposing the second-type movement informa-
tion to obtain second-type rotation information of the sec-
ond-type connection portion rotating relative to the drawing
portion; and controlling the rotation of the connection por-
tion relative to the drawing portion in the controlled model
by using the second-type rotation information.

[0020] Based on the solution above, the first-type connec-
tion portion includes the elbow and the knee, and the
second-type connection portion includes the wrist and the
ankle.

[0021] Based on the solution above, in the case that the
second-type connection portion is the wrist, the drawing
portion corresponding to the wrist includes the upper arm
and/or forearm, and in the case that the second-type con-
nection portion is the ankle, the drawing portion correspond-
ing to the ankle includes the shank and/or the thigh.
[0022] Based on the solution above, obtaining the feature
of the limb of the body based on the image includes:
obtaining a first 2-Dimensional (2D) coordinate of the limb
based on a 2D image; and determining the first-type move-
ment information of the limb based on the feature includes:
obtaining a first 3D coordinate corresponding to the first 2D
coordinate based on the first 2D coordinate and the conver-
sion relation from a 2D coordinate to a 3-Dimensional (3D)
coordinate.

[0023] Based on the solution above, obtaining the feature
of the limb of the body based on the image includes:
obtaining a second 3D coordinate of a skeleton keypoint of
the limb based on a 3D image; and determining the first-type
movement information of the limb based on the feature
includes: obtaining a third 3D coordinate based on the
second 3D coordinate.

[0024] Based on the solution above, obtaining the third 3D
coordinate based on the second 3D coordinate includes:
adjusting, based on the second 3D coordinate, a 3D coor-
dinate of a skeleton keypoint of the limb corresponding to
the occluded portion in the 3D image so as to obtain the third
3D coordinate.
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[0025] Based on the solution above, the first-type move-
ment information includes a quaternion.

[0026] According to the second aspect, the present disclo-
sure provides an image processing apparatus, including: a
first obtaining module configured to obtain an image; a
second obtaining module configured to obtain the feature of
the limb of the body based on the image, where the limb
includes the upper limb and/or the lower limb; a first
determination module configured to determine first-type
movement information of the limb based on the feature; and
a control module configured to control the movement of the
limb of a controlled model according to the first-type
movement information.

[0027] According to the third aspect, the present disclo-
sure provides an image device, including: a memory; and a
processor connected to the memory and configured to
execute computer executable instructions on the memory so
as to implement the image processing method provided in
any of the foregoing technical solutions.

[0028] According to the fourth aspect, the present disclo-
sure provides a non-volatile computer storage medium,
where the computer storage medium stores computer
executable instructions. After being executed by a processor,
the computer executable instructions can implement the
image processing method provided in any of the foregoing
technical solutions.

[0029] According to the image processing method pro-
vided in the embodiments of the present application, the
action of the limb of an object is acquired by image
acquisition, and then the action of the limb of a controlled
model is controlled. In this way, the controlled model can
simulate the movement of the acquired object such as a user
by controlling the action of the limb of the controlled model
s0 as to achieve video teaching, video lecture, live stream-
ing, game control, etc. At the same time, the acquired object
can be hidden by replacing the acquired object with the
controlled model so as to protect the user privacy and
improve the information security.

BRIEF DESCRIPTION OF THE DRAWINGS

[0030] FIG. 1 is a schematic flowchart of a first image
processing method provided by embodiments of the present
disclosure.

[0031] FIG. 2 is a schematic flowchart of detecting first-
type movement information of a first part provided by the
embodiments of the present disclosure.

[0032] FIG. 3 is a schematic diagram of a hand keypoint
provided by the embodiments of the present disclosure.
[0033] FIG. 4 is a schematic flowchart of a second image
processing method provided by the embodiments of the
present disclosure.

[0034] FIG. 5A to FIG. 5C are schematic diagrams of
changes in the hand movements of an acquired user simu-
lated by a controller model provided by the present embodi-
ments.

[0035] FIG. 6A to FIG. 6C are schematic diagrams of
changes in the torso movements of an acquired user simu-
lated by a controller model provided by the embodiments of
the present disclosure.

[0036] FIG. 7 is a schematic structural diagram of an
image processing apparatus provided by the embodiments of
the present disclosure.

[0037] FIG. 8A is a schematic diagram of one keypoint
provided by the embodiments of the present disclosure.
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[0038] FIG. 8B is a schematic diagram of another key-
point provided by the embodiments of the present disclo-
sure.

[0039] FIG. 8C is a schematic diagram of the hierarchical
relation among first nodes provided by the embodiments of
the present disclosure.

[0040] FIG. 9 is a schematic diagram of establishing a
local coordinate system in the embodiments of the present
disclosure.

[0041] FIG. 10 is a schematic structural diagram of an
image device provided by the embodiments of the present
disclosure.

DETAILED DESCRIPTIONS

[0042] The technical solutions of the present application
are further described in detail below with reference to the
accompanying drawings and specific embodiments of the
specification.

[0043] As shown in FIG. 1, the present embodiments
provide an image processing method, including the follow-
ing steps S110-S140.

[0044] At step S110, an image is obtained.

[0045] At step S120, the feature of the limb of the body is
obtained based on the image, where the limb includes the
upper limb and/or the lower limb.

[0046] At step S130, first-type movement information of
the limb is determined based on the feature.

[0047] At step S140, the movement of the limb of a
controlled model is controlled according to the first-type
movement information.

[0048] According to the image processing method pro-
vided by the present embodiments, the movement of a
controlled model can be driven by image processing.
[0049] The image processing method provided by the
present embodiments can be applied in an image device. The
image device can be any electronic device capable of
performing image processing, e.g. an electronic device for
image acquisition, image display, and image pixel reorga-
nization. The image device includes, but is not limited to
different terminal devices, e.g. a mobile terminal and/or a
fixed terminal, and can also include different servers capable
of providing an image service. The mobile terminal includes
a cell phone, a tablet computer, or other portable devices
easy to carry by a user, and can also include a device worn
by the user, e.g. a smart wristband, a smart watch, smart
glasses, etc. The fixed terminal includes a fixed desktop
computer, etc.

[0050] In the present embodiments, the image obtained in
the step S110 can be a 2D image or a 3D image. The 2D
image can include an image acquired by a monocular or
binocular camera, e.g. red, green, blue (RGB) images, etc.
The approach of obtaining an image includes any one of:
acquiring an image by a camera of an image device; receiv-
ing an image from an external device; and reading an image
from a local database or a local memory.

[0051] The 3D image can be obtained by detecting a 2D
coordinate from the 2D image, and then using a conversion
algorithm from the 2D coordinate to a 3D coordinate, or an
image acquired by a 3D camera.

[0052] The image obtained in the step S110 can be one
frame image or a multi-frame image. For example, when the
obtained image is one frame image, the subsequently
obtained movement information can reflect the movement of
the limb in the current image relative to the limb corre-
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sponding to an initial coordinate system (which can be also
called as a camera coordinate system). For another example,
when the obtained image is a multi-frame image, the sub-
sequently obtained movement information can reflect the
movement of the limb in the current image relative to the
limb corresponding to the first few frame images or reflect
the movement of the limb in the current image relative to the
limb corresponding to a camera coordinate system. The
number of obtained images is not limited in the present
application.

[0053] The limb of the body can include the upper limb
and/or the lower limb. First-type movement information is
obtained in step S130 based on the feature to at least
represent the change in the movement of the limb. In the
present embodiments, deep learning models such as a neural
network can be used for detecting the feature of the image.
[0054] A controlled model can be a model corresponding
to a target. For example, if the target is a person, the
controlled model is a body model, and if the target is animal,
the controlled model is a body model corresponding to the
animal. In the present embodiments, the controlled model is
a model for the category to which the target belongs, and can
be pre-determined.

[0055] Inthe present embodiments, the body movement of
a user can be directly transferred to the controlled model by
the executions of the step S110 to the step S140. In this way,
the body movement of a controlled object can be conve-
niently controlled by means of image acquisition of a
camera when a user does not need to wear a motion sensing
device.

[0056] For example, during the process of live streaming
or presentation, if a user does not want to use the real
portrait, but expects the controlled model to simulate the
body movement thereof so as to improve the effect of live
streaming or the power of presentation, the method can be
used for protecting the user privacy and guaranteeing the
effect desired by the user.

[0057] In some embodiments, the step S130 can include:
detecting position information of a keypoint of the limb in
the image; and determining the first-type movement infor-
mation according to the position information.

[0058] The position information of the keypoint of the
limb includes, but is not limited to position information of
a skeleton keypoint and/or position information of a contour
keypoint. The information of the skeleton keypoint refers to
information of a keypoint of the skeleton. The position
information of the contour keypoint refers to position infor-
mation of a keypoint of an outer surface of the limb.
[0059] The coordinates of the body with different postures
change relative to the reference posture; therefore, the
first-type movement information can be determined accord-
ing to the coordinates.

[0060] In the present embodiments, the first-type move-
ment information can be determined conveniently and
quickly by detecting position information of a keypoint, and
can be directly taken as movement parameter for driving a
controlled model to move.

[0061] Insomeembodiments, the method further includes:
detecting position information of a keypoint of the body
skeleton in the image, and detecting position information of
the keypoint of the limb in the image includes: determining
position information of the keypoint of the limb based on the
position information of the keypoint of the body skeleton.
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[0062] In the present embodiments, position information
of keypoints of the body skeleton of the whole body can be
first obtained by using deep learning models such as a neural
network so as to determine position information of a key-
point of the limb based on the distribution of the position
information of the keypoints of the whole body. After the
position information of the keypoints of the whole body is
obtained, the keypoints are connected to obtain the skeleton,
and it can be determined which keypoints are keypoints of
the limb based on the relative distribution position of bones
and joints in the skeleton so as to determine the position
information of the keypoint of the limb.

[0063] In still another embodiment, the position where the
limb is located can be first identified by means of body
identification, etc., and position information of the keypoint
is extracted only for the position where the limb is located.
[0064] Insome embodiments, as shown in FIG. 2, the step
S130 can include the following steps.

[0065] At step S131, a position box including a first part
of the limb is determined in the image according to position
information of a keypoint of the limb.

[0066] At step S132, the position information of the key-
point of the first part is detected based on the position box.
[0067] At step S133, first-type movement information of
the first part is obtained based on the position information of
the keypoint of the first part.

[0068] In the present embodiments, in order to precisely
simulate the movement of the limb, the movement of the
limb can be further decomposed in details. If the limb is an
upper limb, the movement of the upper limb not only
includes the movement of the upper arm and the lower arm
(which is also called as forearm), but also includes the
movement of a finger of the hand with a finer movement
range.

[0069] Inthe present embodiments, the first part can be the
hand or foot. An image region including the first part can be
framed out from an image based on the obtained position
box. Position information of a keypoint is further obtained
for the image region.

[0070] For example, position information of a keypoint
corresponding to a finger joint is extracted from the hand.
When the hand is in different postures, fingers are presented
in different states, which means that the position and direc-
tion of the finger joint are different, and can be reflected by
the keypoints of the finger joint.

[0071] In some embodiments, the step S131 can include:
determining a position box including the hand in the image
according to position information of a hand keypoint. The
position box can be rectangular or non-rectangular.

[0072] For example, when the first part is the hand, the
position box can be a hand-type box matching the shape of
the hand. The hand-type box can be generated by detecting
a contour keypoint of the hand. For another example, a
rectangular bounding box including all the skeleton key-
points is obtained by detecting a skeleton keypoint of the
hand, and the bounding box is a regular rectangular box.
[0073] Furthermore, the step S132 can include: detecting,
based on the position box, position information of a keypoint
corresponding to a finger joint and/or position information
of a keypoint corresponding to a fingertip on the hand.
[0074] FIG. 3 is a schematic diagram of a hand keypoint.
FIG. 3 shows 20 a hand keypoint, i.e., keypoints of the finger
joint and keypoints of the fingertip of five fingers, respec-
tively, which correspond to keypoints P1 to P20 in FIG. 3.
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[0075] The determination of the keypoints of the finger
joint can control the movement of finger joints of a con-
trolled model, and the determination of the keypoints of the
fingertip can control the movement of the fingertip of the
controlled model so as to achieve finer control in the body
transfer process.

[0076] In some embodiments, the step S130 can include:
obtaining movement information of a finger of the hand
based on the position information.

[0077] In some embodiments, determining first-type
movement information of the limb based on the feature
further includes: determining first-type movement informa-
tion of a second part of the limb according to position
information of a keypoint of the limb.

[0078] The second part here refers to the part other than
the first part on the limb. For example, taking an upper limb
as an example, if the first part is the hand, the second part
includes the lower arm, the upper arm between the elbow
and the shoulder joint, etc. The first-type movement infor-
mation of the second part can be directly obtained based on
the position information of the keypoint of the limb.
[0079] Therefore, in the present embodiments, respective
first-type movement information of different parts is
obtained by different modes according to features of differ-
ent parts of the limb so as to precisely control different parts
of the limb in a controlled model.

[0080] Insomeembodiments, the method further includes:
determining, based on position information of keypoints of
two parts of the limb connected by means of a connection
portion, second-type movement information of the connec-
tion portion.

[0081] Insome embodiments, as shown in FIG. 4, the step
S140 can further include the following steps on the basis of
FIG. 1.

[0082] At step S141, second-type movement information
of'the connection portion is determined according to features
of at least two parts and a first movement constraint condi-
tion of the connection portion, where the at least two parts
include the two parts connected through the connection
portion.

[0083] At step S142, the movement of the connection
portion of the controlled model is controlled according to the
second-type movement information.

[0084] The connection portion can be connected to two
other parts. For example, taking a person as an example, the
neck, wrist, ankle or waist is a connection portion connected
to two parts; taking an upper limb of a person as an example,
the connection portion can include the wrist connecting the
hand to the lower arm, the elbow connecting the upper arm
to the lower arm, etc.; taking the lower limb as an example,
the connection portion can include the ankle connecting the
foot to the shank, and the knee connecting the shank to the
thigh.

[0085] Movement information of these connection por-
tions (i.e., the second-type movement information) may not
be directly conveniently detected or rely on other parts
adjacent thereto to some extent; therefore, the second-type
movement information can be determined according to other
parts connected to the connection portions.

[0086] In the present embodiments, the step S142 further
includes: determining the control mode according to the type
of the connection portion; and controlling the movement of
the connection portion corresponding to a controlled model
based on the control mode.
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[0087] For example, by taking the direction where the
upper arm extends to the hand as a shaft, the lateral rotation
of the wrist is caused by the rotation of the upper arm. For
another example, by taking the direction where the shank
extends as a shaft, the lateral rotation of the ankle is also
directly driven by the shank.

[0088] In some other embodiments, determining the con-
trol mode of controlling the connection portion according to
the type of the connection portion includes: in the case that
the connection portion is a first-type connection portion,
determining that the control mode is a first-type control
mode, where the first-type control mode is used for directly
controlling the movement of the connection portion in the
controlled model corresponding to the first-type connection
portion.

[0089] In the present embodiments, the first-type connec-
tion portion rotates itself, and is not driven by other parts to
rotate.

[0090] A second-type connection portion is a connection
portion other than the first-type connection portion in the
connection portions, and the rotation of the second-type
connection portion includes the rotation generated by the
drawing of other parts.

[0091] In some embodiments, determining the control
mode of controlling the connection portion according to the
type of the connection portion includes: in the case that the
connection portion is a second-type connection portion,
determining that the control mode is a second-type control
mode, where the second-type control mode is used for
indirectly controlling the movement of the connection por-
tion in the controlled model corresponding to the second-
type connection portion; and the indirect control is achieved
by controlling the part in the controlled model correspond-
ing to the part other than the second-type connection portion.

[0092] The part other than the second-type connection
portion includes, but is not limited to: the part directly
connected to the second-type connection portion or the part
indirectly connected to the second-type connection portion.
For example, when the wrist laterally rotates, the entire
upper limb may move, and both the shoulder and the elbow
rotate. In this way, the rotation of the elbow is indirectly
controlled by controlling the lateral rotation of the shoulder
and/or the elbow.

[0093] In some embodiments, controlling the movement
of the connection portion of the controlled model according
to the control mode and the second-type movement infor-
mation includes: in the case that the control mode is the
second-type control mode, decomposing the second-type
movement information to obtain first-type rotation informa-
tion of the connection portion that a drawing portion draws
the connection portion to rotate; adjusting movement infor-
mation of the drawing portion according to the first-type
rotation information; and controlling the movement of the
drawing portion in the controlled model by using the
adjusted movement information of the drawing portion so as
to indirectly control the movement of the connection por-
tion.

[0094] In the present embodiments, first-type rotation
information is not rotation information generated by the
movement of a second-type connection portion, but move-
ment information of the second-type connection portion
relative to a specific reference point (e.g. the center of the
human body) of a target generated when the second-type
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connection portion is caused by the movements of other
parts (i.e., a drawing portion) connected to the second-type
connection portion.

[0095] In the present embodiments, the drawing portion is
a part directly connected to the second-type connection
portion. If taking the wrist as the second-type connection
portion as an example, the drawing portion can be the
forearm above the wrist to the shoulder. If taking the ankle
as the second-type connection portion as an example, the
drawing portion can be the shank above the ankle to the
thigh.

[0096] For example, the lateral rotation of the wrist along
the straight direction of the shoulder and the elbow to the
wrist may be a rotation driven by the shoulder or the elbow.
However, during movement information detection, the lat-
eral rotation is caused by the movement of the wrist. In this
way, the lateral rotation of the wrist should be essentially
assigned to the elbow or the shoulder. Through this transfer
of assignment, the movement information of the elbow or
the shoulder can be adjusted, and the movement of the elbow
or the shoulder in a controlled model is controlled by using
the adjusted movement information. In this way, the lateral
rotation corresponding to the elbow or the shoulder is
reflected by the wrist of the controlled model from the
perspective of the image, thereby achieving the precise
simulation of the movement of a target by the controlled
model.

[0097] Insome embodiments, the method further includes:
decomposing the second-type movement information to
obtain second-type rotation information the second-type
connection portion relative rotating to the drawing portion;
and controlling the rotation of the connection portion rela-
tive to the drawing portion in the controlled model by using
the second-type rotation information.

[0098] In the present embodiments, movement informa-
tion of a second-type connection portion relative to a pre-
determined posture can be first learnt according to the
feature of the second-type connection portion, e.g. a 2D
coordinate or a 3D coordinate. The movement information is
called as second-type movement information, which
includes, but is not limited to rotation information.

[0099] The first-type rotation information can be informa-
tion directly obtained by an information model according to
the feature of an image, where the information model
extracts the rotation information, while second-type rotation
information is rotation information obtained by adjusting the
first-type rotation information. In some embodiments, the
first-type connection portion includes the elbow and the
knee, and the second-type connection portion includes the
wrist and the ankle.

[0100] In some other embodiments, if the second-type
connection portion is the wrist, the drawing portion corre-
sponding to the wrist includes the upper arm and/or forearm,
and if the second-type connection portion is the ankle, the
drawing portion corresponding to the ankle includes the
shank and/or the thigh.

[0101] In some embodiments, the first-type connection
portion includes the neck connecting the head to the torso.
[0102] In still other embodiments, determining second-
type movement information of the connection portion
according to features of the at least two parts and a first
movement constraint condition of the connection portion
includes: determining orientation information of the at least
two parts according to the features of the at least two parts;
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determining candidate orientation information of the con-
nection portion according to the orientation information of
the at least two parts; and determining second-type move-
ment information of the connection portion according to the
candidate orientation information and the first movement
constraint condition.

[0103] In some embodiments, determining candidate ori-
entation information of the connection portion according to
the orientation information of the at least two parts includes:
determining a first candidate orientation and a second can-
didate orientation of the connection portion according to the
orientation information of the at least two parts.

[0104] Two included angles may be formed between the
orientation information of two parts. In the present embodi-
ments, the included angle satisfying the first movement
constraint condition is taken as the second-type movement
information.

[0105] For example, two included angles are formed
between the orientation of the face and that of the torso. The
sum of the two included angles is 180 degrees. Assuming
that the two included angles are a first included angle and a
second included angle, respectively, and a first movement
constraint condition of the neck connecting the face to the
torso ranges from —90 to 90 degrees, the angle exceeding 90
degrees is excluded according to the first movement con-
straint condition. In this way, during the simulation of target
movement by a controlled model, it is possible to reduce the
occurrence of abnormalities in which a rotation angle
exceeds 90 degrees clockwise or counterclockwise, for
example, 120 degrees or 180 degrees.

[0106] For example, taking the neck as an example, with
the face facing right, the corresponding orientation of the
neck may be 90 degrees to the right or 270 degrees to the
left. However, according to the physiological structure of the
human body, it is impossible to change the orientation of the
neck of the human body to make the neck fact right by
turning left 270 degrees. In this case, the orientation of the
neck is 90 degrees to the right and 270 degrees to the left,
which are both candidate orientation information. Orienta-
tion information of the neck needs to be further determined
according to the first movement constraint condition. In the
present example, 90 degrees to the right of the neck is target
orientation information of the neck, and according to 90
degrees to the right of the neck, it is determined that the
current second-type movement information of the neck is
turning right 90 degrees.

[0107] In some embodiments, determining second-type
movement information of the connection portion according
to the candidate orientation information and the first move-
ment constraint condition includes: selecting target orienta-
tion information within the orientation change constraint
range from the first candidate orientation information and
the second candidate orientation information; and determin-
ing the second-type movement information according to the
target orientation information.

[0108] The target orientation information here refers to
information satisfying the first movement constraint condi-
tion.

[0109] In some embodiments, determining orientation
information of the at least two parts according to the features
of the at least two parts includes: obtaining a first keypoint
and a second keypoint of each of the at least two parts;
obtaining a first reference point of each of the at least two
parts, where the first reference point is a predetermined
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keypoint in the target; generating a first vector based on the
first keypoint and the first reference point and generating a
second vector based on the second keypoint and the first
reference point; and determining orientation information of
each of'the at least two parts based on the first vector and the
second vector.

[0110] If the first of the two parts is the shoulder of the
human body, a first reference point of the first part can be a
waist keypoint of the target or the midpoint of keypoints of
two crotches. If the second of the two parts is the face, the
first reference point of the second part can be a connection
point of the neck and the shoulder connected to the face.
[0111] In some embodiments, determining orientation
information of each of the at least two parts based on the two
vectors includes: performing cross product on the first vector
and the second vector of one part to obtain a normal vector
of the plane where the part is located; and taking the normal
vector as orientation information of the part.

[0112] If the normal vector is determined, the orientation
of the plane where the part is located is also determined.
[0113] In some embodiments, determining the movement
information of the connection portion based on movement
information of the at least two parts includes: obtaining a
third 3D coordinate of the connection portion relative to a
second reference point; and obtaining absolute rotation
information of the connection portion according to the third
3D coordinate. Controlling the movement of the connection
portion of the controlled model according to the movement
information of the connection portion includes: controlling
the movement of the connection portion of the controlled
model based on the absolute rotation information.

[0114] In some embodiments, the second reference point
can be one of keypoints of a part of a target. Taking a person
as the target as an example, the second reference point can
be a keypoint of the part connected to the first-type connec-
tion portion. For example, taking the neck as an example, the
second reference point can be a keypoint of the shoulder
connected to the neck.

[0115] In some other embodiments, the second reference
point can be the same as the first reference point. For
example, both the first reference point and the second
reference point can be a root node of the human body, and
the root node of the human body can be a midpoint of a
connection line of two keypoints of crotches of the human
body. The root node includes, but is not limited to a keypoint
0 shown in FIG. 8A. FIG. 8A is a schematic diagram of the
skeleton of the human body and includes a total of 17
skeleton keypoints labeled 0 to 16.

[0116] In some other embodiments, controlling the move-
ment of the connection portion of the controlled model
based on the absolute rotation information further includes:
decomposing the absolute rotation information according to
the drawing hierarchical relation among the multiple con-
nection portions in the target to obtain relative rotation
information; and controlling the movement of the connec-
tion portion of the controlled model based on the relative
rotation information.

[0117] In some embodiments, controlling the movement
of the connection portion of the controlled model based on
the absolute rotation information further includes: correcting
the relative rotation information according to a second
constraint condition. Controlling the movement of the con-
nection portion of the controlled model based on the relative
rotation information includes: controlling the movement of
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the connection portion of the controlled model based on the
corrected relative rotation information.

[0118] In some embodiments, the second movement con-
straint condition includes: a rotatable angle of the connec-
tion portion.

[0119] Insome embodiments, the method further includes:
performing posture defect correction on the second-type
movement information to obtain the corrected second-type
movement information. Controlling the movement of the
connection portion of the controlled model according to the
second-type movement information includes: controlling the
movement of the connection portion of the controlled model
by using the corrected second-type movement information.
[0120] For example, some users may have problems such
as inconsistent body shapes and uncoordinated walking. In
order to reduce the case that a controlled model directly
imitates weird actions, in the present embodiments, posture
defect correction can be performed on the second-type
movement information to obtain the corrected second-type
movement information.

[0121] As shown in FIG. 5A, FIG. 5B, and FIG. 5C, the
small image in the upper left corner is an acquired image,
and the image in the lower right corner is a controlled model
of the human body. The user’s hand is moving. From FIG.
5Ato FIG. 5B, and then from FIG. 5B to FIG. 5C, the user’s
hand keeps moving, and the controlled model’s hand also
keeps moving accordingly. The user’s hand movements are
sequentially changed from fist, palm extension, and index
finger extension, and the controlled model’s hand move-
ments imitate the user’s gestures from fist, palm extension,
and index finger extension.

[0122] As shown in FIG. 6A, FIG. 6B, and FIG. 6C, the
small image in the upper left corner is an acquired image,
and the image in the lower right corner is a controlled model
of'the human body. From FIG. 6A to FIG. 6C, the user walks
to the right of the image, walks to the left of the image, and
finally stands straight, and the controlled model also imitates
the user’s foot movements.

[0123] In some embodiments, the step S120 can include:
obtaining a first 2D coordinate of the limb based on a 2D
image. The step S130 can include: obtaining a first 3D
coordinate corresponding to the first 2D coordinate based on
the first 2D coordinate and the conversion relation from a 2D
coordinate to a 3D coordinate.

[0124] The 2D coordinate is a coordinate in a plane
coordinate system, and the 3D coordinate is a coordinate in
a 3D coordinate system. The 2D coordinate can represent the
coordinate of a keypoint in the plane, while the 3D coordi-
nate represents the coordinate in the dimensional space.
[0125] The conversion relation can be different types of
preset conversion functions. For example, taking the posi-
tion of an image acquisition module as a virtual viewpoint,
the corresponding virtual 3D space is set when an acquisi-
tion target and the image acquisition module are at a
predetermined distance, and the 2D coordinate is projected
to the 3D space so as to obtain a first 3D coordinate
corresponding to the first 2D coordinate.

[0126] In some other embodiments, the step S120 can
include: obtaining a second 3D coordinate of a skeleton
keypoint of the limb based on a 3D image. The step S130
can include: obtaining a third 3D coordinate based on the
second 3D coordinate.

[0127] For example, the 3D image obtained in the step
S110 includes: a 2D image and a depth image corresponding
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thereto, where the 2D image can provide a coordinate value
of the skeleton keypoint in the xoy plane, and the depth
value in the depth image can provide the coordinate of the
skeleton keypoint on a z-axis. The z-axis is perpendicular to
the xoy plane.

[0128] A 3D coordinate of the skeleton keypoint of the
limb corresponding to the occluded portion in the 3D image
is adjusted based on the second 3D coordinate so as to obtain
the third 3D coordinate.

[0129] Furthermore, obtaining the third 3D coordinate
based on the second 3D coordinate includes: adjusting,
based on the second 3D coordinate, a 3D coordinate of the
skeleton keypoint of the limb corresponding to the occluded
portion in the 3D image so as to obtain the third 3D
coordinate.

[0130] For example, a user laterally faces an image acqui-
sition module; the depth value of the position of knees of
both legs in the depth image is the same. In this case, the
knee closer to the image acquisition module shields the knee
relatively distant from the image acquisition module. In
order to reduce the problem of inaccurate extraction of the
3D coordinate in the depth image caused by the shielding,
the 3D coordinate for more precisely representing first-type
movement information can be obtained by adjusting the 3D
coordinate of a skeleton keypoint by using a deep learning
model, a machine learning model, etc.

[0131] In some embodiments, the first-type movement
information includes a quaternion.

[0132] The spatial location of a second-type part and/or
rotations thereof on different directions can be precisely
represented by using a quaternion. In addition to the quater-
nion, the first-type movement information can be also rep-
resented by an Euler coordinate, a Lagrange coordinate, and
other coordinates.

[0133] As shown in FIG. 7, the present embodiments
provide an image processing apparatus, including: a first
obtaining module 110 configured to obtain an image; a
second obtaining module 120 configured to obtain the
feature of the limb of the body based on the image, where
the limb includes the upper limb and/or the lower limb; a
first determination module 130 configured to determine
first-type movement information of the limb based on the
feature; and a control module 140 configured to control the
movement of the limb of'a controlled model according to the
first-type movement information.

[0134] In some embodiments, the first obtaining module
110, the second obtaining module 120, the first determina-
tion module 130, and the control module 140 can be
program modules. After the program modules are executed
by a processor, obtaining of an image, determination of the
feature of the limb, determination of first-type movement
information, and control of the movement of a controlled
model can be carried out.

[0135] In some other embodiments, the first obtaining
module 110, the second obtaining module 120, the first
determination module 130, and the control module 140 can
be soft and hard combination modules, and the soft and hard
combination modules can include different programmable
arrays. The programmable arrays include, but are not limited
to field-programmable arrays or complex programmable
arrays.

[0136] In still other embodiments, the first obtaining mod-
ule 110, the second obtaining module 120, the first deter-
mination module 130, and the control module 140 can be



US 2021/0074003 Al

pure hardware modules, and the pure hardware modules
include, but are not limited to application-specific integrated
circuits.

[0137] In some embodiments, the first determination mod-
ule 130 is specifically configured to detect position infor-
mation of a keypoint of the limb in the image; and determine
the first-type movement information according to the posi-
tion information.

[0138] In some embodiments, the apparatus further
includes: a detection module configured to detect position
information of a keypoint of the body skeleton in the image,
and the second obtaining module 120 is specifically config-
ured to determine position information of a keypoint of the
limb based on the position information of the keypoint of the
body skeleton.

[0139] In some embodiments, the first determination mod-
ule 130 is specifically configured to determine a position box
including a first part of the limb in the image according to
position information of a keypoint of the limb; detect
position information of a keypoint of the first part based on
the position box; and obtain first-type movement informa-
tion of the first part based on the position information of the
keypoint of the first part.

[0140] In some embodiments, the first determination mod-
ule 130 is specifically configured to determine a position box
including the hand in the image according to position
information of a hand keypoint.

[0141] In some embodiments, the first determination mod-
ule 130 is further configured to detect, based on the position
box, position information of a keypoint corresponding to a
finger joint and/or position information of a keypoint cor-
responding to a fingertip on the hand.

[0142] In some embodiments, the first determination mod-
ule 130 is further configured to obtain movement informa-
tion of a finger of the hand based on the position information
of a keypoint of the first part.

[0143] In some embodiments, the first determination mod-
ule 130 is further configured to determine first-type move-
ment information of a second part of the limb according to
position information of a keypoint of the limb.

[0144] In some embodiments, the apparatus further
includes: a second determination module configured to
determine, based on position information of keypoints of
two parts of the limb connected by means of a connection
portion, second-type movement information of the connec-
tion portion.

[0145] In some embodiments, the apparatus further
includes: a connection portion control module configured to
determine second-type movement information of the con-
nection portion of the at least two parts according to features
of the at least two parts and a first movement constraint
condition of the connection portion; and control the move-
ment of the connection portion of the controlled model
according to the second-type movement information.
[0146] In some embodiments, the connection portion con-
trol module is further configured to determine the control
mode of controlling the connection portion according to the
type of the connection portion; and control the movement of
the connection portion of the controlled model according to
the control mode and the second-type movement informa-
tion.

[0147] In some embodiments, the connection portion con-
trol module is further configured to, in the case that the
connection portion is a first-type connection portion, deter-
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mine that the control mode is a first-type control mode,
where the first-type control mode is used for directly con-
trolling the movement of a connection portion in the con-
trolled model corresponding to the first-type connection
portion.

[0148] In some embodiments, the connection portion con-
trol module is further configured to, in the case that the
connection portion is a second-type connection portion,
determine that the control mode is a second-type control
mode, where the second-type control mode is used for
indirectly controlling the movement of the connection por-
tion in the controlled model corresponding to the second-
type connection portion; and the indirect control is achieved
by controlling the part in the controlled model correspond-
ing to the part other than the second-type connection portion.
[0149] In some embodiments, the connection portion con-
trol module is further configured to, in the case that the
control mode is the second-type control mode, decompose
the second-type movement information to obtain first-type
rotation information of the connection portion that a drawing
portion draws the connection portion to rotate; adjust move-
ment information of the drawing portion according to the
first-type rotation information; and control the movement of
the drawing portion in the controlled model by using the
adjusted movement information of the drawing portion so as
to indirectly control the movement of the connection por-
tion.

[0150] In some embodiments, the connection portion con-
trol module is further configured to decompose the second-
type movement information to obtain second-type rotation
information of the second-type connection portion rotating
relative to the drawing portion; and control the rotation of
the connection portion relative to the drawing portion in the
controlled model by using the second-type rotation infor-
mation.

[0151] In some embodiments, the first-type connection
portion includes the elbow and the knee, and the second-type
connection portion includes the wrist and the ankle.

[0152] In some embodiments, if the second-type connec-
tion portion is the wrist, the drawing portion corresponding
to the wrist includes the upper arm and/or forearm, and/or if
the second-type connection portion is the ankle, the drawing
portion corresponding to the ankle includes the thigh or the
shank.

[0153] In some embodiments, the second obtaining mod-
ule 120 is specifically configured to obtain a first 2D
coordinate of the limb based on a 2D image, and the first
determination module 130 is configured to obtain a first 3D
coordinate corresponding to the first 2D coordinate based on
the first 2D coordinate and the conversion relation from a 2D
coordinate to a 3D coordinate.

[0154] In some embodiments, the second obtaining mod-
ule 120 is specifically configured to obtain a second 3D
coordinate of a skeleton keypoint of the limb based on a 3D
image, and the first determination module 130 is specifically
configured to obtain a third 3D coordinate based on the
second 3D coordinate.

[0155] Insome embodiments, the first determination mod-
ule 130 is specifically configured to adjust, based on the
second 3D coordinate, a 3D coordinate of the skeleton
keypoint of the limb corresponding to the occluded portion
in the 3D image so as to obtain the third 3D coordinate.
[0156] In some embodiments, the first-type movement
information includes a quaternion.
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[0157] By combining any of the foregoing embodiments,
the following specific examples are provided as follows:

Example 1

[0158] The present example provides an image processing
method, including: acquiring, by a camera, pictures, first
detecting an image for each picture, and then detecting
keypoints of the hand and the wrist of the human body,
determining a position box of the hand according to the
keypoints, obtaining 14 keypoints and 63 contour points of
the body skeleton, learning the position of the hand after
detecting the keypoints, and calculating a hand box. The
hand box here corresponds to the position box.

[0159] In general, the hand box does not include the wrist.
However, in some cases such as when the position tilts, a
part of the wrist can be included. The keypoint of the wrist
can be equivalent to a central point at the position where the
hand is connected to the arm.

[0160] After a keypoint of the human body and a keypoint
of the hand are obtained, a 2D coordinate of the points can
be input to the existing neural network to calculate a 3D
coordinate of the points. A 2D point is input, and a 3D point
is output in the network.

[0161] After a 3D coordinate of a skeleton keypoint is
obtained, it is impossible to directly drive a virtual model.
An angle parameter of the skeleton is further required to be
calculated. For example, an angle where the arm bends can
be calculated according to the position of three keypoints of
the arm, and then is assigned to a controlled model such as
Avatar model. In this way, when people do actions, the
Avatar model does the same actions. A quaternion, which is
a common tool for expressing an angle, can be assigned to
the Avatar model.

[0162] Ina 3D case, depth information, i.e., a depth value
of a z-axis, can be obtained according to Time of Flight
(TOF) information (the TOF information is original infor-
mation of the depth information). An image coordinate
system of a 2D image, i.e., the xoy plane, and the depth
value on the z-axis are changed into a 3D coordinate system.
Some 3D coordinate points may be occluded in a 3D image
converted from a 2D image. The occluded points can be
completed after learning by deep models such as a neural
network. After network learning, a complete body skeleton
can be obtained. The effect is better after using TOF because
2D RGB images have no depth perception, and input infor-
mation is stronger after the depth information is available,
which can improve the precision.

[0163] Inthe present example, the controlled model can be
a game character in a game scene, a teacher model in an
online education video in an online teaching scene, or a
virtual streamer in a virtual streamer scene. In a word, the
controlled model is determined according to the application
scene. The model and/or appearance of the controlled model
are different depending on different application scenes.
[0164] For example, in traditional mathematics, physics
and other lecture scenes, the teacher model’s clothing may
be relatively stable, such as suits. For another example, for
sports teaching scenes such as yoga or gymnastics, the
controlled model may be wearing sportswear.

Example 2

[0165] The present example provides an image processing
method. The method includes the following steps: acquiring
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an image including a target, where the target includes, but is
not limited to the human body; and detecting a torso
keypoint and a limb keypoint of the human body, where both
the torso keypoint and/or the limb keypoint can be 3D
keypoints represented by a 3D coordinate. The 3D coordi-
nate can be obtained by detecting a 2D coordinate from a 2D
image, and then using a conversion algorithm from the 2D
coordinate to a 3D coordinate, or extracted from a 3D image
acquired by a 3D camera. The limb keypoint can include an
upper limb keypoint and/or lower limb keypoint. Taking the
hand as an example, a hand keypoint of the upper limb
keypoint includes, but is not limited to a wrist joint keypoint,
a finger-palm joint keypoint, a finger joint keypoint, and a
fingertip keypoint. The position of these points can reflect
the movements of the hand and fingers. The torso keypoint
is converted into a quaternion for representing the move-
ment of the torso. The quaternion can be called as a torso
quaternion. The limb keypoint is converted into a quaternion
for representing the movement of the limb. The metadata
can be called as a limb quaternion. The torso quaternion is
used for controlling the torso of a controlled model to move,
and the limb quaternion is used for controlling the limb of
the controlled model to move.

[0166] The torso keypoint and the limb keypoint can
include 14 keypoints or 17 keypoints. FIG. 8A shows 17
keypoints.

[0167] Inthe present example, the controlled model can be
a game character in a game scene, a teacher model in an
online education video in an online teaching scene, or a
virtual streamer in a virtual streamer scene. In a word, the
controlled model is determined according to the application
scene. The model and/or appearance of the controlled model
are different depending on different application scenes.

[0168] For example, in traditional mathematics, physics
and other lecture scenes, the teacher model’s clothing may
be relatively stable, such as suits. For another example, for
sports teaching scenes such as yoga or gymnastics, the
controlled model may be wearing sportswear.

Example 3

[0169] The present example provides an image processing
method. The method includes the following steps: obtaining
an image including a target, where the target can be the
human body; obtaining the 3D posture of the target in the 3D
space according to the image, where the 3D posture can be
represented by a 3D coordinate of a skeleton keypoint of the
human body; obtaining an absolute rotation parameter of the
joint of the human body in a camera coordinate system,
where the absolute rotation position can be calculated
according to the coordinate in the camera coordinate system;
obtaining the coordinate direction of the joint according to
the coordinate; and determining a relative rotation parameter
of the joint according to the hierarchical relation. Determin-
ing the relative parameter specifically includes: determining
the position of a root node of the joint keypoint relative to
the human body, where the relative rotation parameter can
be used for representing a quaternion. The hierarchical
relation here can be the drawing relation among joints. For
example, the movement of the elbow joint causes the
movement of the wrist joint to some extent, the movement
of the shoulder joint also causes the movement of the elbow
joint, etc. The hierarchical relation can be determined in
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advance according to the joint of the human body. The
quaternion is used for controlling the rotation of a controlled
model.

[0170] For example, taking the hierarchical relation as an
example, a first level is pelvis; a second level is waist; a third
level is thigh (e.g. left thigh and right thigh); a fourth level
is shank (e.g. left shank and right shank); a fifth level is foot.
[0171] For another example, another hierarchical relation
is as follows: a first level is chest; a second level is neck; a
third level is head.

[0172] Furthermore, for example, still another hierarchical
relation is as follows: a first level is clavicle, which corre-
sponds to the shoulder; a second level is upper arm; a third
level is forearm (which is also called as lower arm); a fourth
level is hand.

[0173] The hierarchical relation decreases in sequence
from the first level to the fifth level. The movement of a part
at a high level affects the movement of a part at a low level.
Therefore, the level of a drawing portion is higher than that
of a connection portion.

[0174] When determining the second-type movement
information, first, movement information of keypoints of
parts at different levels is obtained, and then movement
information of a keypoint of a part at a low level relative to
a keypoint of a part at a high level (i.e., the relative rotation
information).

[0175] For example, if a quaternion is used for represent-
ing movement information, the relative rotation information
can be represented by the formula (1) below: rotation
quaternions of each keypoint relative to a camera coordinate
system are {Q,, Q,, . . ., Q,s}, and then a rotation
quaternion g, of each keypoint relative to a parent keypoint
is calculated.

qi:Qparenz(ifl Oy 1

[0176] The parent keypoint parent(i) is the previous level
of keypoint of the current keypoint i. Q, is a rotation
quaternion of the current keypoint i relative to a camera
coordinate system. Qpa,gm(l.)"1 is an inverse rotation param-
eter of the previous level of keypoint. For example, Q0,0
is a rotation parameter of the previous level of keypoint, and
a rotation angle thereof is 90 degrees, a rotation angle of
Qpamm(i)‘1 is =90 degrees.

[0177] Controlling the movement of joints of the con-
trolled model by using the quaternion can include: control-
ling the movement of joints of the controlled model by using
9;-

[0178] Another image processing method, further includ-
ing: converting the quaternion into a first Euler angle;
transforming the first Euler angle to obtain a second Euler
angle within a constraint condition, where the constraint
condition can be used for limiting the first Euler angle; and
obtaining a quaternion corresponding to the second Euler
angle, and then controlling the rotation of the controlled
model by using the quaternion. Obtaining a quaternion
corresponding to the second Euler angle can directly convert
the second Euler angle into a quaternion.

[0179] Taking the human body as an example, keypoints
of 17 joints can be detected by human body detection. In
addition, two keypoints are also set corresponding to left and
right hands; therefore, there are a total of 19 keypoints. FI1G.
8A is a schematic diagram of the skeleton of 17 keypoints.
FIG. 8B is a schematic diagram of the skeleton of 19
keypoints. FIG. 8A is a schematic diagram formed for bones
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shown in FIG. 8B. The bones shown in FIG. 8B can
correspond to 19 keypoints, i.e., pelvis, waist, left thigh, left
shank, left foot; right thigh, right shank, right foot, chest,
neck, head, left clavicle, right clavicle, right upper arm, right
forearm, right hand, left upper arm, left forearm, and left
hand.

[0180] First, coordinates of 17 keypoints in an image
coordinate system can be obtained by detecting keypoints of
joints of the human body in an image, and are specifically as:
S={(Xo Yo Zo): - - - » (Xy X160 Zy6)}- (Xiv Yo 2,) can be the
coordinate of an i” keypoint, and values of i are 0 to 16.
[0181] Coordinates of keypoints of 19 joints in respective
local coordinate systems are defined as follows: A={(p,,q0),
..+, (P129;8)}, Where p, indicates a 3D coordinate of a node
iin a local coordinate system, is generally a fixed value
carried by an original model, and is not required to be
modified or transferred; q, is a quaternion, and indicates the
rotation of a bone controlled by a node i in a parent node
coordinate system thereof, which can be also considered as
the rotation of a local coordinate system of the current node
and a local coordinate system of a parent node.

[0182] The process of calculating quaternions of key-
points corresponding to joints is as follows: determining the
coordinate axis direction of a local coordinate system of
each node; taking the direction where a child node points to
a parent node as an x-axis for each bone; taking the vertical
direction of the plane where two bones connected to one
node are located as a z-axis; and if a rotation axis cannot be
determined, taking the direction where the human body
faces as a y-axis. FIG. 9 is a schematic diagram of a local
coordinate system where a node A is located.

[0183] In the present example, the left-hand coordinate
system is used for explaining, and the right-hand coordinate
system can also be used in the specific implementation.

Numbers of bone Calculated by using keypoints
nodes of 19 points in 17 skeleton points

0 Take (1-7) x (1-4) as a y-axis, and (7-0)

as an x-axis
1 Take the maximum default value of 3D coordinates
2 Take (14-11) x (14-7) as a y-axis, and (8-7)

as an x-axis
Take the maximum default value of 3D coordinates

w

4 Take (10-8) as an x-axis, and (9-10) x (9-8)
as a z-axis

5 Take (11-8) as an x-axis, and (12-11) x (11-8)
as a y-axis

6 Take (12-11) as an x-axis, and (11-12) x (12-13)
as a z-axis

7 Take (13-12) as an x-axis, and (11-12) x (12-13)

as a z-axis. Note: the node changes after a
quaternion of the hand is subsequently added.

9 Take (5-4) as an x-axis, and (5-6) x (5-4)

as a z-axis

10 Take (6-5) as an x-axis, and (5-6) x (5-4)
as a z-axis

12 Take (14-8) as an x-axis, and (8-14) x (14-15)
as a y-axis

13 Take (15-14) as an x-axis, and (14-15) x (15-16)
as a z-axis

14 Take (16-15) as an x-axis, and (14-15) x (15-16)

as a z-axis. Note: the node changes after a
quaternion of the hand is subsequently added.

16 Take (2-1) as an x-axis, and (2-3) x (2-1)
as a z-axis

17 Take (3-2) as an x-axis, and (2-3) x (2-1)
as a z-axis
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[0184] (i-j) in the table above indicates a vector where i
points to j, and x indicates cross product. For example, (1-7)
indicates a vector where a first keypoint points to a seventh
keypoint.

[0185] In the table above, nodes 8, 15, 11, and 18 are four
nodes of the hand and foot. Quaternions of the four nodes
can be determined only when specific postures are used;
therefore, the four nodes are not included in this table. In
addition, in the table above, the numbers of bone nodes of
19 points are shown in FIG. 8C, and the numbers of
keypoints in 17 skeleton points are shown in FIG. 8A.
[0186] The process of calculating the first Euler angle is as
follows: after calculating a local rotation quaternion g, of
joint points, first, converting same into an Euler angle, where
the order of x-y-z is used by default; and

[0187] setting q,=(q0, ql, q2, g3), where q0 is a real
number; and ql, q2, q3 are all imaginary numbers. There-
fore, the calculation formulas (2)-(4) of the Euler angle are
as follows:

X=a tan 2(2*(q0*q1-¢2%¢3),1-2*(q1*q1+42*q2)) 2)

Y=a sin(2*(q1*q3+90*¢2)) and the value of ¥
ranges from -1 to 1 3)

Z=a tan 2(2*(q0*q3-q1%¢2),1-2*(g2*q2+q3*43)) 4

[0188] Y is an Euler angle in a first direction; Y is an Euler
angle in a second direction; and Z is an Euler angle in a third
direction. Any two of the first direction, the second direction,
and the third direction are perpendicular to each other.
[0189] Three angles of (X, Y, Z) can be then limited. If the
angles exceed the range, the angles are defined within
boundary values to obtain adjusted second Euler angles (X',
Y' 7'), and a rotation quaternion q,' of a new local coordinate
system is restored.

[0190] Another image processing method, further includ-
ing: performing posture optimization adjustment on second
Euler angles, for example, adjusting some of second Euler
angles into Euler angles performed posture optimization
based on a preset rule so as to obtain third Euler angles.
Therefore, obtaining a quaternion corresponding to the sec-
ond Euler angle can include: converting a third Euler angle
into a quaternion controlling a controlled model.

[0191] Still another image processing method, further
including: after converting a second Euler angle into a
quaternion, performing posture optimization on the con-
verted metadata, for example, adjusting based on a preset
rule to obtain an adjusted quaternion, and controlling the
controlled model according to the finally adjusted quater-
nion.

[0192] In some embodiments, a second Euler angle or a
quaternion obtained by conversion from a second Euler
angle can be adjusted based on a preset rule or optimized and
adjusted by a deep learning model. There are a large variety
of implementation modes, which is not limited in the present
application.

[0193] In addition, another image processing method can
further include pre-processing. For example, the width of the
crotch and/or shoulder of a controlled model is modified
according to the size of the acquired human body so as to
correct the overall posture of the human body. The standing
posture of the human body can be corrected for standing
upright and belly straightening. Some people lift their stom-
achs when standing up, and stomach lifting correction
makes a controlled model not simulate the user’s stomach
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lifting. Some people bend when standing up, and hunch
correction makes a controlled model not simulate the user’s
hunch movement, etc.

Example 4

[0194] The present example provides an image processing
method, including the following steps: obtaining an image
including a target, where the target can include at least one
of the human body, the human upper limb, or the human
lower limb; obtaining a coordinate system of a target joint
according to position information of the target joint in an
image coordinate system; obtaining a coordinate system of
a part of the limb which causes the target joint to move
according to position information of a part of the limb in the
image coordinate system; determining the rotation of the
target joint relative to a part of the limb based on the
coordinate system of the target joint and the coordinate
system of a part of the limb to obtain a rotation parameter
including a self-rotation parameter of the target joint and a
rotation parameter caused by a part of the limb; limiting the
rotation parameter caused by a part of the limb by using a
first angle limitation to obtain a final drawing rotation
parameter; adjusting the rotation parameter of a part of the
limb according to the final drawing rotation parameter;
obtaining a relative rotation parameter according to a coor-
dinate system of a first limb and the corrected rotation
parameter of a part of the limb; performing second angle
limitation on the relative rotation parameter to obtain a
limited relative rotation parameter; obtaining a quaternion
according to the limited rotation parameter; and controlling
the movement of the target joint of a controlled model
according to the quaternion.

[0195] For example, when the human upper limb is pro-
cessed, a coordinate system of the hand in an image coor-
dinate system is obtained, and a coordinate system of the
lower arm and a coordinate system of the upper arm are also
obtained. In this case, the target joint is the wrist joint. The
rotation of the hand relative to the lower arm is decomposed
into self-rotation and caused rotation. The caused rotation is
transferred to the lower arm, specifically, the caused rotation
is assigned to the rotation of the lower arm in the corre-
sponding direction. The maximum rotation of the lower arm
is limited by using a first angle limitation of the lower arm,
and then the rotation of the hand relative to the corrected
lower arm to obtain a relative rotation parameter. A second
angle limitation is performed on the relative rotation param-
eter to obtain the rotation of the hand relative to the lower
arm.

[0196] When the human lower limb is processed, a coor-
dinate system of the foot in an image coordinate system is
obtained, and a coordinate system of the shank and a
coordinate system of the thigh are also obtained. In this case,
the target joint is the ankle joint. The rotation of the foot
relative to the shank is decomposed into self-rotation and
caused rotation. The caused rotation is transferred to the
shank, specifically, the caused rotation is assigned to the
rotation of the shank in the corresponding direction. The
maximum rotation of the shank is limited by using a first
angle limitation of the shank, and then the rotation of the
foot relative to the corrected shank to obtain a relative
rotation parameter. A second angle limitation is performed
on the relative rotation parameter to obtain the rotation of the
foot relative to the shank.
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[0197] As shown in FIG. 10, the embodiments of present
application provide an image device, including: a memory
1030 configured to store information; and a processor 1020
connected to the memory 1030 and configured to imple-
ment, by executing computer executable instructions stored
on the memory 1030, the image processing method provided
by one or more of the foregoing technical solutions, for
example, the image processing methods shown in FIG. 1,
FIG. 2 and/or FIG. 4.

[0198] The memory 1030 may be various types of
memory, such as random-access memory, read-only
memory, and flash memory. The memory 1030 can be
configured to store information, for example, storing com-
puter executable instructions, etc. The computer executable
instructions may be various program instructions, for
example, a target program instruction and/or a source pro-
gram instruction.

[0199] The processor 1020 may be various types of pro-
cessors, for example, a central processing unit, a micropro-
cessor, a digital signal processor, a programmable array, a
digital signal processor, an application-specific integrated
circuit, an image processor, etc.

[0200] The processor 1020 may be connected to the
memory 1030 by means of a bus. The bus may be an
integrated circuit bus, etc.

[0201] In some embodiments, the terminal device may
further include: a communication interface 1040. The com-
munication interface 1040 may include a network interface,
for example, a local area network interface, a transceiver
antenna, etc. The communication interface 1040 is also
connected to the processor 1020 and can be configured to
send and receive information.

[0202] In some embodiments, the terminal device further
includes a human-computer interaction interface 1050. For
example, the human-computer interaction interface 1050
may include various input and output devices such as a
keyboard and a touch screen.

[0203] In some embodiments, the image device further
includes: a display 1010 which can display different
prompts, acquired face images and/or interfaces.

[0204] The embodiments of the present application pro-
vide a non-volatile computer storage medium. The computer
storage medium stores computer executable codes. After the
computer executable codes are executed, the image process-
ing method provided by one or more of the foregoing
technical solutions can be implemented, for example, the
image processing methods shown in FIG. 1, FIG. 2, and/or
FIG. 4.

[0205] The device embodiments described above are
merely exemplary. For example, the unit division is merely
logical function division and may be actually implemented
in other division manners. For example, a plurality of units
or components may be combined or integrated into another
system, or some features may be ignored or not performed.
In addition, the displayed or discussed mutual couplings or
direct couplings or communication connections among parts
of the components may be implemented by means of some
ports. The indirect couplings or communication connections
between the devices or units may be electrical, mechanical,
or in other forms.

[0206] The units described as separate components may or
may not be physically separate, and the components dis-
played as units may or may not be physical units, i.e., may
be located at one position, or may be distributed on a

Mar. 11, 2021

plurality of network units. Some or all of the units may be
selected according to actual needs to achieve the objectives
of the solutions of the embodiments.

[0207] In addition, the functional units in the embodi-
ments of the present application may be all integrated into
one processing module, or each of the units may respectively
serve as an independent unit, or two or more units are
integrated into one unit, and the integrated unit may be
implemented in the form of hardware, or may also be
implemented in the form of a hardware and software func-
tion unit.

[0208] A person of ordinary skill in the art may understand
that all or some steps for implementing the foregoing
method embodiments may be achieved by a program by
instructing related hardware; the foregoing program can be
stored in a computer readable storage medium; when the
program is executed, steps including the foregoing method
embodiments are performed. Moreover, the foregoing stor-
age medium includes various media capable of storing a
program code, such as a mobile storage device, a Read-Only
Memory (ROM), a RAM, a magnetic disk, or an optical
disk.

[0209] The descriptions above are only specific imple-
mentations of the present application. However, the scope of
protection of the present application is not limited thereto.
Within the technical scope disclosed by the present appli-
cation, any variation or substitution that can be easily
conceived of by those skilled in the art should all fall within
the scope of protection of the present application. Therefore,
the scope of protection of the present application should be
determined by the scope of protection of the appended
claims.

1. An image processing method, comprising:

obtaining an image;

obtaining a feature of a limb of a body based on the image,

wherein the limb comprises an upper limb and/or a
lower limb;

determining first-type movement information of the limb

based on the feature; and

controlling movement of the limb of a controlled model

according to the first-type movement information.

2. The method according to claim 1, wherein determining
the first-type movement information of the limb based on the
feature comprises:

detecting position information of a keypoint of the limb in

the image; and

determining the first-type movement information accord-

ing to the position information.

3. The method according to claim 2, further comprising:

detecting position information of a keypoint of a body

skeleton in the image; and

wherein obtaining the feature of the limb of the body

based on the image comprises:

determining the position information of the keypoint of
the limb based on the position information of the
keypoint of the body skeleton.

4. The method according to claim 3, wherein determining
the first-type movement information according to the posi-
tion information comprises:

determining a position box comprising a first part of the

limb in the image according to the position information
of the keypoint of the limb;

detecting position information of a keypoint of the first

part based on the position box; and
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obtaining first-type movement information of the first part
based on the position information of the keypoint of the
first part.

5. The method according to claim 4, wherein

determining the position box comprising the first part of

the limb in the image according to the position infor-

mation of the keypoint of the limb comprises:

determining a position box comprising a hand in the
image according to position information of a hand
keypoint;

detecting the position information of the keypoint of the

first part based on the position box comprises:

detecting, based on the position box, position informa-
tion of a keypoint corresponding to a finger joint
and/or position information of a keypoint corre-
sponding to a fingertip on the hand; and

obtaining the first-type movement information of the first

part based on the position information of the keypoint

of the first part comprises:

obtaining movement information of a finger of the hand
based on the position information of the keypoint of
the first part.

6. The method according to claim 3, wherein determining
the first-type movement information of the limb based on the
feature further comprises:

determining first-type movement information of a second

part of the limb according to the position information of
the keypoint of the limb.

7. The method according to claim 1, further comprising:

determining, based on position information of keypoints

of'two parts in the limb connected through a connection
portion, second-type movement information of the con-
nection portion.

8. The method according to claim 7, further comprising:

determining the second-type movement information of

the connection portion according to features of at least
two parts and a first movement constraint condition of
the connection portion, wherein the at least two parts
comprise the two parts connected through the connec-
tion portion; and

controlling movement of the connection portion of the

controlled model according to the second-type move-
ment information.

9. The method according to claim 8, wherein controlling
the movement of the connection portion of the controlled
model according to the second-type movement information
comprises:

determining a control mode of controlling the connection

portion according to a type of the connection portion;
and

controlling the movement of the connection portion of the

controlled model according to the control mode and the
second-type movement information.

10. The method according to claim 9, wherein determin-
ing the control mode of controlling the connection portion
according to the type of the connection portion comprises:

in response to that the connection portion is a first-type

connection portion, determining that the control mode
is a first-type control mode, wherein the first-type
control mode is used for directly controlling movement
of a connection portion in the controlled model corre-
sponding to the first-type connection portion.
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11. The method according to claim 9, wherein determin-
ing the control mode of controlling the connection portion
according to the type of the connection portion comprises:

in response to that the connection portion is a second-type
connection portion, determining that the control mode
is a second-type control mode, wherein the second-type
control mode is used for indirectly controlling move-
ment of a connection portion in the controlled model
corresponding to the second-type connection portion,
and the indirect control is achieved by controlling a part
in the controlled model corresponding to a part other
than the second-type connection portion.

12. The method according to claim 11, wherein control-
ling the movement of the connection portion of the con-
trolled model according to the control mode and the second-
type movement information comprises:

in response to that the control mode is the second-type
control mode, obtaining, by decomposing the second-
type movement information, first-type rotation infor-
mation of the connection portion that a drawing portion
draws the connection portion to rotate;

adjusting movement information of the drawing portion
according to the first-type rotation information; and

controlling movement of the drawing portion in the
controlled model by using the adjusted movement
information of the drawing portion, to indirectly con-
trol the movement of the connection portion.

13. The method according to claim 12, further compris-
ing:
obtaining, by decomposing the second-type movement
information, second-type rotation information of the
second-type connection portion rotating relative to the
drawing portion; and

controlling, in the controlled model, rotation of the con-
nection portion relative to the drawing portion by using
the second-type rotation information.

14. The method according to claim 12, wherein

the first-type connection portion comprises an elbow and
a knee;

the second-type connection portion comprises a wrist and
an ankle;

in response to that the second-type connection portion is
a wrist, the drawing portion corresponding to the wrist
comprises an upper arm and/or a forearm; and

in response to that the second-type connection portion is
an ankle, the drawing portion corresponding to the
ankle comprises a shank and/or a thigh.

15. The method according to claim 1, wherein

obtaining the feature of the limb of the body based on the
image comprises: obtaining a first 2-Dimensional (2D)
coordinate of the limb based on a 2D image; and

determining the first-type movement information of the
limb based on the feature comprises: obtaining a first
3-Dimensional (3D) coordinate corresponding to the
first 2D coordinate based on the first 2D coordinate and
a conversion relation from a 2D coordinate to a 3D
coordinate.
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16. The method according to claim 1, wherein
obtaining the feature of the limb of the body based on the
image comprises: obtaining a second 3D coordinate of
a skeleton keypoint of the limb based on a 3D image;
and
determining the first-type movement information of the
limb based on the feature comprises: obtaining a third
3D coordinate based on the second 3D coordinate.
17. The method according to claim 16, wherein obtaining
the third 3D coordinate based on the second 3D coordinate
comprises:
adjusting, based on the second 3D coordinate, a 3D
coordinate of a skeleton keypoint of the limb corre-
sponding to an occluded portion in the 3D image, to
obtain the third 3D coordinate.
18. The method according to claim 1, wherein the first-
type movement information comprises a quaternion.
19. An image device, comprising:
a memory storing computer executable instructions; and
a processor coupled to the memory,
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wherein the processor is configured to:
obtain an image;
obtain a feature of a limb of'a body based on the image,
wherein the limb comprises an upper limb and/or a
lower limb;
determine first-type movement information of the limb
based on the feature; and
control movement of the limb of a controlled model
according to the first-type movement information.
20. A non-volatile computer storage medium storing
computer executable instructions that are executed by a
processor to:
obtain an image;
obtain a feature of a limb of a body based on the image,
wherein the limb comprises an upper limb and/or a
lower limb;
determine first-type movement information of the limb
based on the feature; and
control movement of the limb of a controlled model
according to the first-type movement information.
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