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( 57 ) ABSTRACT 

Some embodiments configure an edge forwarding element 
to perform service insertion operations to identify stateful 
services to perform for data messages received for forward 
ing by the edge forwarding element at multiple virtual 
interfaces of the edge forwarding element . The service 
insertion operation , in some embodiments , includes apply 
ing a set of service insertion rules . The service insertion rules 
( 1 ) specify a set of criteria and a corresponding action to take 
for data messages matching the criteria and ( 2 ) are associ 
ated with a set of interfaces to which the service insertion 
rules are applied . In some embodiments , the action is 
specified using a universally unique identifier ( UUID ) that is 
then used as a matching criteria for a subsequent policy 
lookup that identifies a type of service insertion and a set of 
next hop data . 
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USING APPLIED TO FIELD TO IDENTIFY a last service node in the service path that performs the last 
CONNECTION - TRACKING RECORDS FOR service operation and the edge forwarding element performs 

DIFFERENT INTERFACES next hop forwarding on the data message or a forwarding 
operation to forward the data message . 

BACKGROUND Some embodiments provide stateful services in the chain 
of services identified for some data messages . To support 

Datacenters today provide edge services for multiple stateful services in service chains , some embodiments gen 
different types of traffic . Edge services for different types of erate connection tracking records in a connection tracker 
traffic have , in the past , used different mechanisms to storage used by the edge forwarding element to track service 
perform service classification . New use cases for edge 10 insertion decisions made for multiple data message flows 
services require yet more mechanisms for providing edge requiring multiple different sets of services ( i.e. , service services . In order to simplify the provision of edge services chains ) . The edge forwarding element ( e.g. , a router ) for the multiple types of traffic there is a need in the art for receives a data message at a particular interface of the edge a new approach to the provision of edge services . 15 forwarding element that is traversing the edge forwarding 

BRIEF SUMMARY element in a forward direction between two machines . The 
data message , in some embodiments , is a first data message 

Some virtualized computing environments provide edge in a forward data message flow ( e.g. , a set of data messages 
forwarding elements that sit between an external network sharing a same set of attributes ) that together with a reverse 
and internal networks ( e.g. , logical networks ) . The virtual- 20 data message flow between the two machines makes up a 
ized computing environment , in some embodiments , pro- bidirectional flow . 
vides additional edge forwarding elements ( and edge ser- The edge forwarding element identifies ( 1 ) a set of 
vices ) for subnetworks within the virtualized computing stateful services for the received data message and ( 2 ) a next 
environment . For example , different logical networks , each hop associated with the identified set of stateful services in 
with their own edge device may be implemented within a 25 the forward direction and a next hop associated with the 
datacenter ( e.g. , by a provider network ) that provides an identified set of stateful services in the reverse direction . 
edge forwarding element between an external network and Based on the identified set of services and the next hops for 
the networks internal to the datacenter . Each logical network the forward and reverse directions , the edge forwarding 
( e.g. , tenant network , or provider network ) includes at least element generates and stores first and second connection 
one edge forwarding element , in some embodiments , that 30 tracking records for the forward and reverse data message 
executes on either an edge host or as an edge compute node flows , respectively . The first and second connection tracking 
to provide the logical network with access to an external records include the next hop identified for the forward and 
network and vice versa . In some embodin nts , the edge reverse direction data message flows , respectively . The edge 
forwarding elements provide a set of services ( e.g. , edge forwarding element forwards the received data message to 
services ) for traffic processed by the edge forwarding ele- 35 the next hop identified for the forward direction and , for 
ments . subsequent data messages of the forward and reverse data 

Some embodiments provide novel methods for providing message flows received by the edge forwarding element , 
different types of services for a logical network associated uses the stored connection tracking records to identify the 
with an edge forwarding element acting between the logical next hop for forwarding . 
network and an external network . The edge forwarding 40 Some embodiments configure the edge forwarding ele 
element receives data messages for forwarding and performs ment to perform service insertion operations to identify 
a service classification operation to select a set of services of stateful services to perform for data messages received for 
a particular type for the data message . The particular type of forwarding by the edge forwarding element at multiple 
service is one of multiple different types of services that use virtual interfaces of the edge forwarding element . The 
different transport mechanisms to forward the data to a set 45 service insertion operation , in some embodiments , includes 
of service nodes ( e.g. , service virtual machines , or service applying a set of service insertion rules . The service inser 
appliances , etc. ) that provide the service . The edge forward- tion rules ( 1 ) specify a set of criteria and a corresponding 
ing element then receives the data message after the selected action to take for data messages matching the criteria ( e.g. , 
set of services has been performed and performs a forward- a redirection action and a redirection destination ) and ( 2 ) are 
ing operation to forward the data message . In some embodi- 50 associated with a set of interfaces to which the service 
ments , the method is also performed by edge forwarding insertion rules are applied . In some embodiments , the action 
elements that are at the edges of logical network segments is specified using a universally unique identifier ( UUID ) that 
within the logical network . is then used as a matching criteria for a subsequent policy 

The transport mechanisms , in some embodiments , include lookup that identifies a type of service insertion and a set of 
a logical service forwarding plane ( implemented as a logical 55 next hop data . The edge forwarding element is configured to 
service forwarding element ) that connects the edge forward- apply , for each virtual interface , a set of relevant service 
ing element to a set of service nodes that each provide a insertion rules to data messages received at the virtual 
service in the set of services . In selecting the set of services , interface ( i.e. , to make a service insertion decision ) . 
the service classification operation of some embodiments As described above , the edge forwarding element is 
identifies a chain of multiple service operations that has to 60 configured with a connection tracker storage that stores 
be performed on the data message . The service classification connection tracking records for data message flows based on 
operation , in some embodiments , includes selecting , for the the result of a service insertion operation performed for a 
identified chain of services , a service path to provide the first data message in the data message flows . In some 
multiple services . After selecting the service path , the data embodiments , the connection tracker storage is a universal 
message is sent along the selected service path to have the 65 storage for all interfaces of the edge forwarding element and 
services provided . Once the services have been provided , the each connection tracking record includes an identifier of a 
data message is returned to the edge forwarding element by service insertion rule that is used to identify the set of 
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stateful services and the next hop for a data message flow virtual interfaces of the edge forwarding element to different 
corresponding to the connection tracking record . network elements of the logical network using different 

The service insertion operation , in some embodiments , transport mechanisms . For example , a first set of virtual 
includes a first lookup in the connection tracker storage to interfaces is configured to connect to a set of forwarding 
identify connection tracking record for a data message 5 elements internal to the logical network using a set of logical 
received at an interface if it exists . If the connection tracking forwarding elements connecting source and destination 
record exists , all connection tracking data records that machines of traffic for the logical network . Traffic received 
include a set of data message attributes ( e.g. , a data message on the first set of interfaces is forwarded to a next hop 
flow identifier ) that match data message attributes of the towards the destination by the edge forwarding element 
received data message are identified as a set of possible 10 without being returned to the forwarding element from 
connection records for the data message . Based on the which it was received , in some embodiments . A second set 
service insertion rule identifiers and an interface on which of virtual interfaces is configured to connect to a set of 
the data message was received , a connection tracking record service nodes to provide services for data messages received 
in the set of possible connection records storing an identifier at the edge forwarding element . 
for a service insertion rule applied to the interface is iden- 15 Each connection made for the second set of virtual 
tified as storing the action for the received data message . If interfaces may use different transport mechanisms such as a 
a connection tracking record for the received data message service logical forwarding element , a tunneling mechanism , 
is identified , the edge forwarding element forwards the data and a bump - in - the - wire mechanism , and in some embodi 
message based on the action stored in the connection track- ments , some or all of the transport mechanisms are used to 
ing record . If a connection tracking record is not identified 20 provide data messages to the service nodes . Each virtual 
( e.g. , the data message is a first data message in a data interface in a third set of virtual interfaces is configured to 
message flow ) , the edge forwarding element identifies the connect to a service logical forwarding element connecting 
action for the data message using the service insertion rules the edge forwarding element to at least one internal for 
and generates connection tracking record and stores the warding element in the set of internal forwarding elements . 
connection tracking record in the connection tracker storage . 25 The virtual interfaces are configured to be used ( 1 ) to receive 
Some embodiments provide a method of performing data messages from the at least one internal forwarding 

stateful services that keeps track of changes to states of element to be provided a service by at least one service node 
service nodes to update connection tracker records when in the set of service nodes and ( 2 ) to return the serviced data 
necessary . At least one global state value indicating a state message to the internal forwarding element network . 
of the service nodes is maintained at the edge device . In 30 Some embodiments facilitate the provision of a service 
some embodiments , different global state values are main- reachable at a virtual internet protocol ( VIP ) address . The 
tained for service chain service nodes ( SCSNs ) and layer 2 VIP address is used by clients to access a set of service nodes 
bump - in - the - wire service nodes ( L2 SNs ) . The method in the logical network . In some embodiments , data messages 
generates a record in a connection tracker storage including from client machines to the VIP are directed to an edge 
the current global state value as a flow state value for a first 35 forwarding element at which the data messages are redi 
data message in a data message flow . Each time a data rected to a load balancer that load balances among the set of 
message is received for the data message flow , the stored service nodes to select a service node to provide a service 
state value ( i.e. , a flow state value ) is compared to the requested by the client machine . The load balancer , in some 
relevant global state value ( e.g. , SCSN state value or L2 SN embodiments , does not change the source IP address of the 
state value ) to determine if the stored action may have been 40 data message received from the client machine so that the 
updated . service node receives a data message to be serviced that 

After a change in the global state value relevant to the identifies the client machine IP address as a source IP 
flow , the global state value and the flow state value do not address . The service node services the data message and 
match and the method examines a flow programming table sends the serviced data message to the client machine using 
to determine if the flow has been affected by the flow 45 the IP address of the service node as a source IP address and 
programming instruction ( s ) that caused the global state the IP address of the client node as the destination IP 
value to change ( e.g. , increment ) . The instructions stored in address . Because the client sent the original address to the 
the flow programming table , in some embodiments , include VIP address , the client will not recognize the source IP 
a data message flow identifier and an updated action ( e.g. , address of the serviced data message as being a response to 
drop , allow , update selected service path , update a next hop 50 the request sent to the VIP address and the serviced data 
address ) . If the data message flow identifiers stored in the message will not be processed appropriately ( e.g. , it will be 
flow programming table do not match the current data dropped , or not associated with the original request ) . 
message flow identifier , the flow state value is updated to the Facilitating the provision of the service , in some embodi 
current global state value and the action stored in the ments , includes returning the serviced data message to the 
connection tracker record is used to process the data mes- 55 load balancer to track the state of the connection using the 
sage . However , if at least one of the data message flow service logical forwarding element . To use the service 
identifiers stored in the flow programming table matches the logical forwarding element , some embodiments configure an 
current data message flow identifier , the flow state value is egress data path of the service nodes to intercept the serviced 
updated to the current global state value and the action data message before being forwarded to a logical forwarding 
stored in the connection tracker record is updated to reflect 60 element in the datapath from the client to the service node , 
the execution of the instructions with a matching flow and determine if the serviced data message requires routing 
identifier stored in the flow programming table and the by the routing service provided as a service by the edge 
updated action is used to process the data message . forwarding element . If the data message requires routing by 
An edge forwarding element is configured , in some the routing service ( e.g. , for serviced data messages ) , the 

embodiments , to provide services using the service logical 65 serviced data message is forwarded to the edge forwarding 
forwarding element as a transport mechanism . The edge element over the service logical forwarding element . In 
forwarding element is configured to connect different sets of some embodiments , the serviced data message is provided to 
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the edge forwarding element along with the VIP associated Claims is needed . Moreover , the claimed subject matters are 
with the service , in other embodiments , the edge forwarding not to be limited by the illustrative details in the Summary , 
element determines the VIP based on a port used to send the Detailed Description , and the Drawings . 
data message over the service logical forwarding element . 
The VIP is used by the edge forwarding element to identify 5 BRIEF DESCRIPTION OF THE DRAWINGS 
the load balancer associated with the serviced data message . 
The serviced data message is then forwarded to the load The novel features of the invention are set forth in the 
balancer for the load balancer to maintain state information appended claims . However , for purposes of explanation , 
for the connection to which the data message belongs and several embodiments of the invention are set forth in the modify the data message to identify the VIP as the source 10 following figures . 
address for forwarding to the client . FIG . 1 conceptually illustrates a process performed by the The transport mechanisms , in some embodiments , include edge device to perform the service classification operation to a tunneling mechanism ( e.g. a virtual private network select a set of services of a particular type for the data ( VPN ) , internet protocol security ( IPSec ) , etc. ) that connects the edge forwarding element to at least one service node 15 message and identify forwarding information for the data 

message . through a corresponding set of virtual tunnel interfaces 
( VTIS ) . In addition to the VTIs used to connect the edge FIG . 2 conceptually illustrates a process for identifying 
forwarding element to the service nodes , the edge forward whether a connection tracker record is stored in the connec 
ing element uses other VTIs to connect to other network tion tracker storage used in some embodiments . 
elements for which it provides forwarding operations . At 20 FIG . 3 conceptually illustrates a process for forwarding 
least one VTI used to connect the edge forwarding element data messages at the edge forwarding component that was 
to other ( i.e. , non - service node ) network elements is iden- provided the service type and forwarding information by the 
tified to perform a service classification operation and is process of FIG . 1 . 
configured to perform the service classification operation for FIG . 4 conceptually illustrates a logical network with two 
data messages received at the VTI for forwarding . The VTIS 25 tiers of logical routers , an availability zone logical gateway 
connecting the edge forwarding element to the service router . 
nodes , in some embodiments , are not configured to perform FIG . 5 illustrates one possible management plane view of 
a service classification operation and are instead configured the logical network in which both the AZG and VPCG 
to mark data messages returned to the edge forwarding include a centralized component . 
element as having been serviced . In other embodiments , 30 FIG . 6 conceptually illustrates a physical implementation 
VTIs connecting the edge forwarding element to the service of the management plane constructs for a two - tiered logical 
nodes are configured to perform limited service classifica- network shown in FIG . 5 , in which the VPCG and the AZG 
tion operations using a single default rule that is applied at both include SRs as well as a DR . 
the VTI that marks data messages returned to the edge FIG . 7 illustrates logical processing operations for avail 
forwarding element as having been serviced . 35 ability zone ( TO ) logical router components that are included 

For traffic exiting a logical network through a particular in an edge datapath executed by an edge device for data 
VTI , some embodiments perform a service classification messages . 
operation for different data messages to identify different FIG . 8 illustrates a TX SR acting as a source for traffic on 
VTIs that connect the edge forwarding element to a service a logical service forwarding element . 
node to provide services required by the data messages . 40 FIG . 9 illustrates a service path including two service 
Each data message , in some embodiments , is then forwarded nodes accessed by the TX SR through a LSFE . 
to the identified VTI to receive the required service ( e.g. , FIG . 10 illustrates a second embodiment including two 
from the service node connected to the edge forwarding edge devices and executing an availability zone gateway 
element through the VTI ) . The identified VTI does not datapath and virtual private cloud gateway datapath respec 
perform a service classification operation and merely allows 45 tively . 
the data message to reach the service node . The service node FIG . 11 illustrates a set of operations performed by a set 
then returns the serviced data message to the edge forward- of service insertion layer and service transport layer modules 
ing element . In some embodiments , the VTI is not config- called by a service router at either TO or T1 for a first data 
ured to perform the service classification operation and is message in a data message flow that requires services from 
instead configured to mark all traffic directed to the edge 50 a set of service nodes that define a service path . 
forwarding element from the service node as having been FIG . 12 illustrates a set of operations performed by a set 
serviced . The marked serviced data message is then received of service insertion layer and service transport layer modules 
at the edge forwarding element and is forwarded to a called by a service router at either TO or for a data message 
destination of the data message through the particular VTI . in a data message flow that requires services from a set of 
In some embodiments , the particular VTI does not perform 55 service nodes that define a service path . 
additional service insertion operations because the data FIG . 13 conceptually illustrates a process for validating or 
message is marked as having been serviced . updating an identified connection tracker record for data 

The preceding Summary is intended to serve as a brief 
introduction to some embodiments of the invention . It is not FIG . 14 illustrates sets of connection tracker records in a 
meant to be an introduction or overview of all inventive 60 connection tracker storage and an exemplary sets of flow 
subject matter disclosed in this document . The Detailed programming records in a flow programming table . 
Description that follows and the Drawings that are referred FIG . 15 illustrates an object data model of some embodi 
to in the Detailed Description will further describe the ments . 
embodiments described in the Summary as well as other FIG . 16 conceptually illustrates several operations that the 
embodiments . Accordingly , to understand all the embodi- 65 network managers and controllers perform in some embodi 
ments described by this document , a full review of the ments to define rules for service insertion , next service hop 
Summary , Detailed Description , the Drawings , and the forwarding , and service processing . 

message flow . 
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FIG . 17 conceptually illustrates a process for configuring Some virtualized computing environments / logical net 
logical forwarding elements to connect to logical service works provide edge forwarding elements that sit between an 
forwarding planes . external network and internal networks ( e.g. , logical net 
FIG . 18 illustrates a set of operations performed by a set works ) . The virtualized computing environment , in some 

of service insertion layer and service transport layer modules 5 embodiments , provides additional edge forwarding elements 
called by a service router at either TO or T1 for a first data ( or edge services ) for subnetworks within the virtualized 
message in a data message flow that requires services from computing environment . For example , different logical net 
a service node reachable through a tunneling mechanism . works , each with their own edge device may be imple 
FIG . 19 illustrates a set of operations performed by a set mented within a datacenter ( e.g. , by a provider network ) that 

of service insertion layer and service transport layer modules 10 provides an edge forwarding element between an external network and the networks internal to the datacenter . Each called by a service router at either TO or T1 for a first data logical network ( e.g. , tenant network , or provider network ) message in a data message flow that requires services from includes at least one edge forwarding elements , in some a service node reachable through a L2 BIW mechanism . embodiments , that executes in either an edge host or as an FIGS . 20A - B conceptually illustrate a data message being 15 edge compute node to provide the logical network with sent from a compute node in a logical network ( e.g. , logical access to an external network and vice versa . In some 
network A ) implemented in a cloud environment to a embodiments , the edge forwarding elements provide a set of 
compute node in an external datacenter . services ( e.g. , middlebox services ) for traffic processed by 

FIGS . 21A - B conceptually illustrate a data message being the edge forwarding elements . 
sent from a compute node in an external datacenter to a 20 As used in this document , data messages refer to a 
compute node in a logical network implemented in a cloud collection of bits in a particular format sent across a net 
environment . work . One of ordinary skill in the art will recognize that the 
FIG . 22 conceptually illustrates a first method for provid- term data message is used in this document to refer to 

ing services for data messages at an uplink interface in a set various formatted collections of bits that are sent across a 
of uplink interfaces . 25 network . The formatting of these bits can be specified by 
FIG . 23 conceptually illustrates a second method for standardized protocols or non - standardized protocols . 

providing services for data messages at an uplink interface Examples of data messages following standardized proto 
in a set of uplink interfaces . cols include Ethernet frames , IP packets , TCP segments , 
FIG . 24 conceptually illustrates a logical network that UDP datagrams , etc. Also , as used in this document , refer 

provides service classification operations at multiple routers 30 ences to L2 , L3 , L4 , and L7 layers ( or layer 2 , layer 3 , layer 
of the logical network . 4 , and layer 7 ) are references respectively to the second data 

FIG . 25 conceptually illustrates an edge forwarding ele- link layer , the third network layer , the fourth transport layer , 
ment connected to service nodes using multiple transport and the seventh application layer of the OSI ( Open System 
mechanisms . Interconnection ) layer model . 

FIG . 26 illustrates a logical network including three VPC 35 Also , in this example , each logical forwarding element is 
service routers 2630 belonging to two different tenants . a distributed forwarding element that is implemented by 
FIG . 27 illustrates a logical network including three VPC configuring multiple software forwarding elements ( SFEs ) 

service routers 2630 belonging to three different tenants . ( i.e. , managed forwarding elements ) on multiple host com 
FIG . 28 conceptually illustrates a process for accessing puters . To do this , each SFE or a module associated with the 

services provided at an availability zone edge forwarding 40 SFE in some embodiments is configured to encapsulate the 
element from a VPC edge forwarding element . data messages of the LFE with an overlay network header 
FIG . 29 conceptually illustrates a process for the avail- that contains a virtual network identifier ( VNI ) associated 

ability zone service router to perform when it receives a data with the overlay network . As such , the LFEs are said to be 
message from the VPC service router as part of process . overlay network constructs that span multiple host comput 
FIG . 30 conceptually illustrates a VPC service router 45 ers in the discussion below . 

processing a data message sent from a first compute node to The LFEs also span in some embodiments configured 
a second compute node in a second network segment served hardware forwarding elements ( e.g. , top of rack switches ) . 
by a second VPC service router . In some embodiments , each LFE is a logical switch that is 
FIG . 31 conceptually illustrates a VPC service router implemented by configuring multiple software switches 

processing a data message sent from an external network to 50 ( called virtual switches or vswitches ) or related modules on 
a compute node . multiple host computers . In other embodiments , the LFEs 
FIGS . 32A - B illustrates a set of data messages for pro- can be other types of forwarding elements ( e.g. , logical 

viding a service addressable at a VIP to a client served by a routers ) , or any combination of forwarding elements ( e.g. , 
same virtual private cloud gateway ( e.g. , a virtual private logical switches and / or logical routers ) that form logical 
cloud gateway service and distributed router ) . 55 networks or portions thereof . Many examples of LFEs , 
FIG . 33 conceptually illustrates an electronic system with logical switches , logical routers and logical networks exist 

which some embodiments of the invention are implemented . today , including those provided by VMware's NSX network 
and service virtualization platform . 

DETAILED DESCRIPTION Some embodiments provide novel methods for providing 
60 different types of services for a logical network associated 

In the following detailed description of the invention , with an edge forwarding element executed by an edge 
numerous details , examples , and embodiments of the inven- device acting between the logical network and an external 
tion are set forth and described . However , it will be clear and network . The edge device receives data messages for for 
apparent to one skilled in the art that the invention is not warding and performs a service classification operation to 
limited to the embodiments set forth and that the invention 65 select a set of services of a particular type for the data 
may be practiced without some of the specific details and message . FIG . 1 conceptually illustrates a process 100 
examples discussed . performed by the edge device to perform the service clas 
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sification operation to select a set of services of a particular tion or as part of a different stateful processing ( e.g. , an 
type for the data message and identify forwarding informa- independent firewall operation ) . In some embodiments , the 
tion for the data message . tag is compared to a value stored in a buffer associated with 

In some embodiments , the process is performed as part of the data message that is used during the logical processing 
an edge datapath that , for data messages coming in to the 5 to store data beyond that which is normally included in a 
network precedes a routing operation . The process , in some data message ( e.g. , context data , interface on which the data 
embodiments , is performed by a network interface card message was received , etc. ) . If the tag of the record ( s ) with 
( NIC ) that is designed or programmed to perform the service a matching flow identifier does not indicate that it is relevant 
classification operation . In some embodiments , process 100 to a service classification operation , the process 200 pro 
is additionally , or alternatively , performed by the edge 10 duces a “ no ” at operation 120 of process 100 . 
device as part of logical processing at multiple virtual However , if at least one record includes both a matching 
interfaces of a logical edge forwarding element including a flow identifier ( at 221 ) and a matching service classification 
set of virtual tunnel interfaces ( VTIS ) used to connect the operation tag ( at 222 ) , the process identifies ( at 223 ) inter 
edge forwarding element to compute nodes outside of the faces at which a service insertion rule that was used to 
datacenter . In some embodiments , particular interfaces are 15 generate each potentially matching record is applied ( i.e. , 
configured to perform the service classification operation interfaces in the “ applied_to ” field of the rule that was hit by 
( e.g. , by toggling a service classification tag to “ 1 ” ) while a first data message of the potentially matching record ) . In 
other interfaces are not configured to perform a service some embodiments , a rule identifier is stored in the connec 
classification operation ( e.g. , if the service classification tag tion tracker record and the rule identifier is associated with 
is set to “ O ” ) . In some embodiments , a centralized ( e.g. 20 ( e.g. , points to ) a data storage ( e.g. , a container ) that stores 
service ) router calls a set of service insertion and service a list of interfaces at which it is applied . In such embodi 
transport layer modules ( such as modules in element 735 of ments , identifying the interfaces at which a rule that was 
FIG . 7 ) as part of a processing pipeline . used to generate each potentially matching record is applied 

Process 100 begins by receiving ( at 110 ) a data message includes identifying the interfaces stored in the data storage 
at an interface ( e.g. , the NIC , a VTI ) connected to an external 25 associated with the rule . 
network ( e.g. , a router outside of a datacenter implementing The process 200 then determines ( at 224 ) if any interfaces 
the logical network ) . The data message , in some embodi- at which a rule is applied is the interface at which the current 
ments , is received from the external network as part of a data message was received . In some embodiments , data 
communication between a client in the external network and messages of a same data message flow are received at 
a compute node ( e.g. a server , or service node ) in the logical 30 different interfaces based on a load balancing operation ( e.g. , 
network ( or vice versa ) . In some embodiments , the data equal cost multipathing ( ECMP ) performed by a forward 
message is a data message between two compute nodes in ing element ( e.g. , a router ) in an external network . Addi 
the external network that receives services at the edge of tionally , some data messages are necessarily received 
logical network . multiple interfaces at which different service rules are 

The process 100 continues by determining ( at 120 ) if a 35 applied as part of a processing pipeline . For example , a data 
connection tracker record is stored in a connection tracker message that is received at a first VTI at which a particular 
for the data message flow to which the data message service rule applies identifies a second VTI to which to 
belongs . FIG . 2 conceptually illustrates a process 200 for redirect the data message for providing a service required by 
identifying whether a connection tracker record is stored in the data message . The second VTI is connected to a service 
the connection tracker storage used in some embodiments . 40 node that provides the required service and , after the data 
The determination ( at 120 ) includes determining ( at 221 ) message is serviced , the data message is returned to the 
whether the connection tracker storage stores any records second VTI . The flow identifier matches the connection 
( i.e. , entries in the connection tracker storage ) with a flow tracker record for the original data message , but , the service 
identifier that matches the flow identifier of the received data insertion rule identified in the connection tracker record is 
message . The flow identifier , in some embodiments , is a set 45 not applied to data messages received at the second VTI 
of header values ( e.g. , a five - tuple ) , or a value generated ( e.g. , the applied_to field of the service insertion rule does 
based on a set of header values ( e.g. , a hash of a set of header not include the second VTI ) such that the data message is not 
values ) . If no matching entries are found , the process 200 redirected to the second VTI to be serviced again . 
determines that no connection tracker record is stored for the In some embodiments , the interface is identified by a 
data message and the process 200 produces a “ no ” at 50 UUID ( e.g. , a 64 - bit or 128 - bit identifier ) that is too large to 
operation 120 of process 100. In some embodiments , the store in the connection tracker record . The UUIDs ( or other 
connection tracker storage stores multiple possible matching identifiers ) of interfaces identified ( at 223 ) are compared to 
entries distinguished by the tag indicating the type of stateful the UUID of the interface on which the data message was 
operation that created the connection tracker record ( e.g. , a received which , as described above , is stored in a buffer 
preliminary firewall operation or a service classification 55 associated with the data message in some embodiments . If 
operation ) . In other embodiments , separate connection no interfaces at which a rule ( of a potentially matching 
tracker storages are maintained for the different types of connection tracker record ) is applied match the interface at 
stateful operations . The connection tracker records created which the data message was received , the process 200 
by service classification operations , in some embodiments , produces a “ no ” at operation 120 of process 100. If , how 
include a rule identifier associated with a service insertion 60 ever , a connection tracker record is associated with the 
rule that ( 1 ) was applied to a first data message in a data interface at which the data message was received ( i.e. , a rule 
message flow and ( 2 ) determines the content of the connec- that was used to generate the connection tracker record is 
tion tracker record . applied at the interface at which the data message was 

If at least one matching connection tracker record is found received ) , the process 200 produces a “ yes ” at operation 120 
in the connection tracker storage the process 200 determines 65 of process 100 ) . In some embodiments , a further state value 
( at 222 ) if a tag ( e.g. , a flag bit ) identifying whether the associated with service node state is checked as will be 
record was created as part of a service classification opera- discussed in relation to FIG . 13 . 
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If the process 100 determines ( at 120 ) that the data changing a policy associated with a single UUID rather than 
message belongs to a flow that has a connection tracker having to update each service insertion rule . The UUID 
record , the process 100 retrieves ( at 125 ) a service action lookup is used to identify a set of forwarding information 
based on the information in the connection tracker record . and to identify a particular service type ( e.g. , a service using 
The service action , in some embodiments , includes a service 5 a particular transport mechanism ) . For example , for different 
type and a set of forwarding information stored in the data messages , the UUID lookups may identify any one of 
connection tracker record . Additional details of retrieving a next hop IP address ( for a tunneling mechanism ) , a dummy the service action are described in relation to FIGS . 12 and next hop IP address ( for a bump - in - the - wire mechanism ) , or 13. The service type , in some embodiments , identifies the a set of forwarding data including at least a service path ID , transport mechanism ( e.g. , logical service forwarding ele- 10 a service index , and a next hop layer 2 ( e.g. , MAC ) address ment , L3 VPN , or L2 bump - in - the - wire ) . The forwarding 
information , in some embodiments , includes different types ( for a mechanism using a service logical forwarding ele 
of forwarding information for different types of service ment ) . In some embodiments , the type of transport mecha 
insertion types . For example , the forwarding information for nism is inferred from the type of forwarding information 
services provided by a service chain includes a service path 15 identified for the data message . Some embodiments using a 
identifier and a next hop MAC address . Forwarding infor service logical forwarding element identify the next hop 
mation for a bump - in - the - wire service node or a service using a layer 3 ( e.g. , IP ) address . In such embodiments , it 
node connected through a virtual private network include a may be necessary to include a service type identifier . 
next hop IP . The service type and forwarding information is In using the UUID to identify a set of forwarding infor 
then provided ( at 170 ) to the edge forwarding element ( e.g. , 20 mation and to identify a particular service type , some 
a virtual routing and forwarding ( VRF ) context of the edge embodiments perform a load balancing operation to select 
forwarding element ) and the process ends . In some embodi- among multiple next hops to provide an identified service . In 
ments , the service type and forwarding information are some embodiments , the identified next hops are service 
provided ( at 170 ) to a transport layer module that redirects nodes that provide different services . The service nodes , in 
the data message to a service node using a transport mecha- 25 some embodiments , include at least one of service virtual 
nism identified by the service type to a destination identified machines and service appliances . The load balancing opera 
by the forwarding information as described in relation to tion , in some embodiments , are based on any of : a round FIG . 3 . robin mechanism , a load - based selection operation ( e.g. , If the process 100 determines ( at 120 ) that no connection selecting a service node with a lowest current load ) , or a tracker storage entry exists for the received data message for 30 distance - based selection operation ( e.g. , selecting a closest 
any of the reasons identified in process 200 , the service node as measured by a selected metric ) . performs ( at 130 ) a first service classification lookup for a 
set of service insertion rules to find a highest priority rule After the service action and forwarding information are 
that is defined for data messages with a set of attributes determined ( at 140 ) , data message flow identifiers and 
shared by the received data message . The set of data 35 forwarding information are identified ( at 150 ) for a reverse 
message attributes , in some embodiments , in a particular direction flow . Data message flow identifiers for reverse 
service insertion rule may include any of : header values at direction flows are , in many cases , are based on a same set 
layer 2 , layer 3 , or layer 4 , or a hash value based on any of of header values as a forward direction data message flow 
the header values , and may include wildcard values for with source and destination addresses switched . Forwarding 
certain attributes ( e.g. , fields ) that allow for any value of the 40 information for reverse data message flows for certain types 
attribute . The service insertion rule , in the embodiment of service insertion ( i.e. , particular types of transport mecha 
described in relation to process 100 , identifies a universally nisms ) is different for forward direction flows and reverse 
unique identifier ( UUID ) that is associated with a set of direction flows . For some types of service insertion ( i.e. , 
actions for data messages matching the service insertion transport mechanisms ) , the forwarding information for a 
rule . In other embodiments , service insertion rules include a 45 reverse direction flow identifies a next hop for the reverse 
set of actions ( e.g. , redirect to a particular address using a direction flow that is a last hop for the forward direction 
particular transport mechanism ) to perform for the received flow . For other types of service insertion ( e.g. , a tunneling 
data message . In some embodiments , a lowest - priority ( e.g. , mechanism ) the reverse direction forwarding information 
default ) rule that applies to all data messages ( e.g. , that identifies the same next hop ( e.g. , the next hop IP address of 
specifies all wildcard values ) is included in the set of service 50 the tunnel endpoint ) . In some embodiments , operation 150 is 
insertion rules and will be identified if no other service skipped as a connection tracker record for the reverse 
insertion rule with higher priority is identified . The default direction is not necessary . For example , some rules specify 
rule , in some embodiments , will specify a no - op that causes that they only apply to data messages in a particular direc 
the data message to be provided to the routing function of tion . 
the edge forwarding element to be routed without any 55 Based on the data message flow identifiers and forwarding 
services being performed on the data message . In other information identified for the forward and reverse direction 
embodiments , the default rule will cause the data message to flows , a set of connection tracker records is generated ( at 
be provided to the routing function along with an indication 160 ) for the forward and reverse direction data message 
that the data message does not require further service flows with the state information ( e.g. , data message identi 
classification operations . 60 fiers and forwarding information ) for the forward and 

After identifying ( at 130 ) the UUID associated with the reverse direction data message flows respectively . In some 
service insertion rule ( and data message ) , the process 100 embodiments , generating the connection tracker records 
performs ( at 140 ) a policy lookup based on the UUID includes querying a flow programming table for a state value 
identified ( at 130 ) based on the service insertion rule . In stored in the flow programming table that reflects a current 
some embodiments , the separation of service insertion rule 65 state version of a set of service node types associated with 
lookup and UUID ( policy ) lookup is used to simplify the the service type identified for the data message . In some 
updating of policies for multiple service insertion rules by embodiments , a flow ID for forward and reverse direction 
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data message flows are the same except for a directionality identifies ( at 332 ) an egress interface based on an IP address 
bit that indicates whether it is a forward or reverse direction provided by the service classification operation . In some 
data message . embodiments , the egress interface is identified by a routing 

The reverse flow identifier , in some embodiments , is function associated with a service transport layer module . 
different from a reverse flow identifier that would be gen- 5 Based on the identified egress interface , the data message is 
erated based on the data message received in the forward provided ( at 342 ) to the VTI which encapsulates the data 
direction . For example , a naïve reverse direction identifier message for delivery over a virtual private network ( VPN ) 
generation operation would switch the source and destina- tunnel to a service node to provide the service . In some 
tion IP ( L3 ) and MAC ( L2 ) addresses and generate the embodiments , the tunnel uses an internet protocol security 
identifier based on the switched header values , but if the 10 ( IPsec ) protocol to tunnel the data message to the service 
service node performs a NAT operation , a data message node . In some embodiments using a secure VPN ( e.g. , 
received in the reverse direction would generate a reverse IPsec ) , the data message is encrypted before being encap 
flow identifier based on the translated address and not based sulated for forwarding using the tunneling mechanism . In 
on the original ( forward direction ) data message header some embodiments , the encryption and encapsulation is 
addresses . In some embodiments , the return data message 15 performed as part of a datapath of the virtual tunnel interface 
with a different set of flow identifiers ( e.g. , header values , used to connect to the service node ( e.g. , referred to as an L3 
etc. ) will be considered a new flow and a new connection service node below ) . 
tracker record for forward and reverse directions of the data The encapsulated ( and encrypted ) data message is then 
message flow associated with the reverse direction data sent to the L3 service node over the VPN for the L3 service 
message flow of the original data message . 20 node to provide the service and return the serviced data 

Additional details about the connection tracker records message to the edge forwarding element . After the service 
and flow programming table are discussed below in relation node provides the service , the serviced data message is 
to FIG . 14. In some embodiments , after creating the con- received ( at 352 ) at the edge forwarding element ( e.g. , the 
nection tracker records for the forward and reverse direction service transport layer module ) , and the data message is 
data message flows , the data message along with the for- 25 provided ( at 380 ) to a routing function ( e.g. , the routing 
warding information and service type are provided ( at 170 ) function implemented by the edge forwarding element ) for 
to the component of the edge forwarding element respon- forwarding to the destination . In some embodiments , the 
sible for providing the data message to the service nodes , to routing is based on an original destination IP address asso 
be processed by the component of the edge forwarding ciated with the data message that is maintained in a memory 
element as described below in relation to FIG . 3 . 30 buffer of the edge device associated with the data message 
FIG . 3 conceptually illustrates a process 300 for forward- that , in some embodiments , stores additional metadata such 

ing data messages at the edge forwarding component that as the interface on which the data message was received and 
was provided the service type and forwarding information for data associated with features of the edge forwarding 
by process 100. Process 300 , in some embodiments , is element such as IP fragmentation , IPsec , access control lists 
performed by an edge forwarding element executing on the 35 ( ACL ) , etc. 
edge device . The edge forwarding element , in some embodi- If the process 300 determines ( at 320 ) that the service type 
ments , is executed as a virtual machine while in other uses a layer 2 , bump - in - the - wire transport mechanism , the 
embodiments the edge forwarding element is a managed process 300 identifies ( at 334 ) source and destination inter 
forwarding element ( e.g. , a virtual routing and forwarding faces based on a set of next hop dummy IP addresses 
context ) executing on the edge device . In some embodi- 40 provided by the service classification operation . The next 
ments , some operations of the process are performed by hop dummy IP addresses are used to identify source and 
service insertion layer and service transport layer modules destination layer 2 ( e.g. , MAC ) addresses associated with a 
( e.g. , elements 720-729 of FIG . 7 ) called by a service ( e.g. , bump - in - the - wire service node ( i.e. , a service node that does 
centralized ) router ( e.g. , 730 ) . Process 300 begins by receiv- not change the source and destination layer 2 ( e.g. , MAC ) 
ing ( at 310 ) a data message along with service type and 45 addresses of the data message ) . In some embodiments , the 
forwarding information for the data message determined set of next hop dummy IP addresses include a set of source 
using , in some embodiments , the service classification and destination dummy IP addresses that are resolved into 
operation of process 100 . source and destination layer 2 ( e.g. , MAC ) addresses asso 
The process 300 determines ( at 320 ) a service insertion ciated with different interfaces of the edge forwarding 

type associated with the received data message . In some 50 element . In some embodiments , the different interfaces are 
embodiments , the determination is made based on the ser- identified by a routing function associated with a service 
vice type information received from the service classifica- transport layer module . The different interfaces are used , in 
tion operation . In other embodiments , the determination is some embodiments , to differentiate data messages traversing 
made implicitly based on the type of forwarding information the edge device ( e.g. , the edge forwarding element ) in 
received from the service classification operation . For 55 different directions ( e.g. , north to south traffic vs. south to 
example , an IP address provided as forwarding information north traffic ) such that data messages going in one direction 
for a particular data message that is for a virtual tunnel ( e.g. , from within the logical network to the external net 
interface ( VTI ) indicates that the transport mechanism is a work ) use a first interface as the source and a second 
tunneling mechanism . Alternatively , a dummy IP address interface as a destination , and data messages going in the 
provided as the forwarding information indicates that the 60 opposite direction ( e.g. , from the external network to the 
transport mechanism is a layer 2 , bump - in - the - wire mecha- logical network ) use the second interface as a source and the 
nism . If the forwarding information includes a service path first interface as a destination . 
identifier and a next hop MAC address , the transport mecha- The data message is then sent ( at 344 ) to the destination 
nism is understood to be a logical service forwarding plane interface from the source interface using the identified 
for a service chain . 65 source and destination layer 2 addresses . After the data 

If the process 300 determines ( at 320 ) that the service type message is sent ( at 344 ) to the service node using the 
uses a tunneling transport mechanism , the process 300 identified interfaces , the edge forwarding element receives 
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( at 354 ) the serviced data message from the service node at how the service classification operation selects service 
the destination interface . The serviced data message is then chains , service paths , and / or forwards data message flows 
provided ( at 380 ) to a routing function ( e.g. , the routing along service paths . In other embodiments , this flow pro 
function implemented by the edge forwarding element ) for gramming involves other modifications to how a data mes 
forwarding to the destination . In some embodiments , the 5 sage flow is processed by the service plane . Flow program 
routing is based on an original destination IP address asso- ming will be further described below . 
ciated with the data message that is maintained throughout The process 300 then determines ( at 366 ) whether the 
the processing of the data message . In other embodiments , received serviced data message includes flow programming 
the original destination IP address is maintained in a instructions . If the process 300 determines that flow pro 
memory buffer of the edge device associated with the data 10 gramming instructions are included with the serviced data 
message that , in some embodiments , stores additional meta message , a flow programming table is updated ( at 375 ) by 
data such as the interface on which the data message was adding the flow programming instructions to the table to be 
received and for data associated with features of the edge used in processing subsequent data messages in the data 
forwarding element such as IP fragmentation , IPsec , access message flow . In some embodiments , the flow programming 
control lists ( ACL ) , etc. 15 instructions identify the flow that the flow programming 

If the process 300 determines ( at 320 ) that the service type instruction relates to and a new service action ( e.g. , a 
uses a service logical forwarding element transport mecha- pf_value ) for the identified flow . A new service action , in 
nism , the process 300 identifies ( at 336 ) an interface asso- some embodiments , is an instruction to skip a particular 
ciated with the service logical forwarding element based on service node ( e.g. , a firewall service node ) for a next data 
a table that stores associations between logical forwarding 20 message , or for all subsequent data messages in a data 
elements ( e.g. , an edge forwarding element implemented as message flow ( e.g. , if the firewall service node determines 
a virtual routing forwarding ( VRF ) context ) and interfaces that the data message flow is allowed ) , or to drop all 
of the logical forwarding elements that connect to a service subsequent data messages of the data message flow ( e.g. , if 
logical forwarding plane . In some embodiments the table is the firewall service node determines that the data message 
a global table supplied by a network management or control 25 flow is not allowed ) . 
compute node and includes information for all logical for- In some embodiments , the connection tracker record for 
warding elements in the logical network that connect to any the flow identified in the flow programming instruction is 
of a set of service logical forwarding elements . In some updated during the processing of the next data message in 
embodiments , an interface associated with the logical ser- the data message flow . For example , each time a flow 
vice forwarding element is identified based on the forward- 30 programming instruction is added to the flow programming 
ing information ( e.g. , based on a service path identifier or table , in some embodiments , a flow programming version 
service virtual network identifier provided as part of the value ( e.g. , flow_program_gen ) is updated ( e.g. , incre 
forwarding information ) . mented ) to indicate that a flow programming instruction has 
The data message is then sent ( at 346 ) to the identified been received and that state information generated using a 

interface ( or a logical service plane data message processor ) 35 previous flow programming version value may be out of 
along with service path information and service metadata date . Upon identifying a connection tracker record for a 
( SMD ) to be encapsulated with a logical network identifier particular data message , if the flow programming version 
( LNI ) for delivery to a first service node in the service path value is not equal to the current value , the flow programming 
identified in the service path information . In some embodi- table is consulted to see if the connection tracker record must 
ments , the service path information provided as part of the 40 be updated based on a flow programming instruction con 
forwarding information includes ( 1 ) a service path identifier tained in the flow programming table . The use of the flow 
( SPI ) that is used by the logical forwarding element and each programming version value is discussed in more detail in 
service node to identify a next hop service node , ( 2 ) a service relation to FIG . 13 below . 
index ( SI ) indicating the location of the hop in the service If the process 300 determines ( at 366 ) that there are no 
path , and , in some embodiments , ( 3 ) a time to live . In some 45 flow programming instructions or after updating the flow 
embodiments , the LNI is a service virtual network identifier programming table , the data message is then provided ( at 
( SVNI ) . Additional details of the use of service forwarding 380 ) to a routing function ( e.g. , the routing function imple 
planes can be found in U.S. patent application Ser . No. mented by the edge forwarding element ) for forwarding to 
16 / 444,826 , filed on Jun . 18 , 2019 , now issued as U.S. Pat . the destination . In some embodiments , the original set of 
11,042,397 , which is hereby incorporated by reference . 50 data message headers are carried through the service path in 

After being serviced by the service nodes in the service service metadata . In other embodiments , the original set of 
path , the data message is received ( at 356 ) at the edge header values are stored in a buffer at the edge device and 
forwarding element . In some embodiments , the edge for- are restored after the data message is received from the last 
warding element receives the data message as a routing hop in the service path . One of ordinary skill in the art will 
service node that is identified as a last hop in the service path 55 appreciate that operations 366 and 375 , in some embodi 
identified for the data message . In such embodiments , the ments , are performed in parallel with operation 380 as they 
service router implements a service proxy to receive the data do not depend on each other . 
message in accordance with a standard protocol for service The service classification operations are provided , in 
chaining using service paths . The edge forwarding element , some embodiments , in a virtualized networking environ 
in some embodiments , receives the serviced data message 60 ment . The virtualized networking environment , in some 
along with service metadata that identifies the original embodiments , is comparable to the virtualized networking 
source and destination addresses to be used to forward the environment described in U.S. Pat . No. 9,787,605 , which is 
data message to its destination . In some embodiments , the hereby incorporated by reference . A basic introduction to the 
service metadata also includes any flow programming virtualized networking environment is presented here , with 
instructions sent by service nodes or service insertion prox- 65 additional details provided in the above - referenced Patent . 
ies on the service path . The flow programming instructions , FIG . 4 conceptually illustrates a logical network 400 with 
in some embodiments , include instructions for modifying two tiers of logical routers . As shown , the logical network 

a 

a 

a 



15 

US 11,528,219 B2 
17 18 

400 includes , at the layer 3 level , an availability zone logical the DR of the VPCG , the transit logical switch 530 , the DR 
gateway router ( AZG ) 405 , several virtual private cloud 505 of the AZG 405 , the transit logical switch 525 , and one 
logical gateway routers ( VPCGs ) 410-420 for logical net- of the SRs 510-520 . In some embodiments , the existence 
works implemented in the availability zone . AZG 405 and and definition of the transit logical switches 525 and 530 
VPCGs 410-420 are sometimes referred to as tier 0 ( TO ) and 5 540 are hidden from the user that configures the network 
tier 1 ( T1 ) routers respectively to reflect the hierarchical through the API ( e.g. , an administrator ) , with the possible 
relationship between the AZG and VPCGs . The first virtual exception of troubleshooting purposes . 
private cloud gateway 410 has two logical switches 425 and The partially centralized implementation of the VPCG 430 attached , with one or more data compute nodes coupling 410 , illustrated in FIG . 5 , includes a DR 560 to which the to each of the logical switches . For simplicity , only the 10 logical switches 425 and 430 attach , as well as two SRs 545 logical switches attached to the first VPCG 410 are shown , and 550. As in the AZG implementation , the DR and the two although the other VPCGs 415-420 would typically have 
logical switches attached ( to which data compute nodes SRs each have interfaces to a transit logical switch 555. This 
couple ) . The availability zone , in some embodiments , is a transit logical switch serves the same purposes as the switch 
datacenter 525 , in some embodiments . For VPCGs , some embodiments 

In some embodiments , any number of VPCGs may be implement the SRs in active - standby manner , with one of the 
attached to an AZG such as the AZG 405. Some datacenters SRs designated as active and the other designated as 
may have only a single AZG to which all VPCGs imple- standby . Thus , so long as the active SR is operational , 
mented in the datacenter attach , whereas other datacenters packets sent by a data compute node attached to one of the 
may have numerous AZGs . For instance , a large datacenter 20 logical switches 425 and 430 will be sent to the active SR 
may want to use different AZG policies for different VPCs , rather than the standby SR . 
or may have too many different VPCs to attach all of the The above figure illustrates the management plane view 
VPCGs to a single AZG . Part of the routing table for an AZG of logical routers of some embodiments . In some embodi 
includes routes for all of the logical switch domains of its ments , an administrator or other user provides the logical 
VPCGs , so attaching numerous VPCGs to an AZG creates 25 topology ( as well as other configuration information ) 
several routes for each VPCG just based on the subnets through an API . This data is provided to a management 
attached to the VPCG . The AZG 405 , as shown in the figure , plane , which defines the implementation of the logical 
provides a connection to the external physical network 435 ; network topology ( e.g. , by defining the DRs , SRs , transit some embodiments only allow the AZG to provide such a logical switches , etc. ) . In addition , in some embodiments a connection , so that the datacenter ( e.g. , availability zone ) 30 user associates each logical router ( e.g. , each AZG or provider can manage this connection . Each of the separate VPCG ) with a set of physical machines ( e.g. , a pre - defined VPCGs 410-420 , though part of the logical network 400 , are 
configured independently ( although a single tenant could group of machines in the datacenter ) for deployment . For 
have multiple VPCGs if they so choose ) . purely distributed routers , the set of physical machines is not 
FIG . 5 illustrates one possible management plane view of 35 important , as the DR is implemented across the managed 

the logical network 400 in which both the AZG 405 and forwarding elements that reside on hosts along with the data 
VPCG 410 include a centralized component . In this compute nodes that connect to the logical network . How 
example , the routing aspects of the AZG 405 and VPCG 410 ever , if the logical router implementation includes SRs , then 
are distributed using a DR . However , because the configu these SRs will each be deployed on specific physical 
ration of the AZG 405 and VPCG 410 include the provision 40 machines . In some embodiments , the group of physical 
of stateful services , the management plane view of the AZG machines is a set of machines designated for the purpose of 
and VPCG ( and thus the physical implementation ) includes hosting SRs ( as opposed to user VMs or other data compute 
active and standby service routers ( SRs ) 510-520 and 545- nodes that attach to logical switches ) . In other embodiments , 
550 for these stateful services . the SRs are deployed on machines alongside the user data 
FIG . 5 illustrates the management plane view 500 for the 45 compute nodes . 

logical topology 400 when the VPCG 410 has a centralized In some embodiments , the user definition of a logical 
component ( e.g. , because stateful services that cannot be router includes a particular number of uplinks . Described 
distributed are defined for the VPCG ) . In some embodi- herein , an uplink is a northbound interface of a logical router 
ments , stateful services such as firewalls , NAT , load balanc- in the logical topology . For a VPCG , its uplinks connect to 
ing , etc. are only provided in a centralized manner . Other 50 an AZG ( all of the uplinks connect to the same AZG , 
embodiments allow for some or all of such services to be generally ) . For an AZG , its uplinks connect to external 
distributed , however . Only details of the first VPCG 410 are routers . Some embodiments require all of the uplinks of an 
shown for simplicity ; the other VPCGS may have the same AZG to have the same external router connectivity , while 
defined components ( DR , transit LS , and two SRs ) or have other embodiments allow the uplinks to connect to different 
only a DR if no stateful services requiring an SR are 55 sets of external routers . Once the user selects a group of 
provided ) . The AZG 405 includes a DR 505 and three SRs machines for the logical router , if SRs are required for the 
510-520 , connected together by a transit logical switch 525 . logical router , the management plane assigns each of the 
In addition to the transit logical switch 525 within the AZG uplinks of the logical router to a physical machine in the 
405 implementation , the management plane also defines selected group of machines . The management plane then 
separate transit logical switches 530-540 between each of 60 creates an SR on each of the machines to which an uplink is 
the VPCGs and the DR 505 of the AZG . In the case in which assigned . Some embodiments allow multiple uplinks to be 
a VPCG is completely distributed , the transit logical switch assigned to the same machine , in which case the SR on the 
530 connects to a DR that implements the configuration of machine has multiple northbound interfaces . 
the VPCG . Thus , as is described in U.S. Pat . No. 9,787,605 , As mentioned above , in some embodiments the SR may 
a packet sent to a destination in the external network by a 65 be implemented as a virtual machine or other container , or 
data compute node attached to the logical switch 425 will be as a VRF context ( e.g. , in the case of DPDK - based SR 
processed through the pipelines of the logical switch 425 , implementations ) . In some embodiments , the choice for the 
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implementation of an SR may be based on the services 505 and transit logical switch 525 for the AZG 405. Some 
chosen for the logical router and which type of SR best embodiments , however , only implement the distributed 
provides those services . components of the AZG on the host machine MFEs 625 

In addition , the management plane of some embodiments ( those that couple to the data compute nodes ) when the 
creates the transit logical switches . For each transit logical 5 VPCG for a data compute node residing on the host machine 
switch , the management plane assigns a unique VNI to the does not have a centralized component ( i.e. , SRs ) . As 
logical switch , creates a port on each SR and DR that discussed below , northbound packets sent from the VMs to 
connects to the transit logical switch , and allocates an IP the external network will be processed by their local ( first 
address for any SRs and the DR that connect to the logical hop ) MFE , until a transit logical switch pipeline specifies to 
switch . Some embodiments require that the subnet assigned 10 send the packet to a SR . If that first SR is part of the VPCG , 
to each transit logical switch is unique within a logical L3 then the first - hop MFE will not perform any AZG process 
network topology having numerous VPCGs ( e.g. , the net- ing , and therefore the AZG pipeline configuration need not 
work topology 400 ) , each of which may have its own transit be pushed to those MFEs by the centralized controller ( s ) . 
logical switch . That is , in FIG . 5 , transit logical switch 525 However , because of the possibility that one of the VPCGs 
within the AZG implementation , transit logical switches 15 415-420 may not have a centralized component , some 
530-540 between the AZG and the VPCGs , and transit embodiments always push the distributed aspects of the 
logical switch 520 ( as well as the transit logical switch AZG ( the DR and the transit LS ) to all of the MFEs . Other 
within the implementation of any of the other VPCGs ) each embodiments only push the configuration for the AZG 
require a unique subnet . Furthermore , in some embodi- pipelines to the MFEs that are also receiving configuration 
ments , the SR may need to initiate a connection to a VM in 20 for the fully distributed VPCGs ( those without any SRs ) . 
logical space , e.g. HA proxy . To ensure that return traffic In addition , the physical implementation shown in FIG . 6 
works , some embodiments avoid using link local IP includes four physical gateway machines 630-645 ( also 
addresses . called edge nodes , in some embodiments ) to which the SRs 
Some embodiments place various restrictions on the con- of the AZG 405 and the VPCG 410 are assigned . In this case , 

nection of logical routers in a multi - tier configuration . For 25 the administrators that configured the AZG 405 and the 
instance , while some embodiments allow any number of VPCG 410 selected the same group of physical gateway 
tiers of logical routers ( e.g. , an AZG tier that connects to the machines for the SRs , and the management plane assigned 
external network , along with numerous tiers of VPCGs ) , one of the SRs for both of these logical routers to the third 
other embodiments only allow a two - tier topology ( one tier gateway machine 640. As shown , the three SRs 510-520 for 
of VPCGs that connect to the AZG ) . In addition , some 30 the AZG 405 are each assigned to different gateway 
embodiments allow each VPCG to connect to only one machines 630-640 , while the two SRs 545 and 550 for the 
AZG , and each logical switch created by a user ( i.e. , not a VPCG 410 are also each assigned to different gateway 
transit logical switch ) is only allowed to connect to one AZG machines 640 and 645 . 
or one VPCG . Some embodiments also add the restriction This figure shows the SRs as separate from the MFEs 650 
that southbound ports of a logical router must each be in 35 that operate on the gateway machines . As indicated above , 
different subnets . Thus , two logical switches may not have different embodiments may implement the SRs differently . 
the same subnet if connecting to the same logical router . Some embodiments implement the SRs as VMs ( e.g. , when 
Lastly , some embodiments require that different uplinks of the MFE is a virtual switch integrated into the virtualization 
an AZG must be present on different gateway machines . It software of the gateway machine ) , in which case the SR 
should be understood that some embodiments include none 40 processing is performed outside of the MFE . On the other 
of these requirements , or may include various different hand , some embodiments implement the SRs as VRFs 
combinations of the requirements . within the MFE datapath ( when the MFE uses DPDK for the 
FIG . 6 conceptually illustrates a physical implementation datapath processing ) . In either case , the MFE treats the SR 

of the management plane constructs for a two - tiered logical as part of the datapath , but in the case of the SR being a VM 
network shown in FIG . 5 , in which the VPCG 410 and the 45 ( or other data compute node ) , sends the packet to the 
AZG 405 both include SRs as well as a DR . It should be separate SR for processing by the SR pipeline ( which may 
understood that this figure only shows the implementation of include the performance of various services ) . As with the 
the VPCG 410 , and not the numerous other VPCGs , which MFEs 625 on the host machines , the MFES 650 of some 
might be implemented on numerous other host machines , embodiments are configured to perform all of the distributed 
and the SRs of which might be implemented on other 50 processing components of the logical network . 
gateway machines . FIGS . 7 and 10 illustrate a set of logical processing 

This figure assumes that there are two VMs attached to operations related to availability zone ( TO ) and VPC ( T1 ) 
each of the two logical switches 425 and 430 , which reside logical routers . FIG . 7 illustrates logical processing opera 
on the four physical host machines 605-620 . Each of these tions for availability zone ( TO ) logical router components 
host machines includes a managed forwarding element 55 that are included in edge datapath 710 executed by an edge 
( MFE ) 625. These MFEs may be flow - based forwarding device 700 for data messages . In some embodiments , edge 
elements ( e.g. , Open vSwitch ) or code - based forwarding datapath 710 is executed by an edge forwarding element of 
elements ( e.g. , ESX ) , or a combination of the two , in various edge device 700. Edge datapath 710 includes logical pro 
different embodiments . These different types of forwarding cessing stages for a plurality of operations including an 
elements implement the various logical forwarding elements 60 availability zone ( TO ) service ( e.g. , centralized ) router 730 
differently , but in each case , they execute a pipeline for each and an availability zone ( TO ) distributed router 740. As 
logical forwarding element that may be required to process shown , the TO SR 730 calls a set of service insertion layer 
a packet . and service transport layer modules 735 to perform service 

Thus , as shown in FIG . 6 , the MFEs 625 on the physical classification operations ( or service insertion ( SI ) classifi 
host machines include configuration to implement both 65 cation operations ) . In some embodiments , edge datapath 710 
logical switches 425 and 430 ( LSA and LSB ) , the DR 560 includes logical processing operations for VPC ( T1 ) service 
and transit logical switch 555 for the VPCG 410 , and the DR and distributed routers . As for the availability zone ( TO ) SR , 
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the VPC ( T1 ) SR , in some embodiments , calls a set of In some embodiments , edge datapath 710 also includes 
service insertion layer and service transport layer modules to logical processing stages for T1 SR and T1 DR operations 
perform service classification operations . as well as the TO SR 730 and TO DR 740. Some embodi 

Service insertion layer and service transport layer mod ments insert a second service classification operation per 
ules 735 include a service insertion pre - processor 720 , 5 formed by a set of service insertion layer and service 
connection tracker 721 , a service layer transport module transport layer modules called by a T1 SR . The SI pre 
722 , a logical switch service plane processor 723 , a service processor called by the VPCG applies service classification 
plane layer 2 interface 724 , a service routing function 725 , rules ( e.g. , service insertion rules ) defined for the VPCG 
bump - in - the - wire ( BIW ) pair interfaces 726 , a virtual tunnel ( e.g. , service insertion rules for a particular VPC logical 
interface 727 , a service insertion post - processor 728 , and a 10 network behind the VPCG ) . The VPCG - specific service 

classification rules , in some embodiments , are included in a flow programming table 729. Service insertion pre - proces same set of rules as the AZG - specific service classification sor 720 , in some embodiments , performs the process 100 to rules and are distinguished by a logical forwarding element determine service type and forwarding information for a identifier . In other embodiments , the VPCG - specific service received data message . Service transport layer module 722 , 15 classification rules are stored in a separate service classifi in some embodiments , performs the process 300 to direct the cation rule storage or database used by the SI pre - processor 
data message to the appropriate service nodes to have called by the VPCG . required services performed and to return the data message The SI pre - processor called by the VPCG performs the 
to the TO SR 730 for routing to a destination of the data same operations as the SI pre - processor 720 to identify data 
message . 20 messages that require a set of services and the forwarding 

The function of the modules of the service insertion layer information and service type for the identified data mes 
and service transport layer 735 are described in more detail sages . As for SI pre - processor 720 , the SI pre - processor 
in relation to FIGS . 11 , 12 , 18 , and 19 below . In some performs the service classification operations and after the 
embodiments , the service insertion pre - processor 720 is services are provided , the data message is returned to the 
called for data messages received on each of a set of 25 logical processing stage for the T1 SR . The T1 SR routes the 
interfaces of the edge forwarding element that is not con- data message and provides the data message to the T1 DR . 
nected to a service node . The service insertion ( SI ) pre- In some embodiments , the T1 SR is connected to the T1 DR 
processor 720 applies service classification rules ( e.g. , ser- through a transit logical switch ( not shown ) as described 
vice insertion rules ) defined for application at the TO SR 730 above in relation to FIGS . 5 and 6. The T1 SR and T1 DR 
( e.g. , defined by a provider or by a tenant having multiple 30 perform logical routing operations to forward the incoming 
VPCGs behind a single AZG ) . Each service classification data message to the destination compute node through a set 
rule , in some embodiments , is defined in terms of flow of logical switches as described in relation to FIGS . 5 and 6 . 
identifiers that identify a data message flow that require a The logical routing operations , in some embodiments , 
service insertion operation ( e.g. , servicing by a set of service include identifying egress logical ports of the logical router 
nodes ) . The flow identifiers , in some embodiments , include 35 used to forward the data message to a next hop based on a 
a set of data message attributes ( e.g. , any one of , or com- destination IP address of the data message . Multiple T1 SRs 
bination of , a set of header values ( e.g. , a 5 - tuple ) that define and DRs may be identified by the TO DR 740 and the above 
a data message flow ) , a set of contextual data associated with discussion applies , in some embodiments , to each T1 SR / DR 
the data message , or a value derived from the set of header in the logical network . Accordingly , one of ordinary skill in 
values or contextual data ( e.g. , a hash of a set of header 40 the art will understand that edge device 700 , in some 
values or of an application identifier for an application embodiments , performs edge processing for multiple tenants 
associated with the data message ) . each of which shares a same set of AZG processing stages 

In some embodiments , interfaces connected to service but has its own VPCG processing stages . 
nodes are configured to mark data messages being returned For outgoing messages the edge datapath is similar but , in 
to the edge forwarding element as serviced so that they are 45 some embodiments , will include T1 and TO DR components 
not provided to the SI pre - processor 720 again . After the only if the source compute node is executing on the edge 
service classification operations are performed by the SI device 700 or the T1 SR executes on the edge device 700 
pre - processor 720 the result of the classification operation is respectively . Otherwise the host of the source node ( or the 
passed to the service transport layer module 722 to be used edge device that executes the T1 SR ) will perform the 
to forward the data message to a set of service nodes that 50 logical routing associated with the T1 / TO DR . Additionally , 
provides a required set of services . for outgoing data messages , data messages are logically 

After the service node ( s ) process the data message the routed by SRs ( e.g. , TO SR 730 ) before calling the service 
serviced data message is returned to the service transport insertion layer and service transport layer modules . The 
layer module 722 for post - processing at SI post - processor function of the service insertion layer and service transport 
728 before being returned to the TO SR 730 for routing . The 55 layer modules is similar to the forward direction ( e.g. , the 
TO SR 730 routes the data message and provides the data incoming data messages discussed above ) and will be dis 
message to the TO DR 740. In some embodiments the TO SR cussed in more detail below . For data messages requiring 
730 is connected to the TO DR 740 through a transit logical services , the serviced data message is returned to the SR 
switch ( not shown ) as described above in relation to FIGS . ( e.g. , TO SR 730 ) to be sent over the interface identified by 
5 and 6. The TO SR 730 and TO DR 740 perform logical 60 the logical routing processing . 
routing operations to forward the incoming data message to FIG . 8 illustrates a TX SR 1130 acting as a source for 
the correct virtual private cloud gateway and ultimately to traffic on a logical service forwarding element 801 ( e.g. , a 
the destination compute node . The logical routing opera- logical service switch ) . The logical service forwarding ele 
tions , in some embodiments , include identifying egress ment ( LSFE ) is implemented by a set of N software switches 
logical ports of the logical router used to forward the data 65 802 executing on N devices . The N devices includes a set of 
message to a next hop based on a destination IP address of devices on which service nodes ( e.g. , service virtual 
the data message . machine 806 ) execute . The TX SR 1130 , through the SIL 
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and STL modules 1120 and 1122 respectively , sends a data service logical forwarding element , a tunneling mechanism , 
message that requires servicing by the SVM 806. The SI and a bump - in - the - wire mechanism , and in some embodi 
layer modules 1120 identifies the forwarding information ments , some or all of the transport mechanisms are used to 
necessary to send the data message over the LSFE to the provide data messages to the service nodes as discussed 
SVM 806 as was discussed above in relation to FIG . 1 and 5 below in relation to FIGS . 11 , 12 , 18 and 19. Each virtual 
will be discussed below in relation to FIGS . 11 and 12. The interface in a third set of virtual interfaces ( e.g. , a subset of 
forwarding information and the data message is then pro- the second set ) is configured to connect to a logical service 
vided to the STL module 1122 to be processed for delivery forwarding element connecting the edge forwarding element 
to the SVM 806 over the LSFE using port 810. Because the to at least one internal forwarding element in the set of 
SVM 806 executes on a separate device , the data message 10 internal forwarding elements as described below in relation 
sent out of software switch port 815 is encapsulated by to FIGS . 30-32A - B . The virtual interfaces are configured to 
encapsulation processor 841 for transport across an inter- be used ( 1 ) to receive data messages from the at least one 
vening network . internal forwarding element to be provided a service by at 

The encapsulated data message is then unencapsulated by least one service node in the set of service nodes and ( 2 ) to 
encapsulation processor 842 and provided to port 816 for 15 return the serviced data message to the internal forwarding 
delivery to the SVM 806 through its STL module 826 and element network . 
SI proxy 814. A return data message traverses the modules The transport mechanisms , in some embodiments , include 
in the reverse order . The operations of STL module 826 and a logical service forwarding element that connects the edge 
SI proxy 814 are discussed in more detail in U.S. patent forwarding element to a set of service nodes that each 
application Ser . No. 16 / 444,826 . 20 provide a service in the set of services . In selecting the set 
FIG . 9 illustrates a service path including two service of services , the service classification operation of some 

nodes 906 and 908 accessed by the TX SR 1130 through embodiments identifies a chain of multiple service opera 
LSFE 801. As shown , TX SR 1130 sends a first data message tions that has to be performed on the data message . The 
as described in relation to FIG . 8. The data message is service classification operation , in some embodiments , 
received by SVM 1 906 which provides a first service in a 25 includes selecting , for the identified chain of services , a 
service path and forwards the data message to the next hop service path to provide the multiple services . After selecting 
in the service path , in this case SVM 2 908. SVM2 908 the service path , the data message is sent along the selected 
receives the data message , provides a second service and service path to have the services provided . Once the services 
forwards the data message to the TX SR 1130 which in some have been provided the data message is returned to the edge 
embodiments is identified as a next hop in the service path . 30 forwarding element by a last service node in the service path 
In other embodiments , the TX SR 1130 is identified as the that performs the last service operation and the edge for 
source to which to return the serviced data message after the warding element performs a forwarding operation to for 
last hop ( e.g. , SVM 2 908 ) has provided its service . As for ward the data message as will be discussed further in relation 
FIG . 8 , additional details of the processing at each module to FIGS . 11 and 12 . 
is explained in more detail in U.S. patent application Ser . 35 FIG . 11 illustrates a set of operations performed by a set 
No. 16 / 444,826 . of service insertion layer and service transport layer modules 
FIG . 10 illustrates a second embodiment including two 1135 called by a service router at either TO or T1 ( e.g. , TX 

edge devices 1000 and 1005 executing an AZ gateway SR 1130 ) for a first data message 1110 in a data message 
datapath 1010 and VPC gateway datapath 1015 respectively . flow that requires services from a set of service nodes that 
The functions of similarly numbered elements that appear in 40 define a service path . FIG . 11 is illustrated for TX SR 1130 , 
FIGS . 7 and 10 are equivalent . The difference between and service insertion layer ( SIL ) and service transport layer 
FIGS . 7 and 10 is that in FIG . 10 the VPC edge datapath ( T1 ( STL ) modules 1135. TX SR 1130 and SIL and STL modules 
SR 1060 and service insertion layer and service transport 1135 represent the function of a centralized service router 
layer modules 1065 ) is executed in edge device 1005 instead and SIL and STL modules at either of TO and T1 , in some 
of edge device 1000. As discussed above , distributed rout- 45 embodiments . TO and T1 datapaths , in some embodiments , 
ers , in some embodiments , are performed at whichever share a same set of SIL and STL modules , while in others 
device performs the immediately previous processing step . separate SIL and STL modules are used by TO and T1 
An edge forwarding element is configured , in some datapaths . SIL and STL modules 1135 include a service 

embodiments , to provide services using the service logical insertion pre - processor 1120 , a connection tracker 1121 , a 
forwarding element as a transport mechanism as described 50 service layer transport module 1122 , a logical switch service 
in relation to FIG . 11. The edge forwarding element is plane processor 1123 , a service plane layer 2 interface 1124 , 
configured to connect different sets of virtual interfaces of a service insertion post - processor 1128 , and a flow program 
the edge forwarding element to different network elements ming table 1129 . 
of the logical network using different transport mechanisms . Data message 1110 is received at the edge device and 
For example , a first set of virtual interfaces is configured to 55 provided to the edge TX SR 1130. In some embodiments , the 
connect to a set of forwarding elements internal to the TX SR 1130 receives the data message at an uplink interface 
logical network using a set of logical forwarding elements or at a virtual tunnel interface of the TX SR 1130. In some 
connecting source and destination machines of traffic for the embodiments , the SI Pre - processor 1120 is called at different 
logical network . Traffic received on the first set of interfaces processing operations for an uplink interface and a virtual 
is forwarded to a next hop towards the destination by the 60 tunnel interface ( VTI ) . In some embodiments , the calls for 
edge forwarding element without being returned to the data messages received at an uplink interface and a virtual 
forwarding element from which it was received , in some tunnel interface are implemented by different components of 
embodiments . A second set of virtual interfaces is config- the edge device . For example , the SI pre - processor 1120 is 
ured to connect to a set of service nodes to provide services called for data messages received at the uplink interface , in 
for data messages received at the edge forwarding element . 65 some embodiments , by a NIC driver as part of a standard 

Each connection made for the second set of virtual data message pipeline , while the SI pre - processor 1120 is 
interfaces may use different transport mechanisms such as a called for data messages received at a VTI is called after 
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( before ) a decapsulation and decryption ( encryption and service paths , in some embodiments , is a subset of all the 
encapsulation ) operation as part of a separate VTI process- possible service paths for the service chain . In some embodi 
ing pipeline . In some embodiments implementing the SI ments , the subset is selected by a controller that assigns 
pre - processor 1120 differently for uplinks and VTIs , a same different service paths to different edge devices . The assign 
connection tracker is used to maintain a consistent state for 5 ment of service paths to different edge devices , in some 
each data message even if it traverses a VTI and an uplink . embodiments , provides a first level of load balancing over 
The SI pre - processor 1120 performs a set of operations the service nodes . 

similar to the operations of process 100. The SI pre - proces- Once a service path is selected , the SI pre - processor 1120 
sor 1120 performs a lookup in connection tracker storage identifies forwarding information associated with the 
1121 to determine if a connection tracker record exists for 10 selected service path by performing a lookup in forwarding 
the data message flow to which the data message belongs . As table 1138. The forwarding table 1138 stores forwarding 
discussed above , the determination is based on a flow information for the service path ( e.g. , a MAC address for a 
identifier including , or derived from , flow attributes ( e.g. , first hop in the service path ) . In some embodiments , the 
header values , contextual data , or values derived from the forwarding information includes a service index that indi 
header values and , alternatively or conjunctively , the con- 15 cates a service path length ( i.e. , the number of service nodes 
textual data ) . In the illustrated example , the data message included in the service path ) . In some embodiments , the 
1110 is a first data message in a data message flow and no forwarding information also includes a time to live ( TTL ) 
connection tracker record is identified for the data message value that indicates the number of service nodes in the 
flow to which data message 1110 belongs . The connection service path . The next hop MAC address , service index , and 
tracker storage lookup is equivalent to operation 120 of 20 TTL values , in other embodiments , are stored with the SPI 
process 100 , and if an up - to - date connection tracker record in the policy table 1137 and the forwarding table 1138 is 
had been found , the SI pre - processor 1120 would have unnecessary . 
forwarded the information in the identified connection In some embodiments , selecting a service path for a 
tracker record to the LR - SR as in operations 120 , 125 , and forward direction data message flow includes selecting a 
170 of process 100 . 25 corresponding service path for a reverse direction data 

Since , in this example , no connection tracker record is message flow . In such embodiments , forwarding informa 
found , SI pre - processor 1120 performs a lookup in a service tion for each direction is determined at this point . The 
insertion rule storage 1136 to determine if any service service path for the reverse direction data message flow , in 
insertion ( service classification ) rules apply to the data some embodiments , includes the same service nodes as the 
message . In some embodiments , the SI rules for different 30 service path for the forward direction data message flow but 
interfaces are stored in the SI rule storage 1136 as separate traverses the service nodes in the opposite order . In some 
rule sets that are queried based on an incoming interface embodiments , the service path for the reverse direction data 
identifier ( e.g. , an incoming interface UUID stored as meta- message flow traverses the service nodes in the opposite 
data in a buffer of the edge device ) . In other embodiments , order when at least one service node modifies the data 
the SI rules for different interfaces are stored as a single rule 35 message . The service path for the reverse direction data 
set with potential matching rules examined to see if they message flow , for some data message flows , is the same 
apply to the interface on which the data message was service path as for the forward direction flow . In some 
received . As will be discussed below , the SI rule set ( s ) are embodiments , the SR is made available as a service node to 
received from a controller that generates the rule sets based provide an L3 routing service and is identified as a last hop 
on policies defined at a network manager ( by an adminis- 40 for each service path . The SR L3 routing service node , in 
trator or by the system ) . The SI rules 1145 in the SI rule some embodiments , is also a first hop for each service path 
storage 1136 , in some embodiments , are specified in terms to ensure that traversing the service path in the opposite 
of flow attributes that identify data message flows to which order will end at the SR , and the SR performs the first hop 
the rule applies and a service action . In the illustrated processing of the service path as a service node . 
example , the service action is a redirection to a UUID that 45 Once the service path has been selected and the forward 
is used to identify the service type and forwarding informa- ing information has been identified , connection tracker 
tion . records are created for the forward and reverse direction 

Assuming that the lookup in the SI rule storage 1136 flows and are provided to the connection tracker storage 
results in identifying a service insertion rule that applies to 1121. In some embodiments , a service insertion post - pro 
the data message 1110 , the process uses the UUID identified 50 cessor 1128 is queried for a state value ( e.g. , a flow pro 
from the service applicable insertion rule to query a policy gramming version value “ flow_prog_gen ” ) that indicates a 
table 1137. In some embodiments , the UUID is used to current state of a set of service nodes ( e.g. , a set of service 
simplify the management of service insertion such that each nodes associated with the identified service type ) . As dis 
individual rule specifying a same service node set does not cussed below , the connection tracker records includes the 
need to be updated if a particular service node in the service 55 forwarding information ( e.g. , the SPI , the service index , a 
node set fails and instead the set of service nodes associated next hop MAC address , and a service insertion rule identifier 
with the UUID can be updated , or a selection ( e.g. , load for the service insertion rule that was identified as matching 
balancing ) operation can be updated for the UUID . The the attributes of data message 1110 ) used to process subse 
current example illustrates a UUID that identifies a service quent data messages in the forward and reverse data mes 
chain identifier associated with multiple service paths iden- 60 sage flows . In some embodiments , the connection tracker 
tified by multiple service path identifiers ( SPIs ) and a set of record also includes the flow programming version value to 
selection metrics . The selection metrics can be selection indicate a current flow programming version value at the 
metrics for a load balancing operation that is any of : a round time the connection tracker record is created for comparison 
robin mechanism , a load - based selection operation ( e.g. , to then - current values for subsequent data messages in the 
selecting a service node with a lowest current load ) , or a 65 data message flow for which the record is created . 
distance - based selection operation ( e.g. , selecting a closest The data message 1152 along with the forwarding infor 
service node as measured by a selected metric ) . The set of mation 1151 are then provided to the STL module 1122. The 
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forwarding information , in this example , for a data message firewall that has determined that the connection is allowed ) 
requiring services provided by a service chain includes while traversing the other service nodes in the original 
service metadata ( SMD ) that includes , in some embodi- service path . The use of the flow programming version value 
ments include any or all of a service chain identifier ( SCI ) , will be discussed further in relation to FIG . 13 . 
a SPI , a service index , a TTL value , and a direction value . 5 FIG . 12 illustrates a set of operations performed by a set 
The forwarding information , in some embodiments , also of service insertion layer and service transport layer modules 
includes a MAC address for a next hop and a service 1135 called by a service router at either TO or T1 ( e.g. , TX 
insertion type identifier to identify the data message as using SR 1130 ) for a data message 1210 in a data message flow 
a logical service forwarding element transport mechanism . that requires services from a set of service nodes that define 

The STL module 1122 , as shown , provides the data 10 a service path . FIG . 12 is illustrated for TX SR 1130 , and 
message 1153 along with an encapsulating header 1154 that service insertion layer ( SIL ) and service transport layer 
includes , in some embodiments , the SMD and liveness ( STL ) modules 1135. TX SR 1130 and SIL and STL modules 
attributes that indicate that the L3 routing service node is 1135 represent the function of a centralized service router 
still operational to a layer 2 service plane processor 1123 that and SIL and STL modules at either of TO and T1 , in some 
prepares the data message for sending to the service plane 15 embodiments . TO and T1 datapaths , in some embodiments , 
L2 interface 1124 based on the information included in the share a same set of SIL and STL modules , while in others 
encapsulating header 1154. In some embodiments , instead of separate SIL and STL modules are used by TO and T1 
an encapsulating header , the forwarding information is sent datapaths . SIL and STL modules 1135 include a service 
or stored as separate metadata that includes , in some insertion pre - processor 1120 , a connection tracker 1121 , a 
embodiments , the SMD and liveness attributes that indicate 20 service layer transport module 1122 , a logical switch service 
that the L3 routing service node is still operational . The plane processor 1123 , a service plane layer 2 interface 1124 , 
logical switch service plane processor 1123 functions simi- a service insertion post - processor 1128 , and a flow program 
larly to a port proxy described in U.S. patent application Ser . ming table 1129 . 
No. 16 / 444,826 filed on Jun . 18 , 2019. As shown , the logical Data message 1210 is received at the edge device and 
switch service plane processor 1123 removes the header 25 provided to the edge TX SR 1130. In some embodiments , the 
1154 and records the SMD and next hop information . The TX SR 1130 receives the data message at an uplink interface 
data message is then provided to service plane L2 interface or at a virtual tunnel interface of the TX SR 1130. In some 
1124 ( e.g. , a software switch port associated with the logical embodiments , the SI Pre - processor 1120 is called at different 
service forwarding element ) . processing operations for an uplink interface and a virtual 
The data message is then encapsulated for delivery to a 30 tunnel interface ( VTI ) . In some embodiments , the calls for 

first service node in the service path by an interface ( e.g. , a data messages received at an uplink interface and a virtual 
port or virtual tunnel endpoint ( VTEP ) of the software tunnel interface are implemented by different components of 
forwarding element to produce 1157. In some embodiments , the edge device . For example , the SI pre - processor 1120 is 
the SMD is a modified set of SMD that enables the original called for data messages received at the uplink interface , in 
data 1110 message to be reconstructed when the serviced 35 some embodiments , by a NIC driver as part of a standard 
data message is returned to the logical switch service plane data message pipeline , while the SI pre - processor 1120 is 
processor 1123. In some embodiments , the encapsulation is called for data messages received at a VTI is called after 
only necessary when the next hop service node executes on ( before ) a decapsulation and decryption ( encryption and 
another device so that the encapsulated data message 1157 encapsulation ) operation as part of a separate VTI process 
can traverse an intervening network fabric . 40 ing pipeline . In some embodiments implementing the SI 
The encapsulation , in some embodiments , encapsulates pre - processor 1120 differently for uplinks and VTIs , a same 

the data message with an overlay header to produce data connection tracker is used to maintain a consistent state for 
message 1157. In some embodiments , the overlay header is each data message even if it traverses a VTI and an uplink . 
a Geneve header that stores the SMD and STL attributes in The SI pre - processor 1120 performs a set of operations 
one or more of its TLVs . As mentioned above , the SMD 45 similar to the operations of process 100. The SI pre - proces 
attributes in some embodiments include the SCI value , the sor 1120 performs a lookup in connection tracker storage 
SPI value , the SI value , and the service direction . Other 1121 to determine if a connection tracker record exists for 
encapsulation headers are described in U.S. patent applica- the data message flow to which the data message belongs . As 
tion Ser . No. 16 / 444,826 filed on Jun . 18 , 2019. The illus- discussed above , the determination is based on a flow 
trated datapath for data message 1110 assumes that the first 50 identifier including , or derived from , flow attributes ( e.g. , 
service node in the service path is on an external host ( a host header values , contextual data , or values derived from the 
machine that is not the edge device ) . If , instead , the edge header values and , alternatively or conjunctively , the con 
device is hosting the next service node in the service path , textual data ) . In the illustrated example , the data message 
the data message will not require encapsulation and instead 1210 is a data message in a data message flow that has a 
will be sent to the next service node over the logical service 55 connection tracker record in the connection tracker storage 
forwarding plane using the SVNI associated with the logical 1121. The connection tracker storage lookup begins with 
service plane and the MAC address of the next hop service operation 120 of process 100. FIG . 12 illustrates a set of 
node . additional operations that will be used as examples of the 

If flow programming instructions are included in encap- operations discussed in FIG . 13 . 
sulation header 1158 , the flow programming instructions 60 Some embodiments provide a method of performing 
1159 are provided to a flow programming table 1129 and a stateful services that keeps track of changes to states of 
flow programming version value is updated ( e.g. , incre- service nodes to update connection tracker records when 
mented ) . The flow programming instruction in the flow necessary . At least one global state value indicating a state 
programming table 1129 , in some embodiments , includes a of the service nodes is maintained at the edge device . In 
new action ( e.g. , pf_value ) that indicates that subsequent 65 some embodiments , different global state values are main 
data messages should be dropped , allowed , or a new service tained for service chain service nodes ( SCSNs ) and layer 2 
path is identified to skip a particular service node ( e.g. , a bump - in - the - wire service nodes ( L2 SNs ) . The method 
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generates a record in a connection tracker storage including received that may require information in at least one con 
the current global state value as a flow state value for a first nection tracker record to be updated . The flow programming 
data message in a data message flow . Each time a data instructions , in some embodiments , are based on any of the 
message is received for the data message flow , the stored following events : the failure of a service node , an identifi 
state value ( i.e. , a flow state value ) is compared to the 5 cation of a service node that is no longer required to be part 
relevant global state value ( e.g. , SCSN state value or L2 SN of the service path , a decision to drop a particular data 
state value ) to determine if the stored action may have been message in a data message flow , or a decision to drop a 
updated . particular data message flow . Based on the event , the flow 

After a change in the global state value relevant to the programming instruction includes forwarding information 
flow , the global state value and the flow state value do not 10 that specifies a different service path than was previously 
match and the method examines a flow programming table selected ( based on service node failure or the identification 
to determine if the flow has been affected by the flow of a service node that is no longer required ) or a new action 
programming instruction ( s ) that caused the global state ( e.g. , pf_value ) for a next data message ( based on a decision 
value to change ( e.g. , increment ) . The instructions stored in to drop a particular data message in a data message flow ) or 
the flow programming table , in some embodiments , include 15 for the data message flow ( based on a decision to drop a 
a data message flow identifier and an updated action ( e.g. , particular data message flow ) . The flow programming table , 
drop , allow , update selected service path , update a next hop in some embodiments , stores records relevant to individual 
address ) . If the data message flow identifiers stored in the flows and a record of failed service nodes ( or the service 
flow programming table do not match the current data paths that they belong to ) used to determine available 
message flow identifier , the flow state value is updated to the 20 service paths during service path selection operations . 
current global state value and the action stored in the Records stored for individual flows , persist until they are 
connection tracker record is used to process the data mes- executed , which , in some embodiments , occurs upon receiv 
sage . However , if at least one of the data message flow ing the next data message for the data message flow as will 
identifiers stored in the flow programming table matches the be discussed below . 
current data message flow identifier , the flow state value is 25 The process 1300 then determines ( at 1320 ) whether the 
updated to the current global state value and the action flow programming generation value is current ( i.e. , is not 
stored in the connection tracker record is updated to reflect equal to the flow programming version value stored by the 
the execution of the instructions with a matching flow flow programming table ) . In the described embodiment , 
identifier stored in the flow programming table and the determining ( at 1320 ) whether the flow programming ver 
updated action is used to process the data message . 30 sion value ( e.g. , flow_prog_gen or BFD_gen ) is current 
FIG . 13 conceptually illustrates a process 1300 for vali- includes a query to the flow programming table 1129 includ 

dating or updating an identified connection tracker record ing only the flow programming version value to perform a 
for a data message flow . Process 1300 in some embodiments simple query operation to determine whether a further , more 
is performed by an edge forwarding element executing on an complicated query must be performed . If the flow program 
edge device . In the example of FIG . 12 , the process is 35 ming version value is current the action stored in the 
performed by SI pre - processor 1120. The process 1300 connection tracker record can be used to forward the data 
begins by identifying ( at 1310 ) a connection tracker record message to service nodes to provide the required services 
for a data message received at the edge forwarding element . and the process ends . 
A flow programming version value is stored in the connec- If the process 1300 determines ( at 1320 ) that the flow 
tion tracker record that reflects the flow programming ver- 40 programming version value is not current , the process 1300 
sion value at the time of connection tracker record genera- then determines ( at 1330 ) whether there is a flow program 
tion . Alternatively , in some embodiments , the flow ming instruction that applies to the received data message 
programming version value reflects the flow programming ( i.e. , the data message flow to which the data message 
version value at the last update of the connection tracker belongs ) . In some embodiments , this second determination 
record . The connection tracker record stores the forwarding 45 is made using a query ( e.g. , 1271 ) that includes a flow ID 
information for the data message flow . However , if a flow that is used as a key to identify a flow programming record 
programming instruction exists for the data message flow , stored in the flow programming table . In some embodi 
the stored information may be out of date . ments , the query also includes a service path identifier ( SPI ) 

For some data message flows , a previous data message in that can be used to determine whether the service path has 
the data message flow will have been received that includes 50 failed . The flow programming generation value is not cur 
a set of flow programming instructions . The data message , rent , in some embodiments , because a flow programming 
in some embodiments , is a serviced data message that has instruction has been received that causes the flow program 
been serviced by a set of service nodes in a service path and ming version value to update ( e.g. , increment ) . The flow 
the set of flow programming instructions is based on flow programming instruction , in some embodiments , is relevant 
programming instruction from a set of service nodes in the 55 to the data message flow , while in other embodiments , the 
service path . The set of flow programming instructions , in flow programming instruction is relevant to a different data 
some embodiments , includes a flow programming instruc- message flow or a failed service node . 
tion for both a forward direction data message flow and a If the process 1300 determines ( at 1330 ) that there is no 
reverse direction data message flow that are affected by the relevant flow programming instruction for the received data 
flow programming instruction . In some embodiments , the 60 message , the flow programming version value stored in the 
forward and reverse flow ID are the same and a direction bit connection tracker record is updated ( at 1340 ) to reflect the 
distinguishes between forward and reverse data message flow programming version value returned from the flow 
flows in the connection tracker record . programming table . The data message is then processed ( at 

The set of flow programming instructions are recorded in 1345 ) based on the action stored in the connection tracker 
a flow programming table and a flow programming version 65 record and the process ends . If , however , the process 1300 
value is updated ( incremented ) at the flow programming determines ( at 1330 ) that there is a relevant flow program 
table to reflect that flow programming instructions have been ming instruction for the received data message , the action in 
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the flow programming table is used ( at 1350 ) to process the destination addresses ( e.g. , IP and MAC addresses ) . The 
data message . In some embodiments , the determination that different flow IDs for the forward and reverse direction data 
there is a relevant flow programming instruction for the message flows , in other embodiments , is based on different 
received data message is based on receiving a non - empty values for source and destination addresses that are the result 
response ( e.g. , 1272 ) to the query . The connection tracker 5 of a network address translation provided by a service node 
record is then updated ( at 1360 ) based on the query response in the set of service nodes . In some embodiments , the 
to update the service action and the flow programming forward and reverse flow IDs are the same except for a bit 
version value and the process ends . One of ordinary skill in that indicates the directionality . In some embodiments , the 
the art will appreciate that operations 1350 and 1360 are directionality bit is stored in a separate field and forward and 
performed together or in a different order without affecting 10 reverse flow IDs are the same . 
the functionality . In some embodiments , the service metadata ( SMD ) 

Processing the data message according to the forwarding includes a service path ID ( e.g. , SPI 1 and SPI 1 ' ) , a service 
information based on the flow programming record and index ( e.g. , SI which should be the same for the forward and 
connection tracker record , for some data messages , includes reverse direction data message flows ) , a time to live ( TTL ) , 
forwarding the data message to the service transport layer 15 and a next hop MAC address ( e.g. , hoplmac and hopMmac ) . 
module 1122 that forwards the data message along the The use of the SMD in processing data messages has been 
service path identified in the forwarding information . For described above in relation to FIGS . 3 and 11. The SMD , in 
other data messages , processing the data message according some embodiments , includes the network service header 
to the forwarding information includes dropping ( or allow- ( NSH ) attributes per RFC ( Request for Comments ) 8300 of 
ing ) the data message based on the flow programming 20 IETF ( Internet Engineering Task Force ) . The SMD includes , 
instruction . A similar process is performed for L2 BIW in some embodiments , a service chain identifier ( SCI ) and a 
service nodes based on a bidirectional forwarding detection direction ( e.g. , forward or reverse ) along with the SPI and SI 
( BFD ) version value ( e.g. , BFD_gen ) that is a state value values , for processing the service operations of the service 
associated with failures of service nodes connected by a L2 chain . 
BIW transport mechanism and is stored in a connection 25 The rule ID , in some embodiments , is used ( as described 
tracker record at creation . in operation 223 ) to identify a set of interfaces at which the 

After the data message is processed through Si post- rule is applied by using the rule ID as a key in an applied to 
processor 1128 , serviced data message 1162 is provided to storage 1401 that stores records including a rule ID field 
the TX SR 1130 marked ( e.g. , using a tag , or metadata 1402 identifying the rule ID and an applied_to field 1403 
associated with the data message ) as having been serviced so 30 containing a list of interfaces at which the identified rule is 
that SI pre - processor is not called a second time to classify applied . In some embodiments , the interfaces are logical 
the data message . TX SR 1130 then forwards the data interfaces of the service router identified by a UUID . The 
message 1163 to the next hop . In some embodin ts , the applied_to storage 1401 , in some embodir its , is config 
marking as serviced is maintained in forwarding the data ured by a controller that is aware of the service insertion 
message , while in some other embodiments , the marking is 35 rules , service policies , and interface identifiers . 
removed as part of the logical routing operation of the TX Connection tracker record set 1420 is a set of connection 
SR 1130. In some embodiments , metadata is stored for the tracker records for a forward and reverse direction data 
data message that indicates that the data message has been message flow that use a layer 2 bump - in - the - wire ( BIW ) 
serviced . FIG . 31 will discuss an example of an embodiment transport mechanism . Connection tracker record set 1420 , in 
that maintains the identification of the data message as 40 some embodiments , includes a connection tracker record 
having been serviced to avoid creating a loop from a T1 SR 1421 for a forward direction data message flow and a 
service classification operation . connection tracker record 1422 for a reverse direction data 
FIG . 14 illustrates sets of connection tracker records message flow . Each connection tracker record 1421 and 

1410-1430 in a connection tracker storage 1121 and an 1422 , includes a flow identifier ( e.g. , Flow ID or Flow ID ' ) , 
exemplary sets of flow programming records 1440-1490 in 45 an IP address ( e.g. , a dummy IP address associated with an 
a flow programming table 1129. Connection tracker storage interface connected to an L2 service node ) , a bidirectional 
1121 is shown storing connection tracker records 1410- forwarding detection ( BFD ) version value ( e.g. , BFD_gen ) 
1430. Connection tracker record sets 1410-1430 include that is a state value associated with failures of service nodes 
connection tracker record sets for different transport mecha- connected to an LR - SR ( e.g. , an AZG - SR or VPCG - SR ) by 
nisms each including separate records for forward and 50 a L2 BIW transport mechanism , an action identifier ( e.g. , 
reverse direction data message flows . pf_value ) , and a rule ID identifying a service rule that was 

Connection tracker record set 1410 is a set of connection used to create the connection tracker record . The flow ID for 
tracker records for a forward and reverse direction data the forward and reverse direction data message flows is the 
message flow that use a logical service plane ( e.g. , logical same as that described for connection tracker record 1410 . 
service forwarding element ) transport mechanism . Connec- 55 In some embodiments , the pf_value is a value that identifies 
tion tracker record set 1410 , in some embodiments , includes whether a flow should be allowed or dropped , bypassing the 
a connection tracker record 1411 for a forward direction data service node . 
message flow and a connection tracker record 1412 for a Connection tracker record set 1430 is a set of connection 
reverse direction data message flow . Each connection tracker records for a forward and reverse direction data 
tracker record 1411 and 1412 , includes a flow identifier ( e.g. , 60 message flow that use a layer 3 tunneling transport mecha 
Flow ID or Flow ID ' ) , a set of service metadata , a flow nism . Connection tracker record set 1430 , in some embodi 
programming version value ( e.g. , flow_program_gen ) , an ments , includes a connection tracker record 1431 for a 
action identifier ( e.g. , pf_value ) , and a rule ID identifying a forward direction data message flow and a connection 
service rule that was used to create the connection tracker tracker record 1432 for a reverse direction data message 
record . The flow ID for the forward and reverse direction 65 flow . Each connection tracker record 1431 and 1432 , 
data message flows , in some embodiments , are different flow includes a flow identifier ( e.g. , Flow ID or Flow ID ' ) , an IP 
IDs that are based on the switching of the source and address ( e.g. , an IP address of the virtual tunnel interface 
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connecting the LR - SR to the service node ) , an action iden- structure stores a list of failed L3 service nodes that is 
tifier ( e.g. , pf_value ) , and a rule ID identifying a service rule consulted when a SN_gen value stored in a connection 
that was used to create the connection tracker record . The tracker record does not match a global SN_gen value . 
flow ID for the forward and reverse direction data message Flow programming table 1129 also stores sets of flow 
flows is the same as that described for connection tracker 5 programming instructions . In some embodiments , a single 
record 1410. In some embodiments , the pf_value is a value flow programming instruction received from a service node that identifies whether a flow should be allowed or dropped , ( through its service proxy ) generates a flow programming bypassing the service node . record for each of a forward and reverse direction data 

The flow programming table 1129 , in some embodiments , message flow . Flow programming record set 1480 illustrates stores state values 1440-1470 . The state value “ flow_pro- 10 a flow programming record that updates a pf_value for a gram_gen ” 1440 is a flow programming state value that is 
used to identify a state of changes to a flow programming forward direction data message flow identified by Flow ID 
table . As described above , the flow_program_gen value is 1 ( 1481 ) and a reverse direction data message flow identified 
used to determine whether a flow programming table should by Flow ID 1 ' ( 1482 ) . Flow ID 1 and flow ID 1 ' , in some 
be consulted ( e.g. , if a connection tracker record stores an 15 embodiments are identical except for a bit that identifies the 
out - of - date flow_program_gen value ) to determine forward flow ID as a forward or reverse data message flow . In some 
ing information for a data message , or if the forwarding embodiments , the pf_value ' included in the flow program 
information stored in the connection tracker record is current ming table record 1480 is an action value that specifies that 
( e.g. , the connection tracker record stores a current the data messages for the data message flow should be 
flow_program_gen value ) . 20 dropped or allowed . 

The state value “ BFD_gen ” 1450 is a liveness state value In some embodiments , the flow programming instruction 
that is used to identify a state of changes to liveness values is indicated by a flow programming tag that can specify the 
of service nodes connected using the L2 BIW transport following operations ( 1 ) NONE when no action is required 
mechanism . Similarly to the flow_program_gen value , the ( which causes no flow programming operation to be per 
BFD_gen value is used to determine whether a BFD_gen 25 formed ) , ( 2 ) DROP when no further data messages of this 
value stored in a connection tracker record is a current flow should be forwarded along the service chain and 
BFD_gen value and the forwarding information is still valid , instead should be dropped at the LR - SI classifier , and ( 3 ) 
or whether the BFD_gen value stored in the connection ACCEPT when no further data messages of this flow should 
tracker is out - of - date and the SI pre - processor needs to be forwarded along the service chain and instead the flow 
determine if the forwarding information is still valid ( e.g. , to 30 should be forwarded to the destination by the LR - SR . In 
determine if a service node corresponding to the stored IP some embodiments , the flow programming tag can also 
address is still operational ) . In some embodiments , a sepa- specify DROP_MESSAGE . The DROP_MESSAGE is used 
rate storage stru cture stores a list of failed service nodes when the service node needs to communicate with the proxy 
using BFD ( e.g. , L2 BIW service nodes ) to detect failure that ( e.g. to respond to a ping request ) and wants the user data 
is consulted when a BFD_gen value stored in a connection 35 message ( if any ) to be dropped , even though no flow 
tracker record does not match a global BFD_gen value . programming at the source is desired . 

The state value “ SPI_fail_gen ” 1460 is a liveness state In some embodiments , an additional action is available 
value that is used to identify a state of changes to liveness for the service proxies to internally communicate failure of 
values of service paths ( i.e. , ordered sets of service nodes ) their SVMs . This action would direct the SI pre - processor in 
connected to an LR - SR using the logical service plane ( e.g. , 40 some embodiments to select another service path ( e.g. , 
logical service forwarding element ) transport mechanism . In another SPI ) for the data message's flow . This action in some 
some embodiments , the SPI_fail_gen value is provided from embodiments is carried in - band with a user data message by 
a controller implementing a central control plane that is setting an appropriate metadata field in some embodiments . 
aware of service node failures and updates the SPI_fail_gen For instance , as further described below , the service proxies 
value upon service node failure detection . Similarly to the 45 communicate with the SI post - processor ( or a controller 
BFD_gen value , the SPI_fail_gen is used to determine computer responsible for generating and maintaining lists of 
whether a SPI_fail_gen value associated with a service path available service paths ) through OAM ( Operation , Admin 
identifier that is associated with a UUID in a policy storage istration , and Maintenance ) metadata of the NSH attributes 
is up - to - date . If the SPI_fail_gen value is not up - to - date , a through in - band data message traffic over the data plane . 
determination must be made as to whether a service path 50 Given that by design flow programming actions are affected 
currently enumerated as a possible service path is still by signaling delays and are subject to loss , an SVM or 
functional . In some embodiments , a separate storage struc- service proxy might still see data messages belonging to a 
ture stores a list of failed service paths that is consulted when flow that was expected to be dropped , accepted or re 
a SPI_fail_gen value is not up - to - date ( i.e. , does not match directed at the source for some time after communicating the 
the stored SPI_fail_gen state value 1460 ) . 55 flow programming action to the proxy . In this case , the 

The state value “ SN_gen ” 1470 is liveness state value service plane should continue to set the action to drop , allow , 
that is used to identify a state of changes to liveness values or redirect at the LR - SI classifier ( or the connection tracker 
of service nodes connected using the L3 tunneling transport record ) . 
mechanism . Similarly to the flow_program_gen value , the Flow programming record set 1480 illustrates a flow 
SN_gen value is used to determine whether a SN_gen value 60 programming record that updates a set of service metadata 
stored in a connection tracker record is a current SN_gen for a forward direction data message flow identified by Flow 
value and the forwarding information is still valid , or ID 2 ( 1481 ) and a reverse direction data message flow 
whether the SN_gen value stored in the connection tracker identified by Flow ID 2 ' ( 1482 ) . The updated SPI ( e.g. , SPI 
is out - of - date and the SI pre - processor needs to determine if 2 or SPI 2 ' ) in some embodiments represents a different set 
the forwarding information is still valid ( e.g. , to determine 65 of service nodes . As discussed above , the updated service 
if a service node corresponding to the stored IP address is path may be based on a service node failure or based on a 
still operational ) . In some embodiments , a separate storage determination that a particular service node is no longer 
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necessary ( e.g. , a service node that provides a firewall butes when the template exposes configurable values 
decision to allow the data message that applies to all through the service profile , and ( 3 ) an action attribute , such 
subsequent data messages ) . as a forward action , or a copy - and - redirect , which respec 

Additional details relating to service chain and service tively direct the service proxies to either forward the 
path creation and management are discussed in relation to 5 received data messages to their service nodes , or to forward 
FIGS . 15 and 16. FIG . 15 illustrates an object data model a copy of the received data messages to their service nodes 
1500 of some embodiments . In this model , objects shown in while forwarding the received data message to the next 
solid lines are provided by the user , while objects shown in service hop or back to the original source GVM when their 
dashed lines are generated by the service plane managers service node is the last hop . 
and controllers . As shown , these objects include service 10 The service attachment object 1508 represents the service 
managers 1502 , services 1504 , service profiles 1506 , vendor plane ( i.e. , is a representation of the service plane of a 
templates 1507 , a service attachment 1508 , service instances perspective of a user , such as tenant's network administrator 
1510 , service deployment 1513 , service instance runtime in a multi - tenant datacenter , or the network administrator in 
( SIR ) 1512 , instance endpoint 1514 , instance runtime port a private datacenter ) . This service attachment object is an 
1516 , service chains 1518 , service insertion rules 1520 , 15 abstraction that support any number of different implemen 
service paths 1522 , and service path hops 1524 . tations of the service plane ( e.g. , logical L2 overlay , logical 

In some embodiments , a service manager object 1502 can L3 overlay , logical network overlay etc. ) . In some embodi 
be created before or after the creation of a service object ments , each endpoint ( on a service instance runtime ( SIR ) or 
1504. An administrator or a service management system can a GVM ) that communicates over the service plane specifies 
invoke service manager APIs to create a service manager . A 20 a service attachment . The service attachment is a commu 
service manager 1502 can be associated with a service at any nication domain . As such , services or GVMs outside a 
point of time . In some embodiments , the service manager service attachment may not be able to communicate with 
1502 includes service manager information , such as the one another . 
vendor name , vendor identifier , restUrl ( for callbacks ) and In some embodiments , service attachments can be used to 
authentication / certificate information . 25 create multiple service planes with hard isolation between 
As mentioned above , the service plane does not require them . A service attachment has the following attributes ( 1 ) 

the presence or use of a service manager as service nodes logical identifier ( e.g. , SVNI for a logical switch ) that 
can operate in zero - awareness mode ( i.e. , have zero aware- identifies a logical network or logical forwarding element 
ness of the service plane ) . In some embodiments , zero- that carries traffic for the service attachment , ( 2 ) a type of 
awareness mode only allows basic operations ( e.g. , redirect- 30 service attachment ( e.g. , L2 attachment , L3 attachment , 
ing traffic towards the service's SVMs ) . In some such etc. ) , and ( 3 ) an applied_To identifier that specifies a scope 
embodiments , no integration is provided to distribute object of the service attachment ( e.g. , Transport node 0 and Trans 
information ( such as service chain information , service port node 1 for north - south operations and a cluster or set of 
profiles , etc. ) to the service manager servers . Instead , these hosts for East - West operations ) . In some embodiments , the 
servers can poll the network manager for objects of interest . 35 control plane ( e.g. , a central control plane ) converts the 
A service object 1504 represents a type of service that is service attachment representation that it receives from the 

provided by a service node . The service object has a trans- management plane to a particular LFE or logical network 
port type attribute , which specifies its mechanism ( e.g. , deployment based on parameters specified by a network 
NSH , GRE , QinQ , etc. ) for receiving service metadata . Each administrator ( e.g. , a datacenter administrator of a private or 
service object also has a state attribute ( which can be 40 public cloud , or network virtualization provider in a public 
enabled or disabled ) as returned by service manager , and a cloud ) . 
reference to a service manager that may be used for exposing A service instance object 1510 represents an actual 
REST API endpoints to communicate events and perform deployed instance for a service . Hence , each such object is 
API calls . It also includes a reference to an OVA / OVF associated with one service object 1504 through a service 
attribute used to deploy instances of the service . 45 deployment object 1513 that specifies the relationship 

Vendor template objects 1507 include one or more service between the service object 1504 and the service instance 
profile objects 1506. In some embodiments , service manag- object 1510. The deployed service instance can be a stand 
ers can register vendor templates , and the service profiles alone service node ( e.g. , standalone SVM ) or it can be a high 
can be defined on a per service basis and based on a vendor availability ( HA ) service node cluster . In some embodi 
template with potentially specialized parameters . In some 50 ments , the service deployment object 1513 describes the 
embodiments , a vendor template object 1507 is created for service instance type , e.g. , standalone or HA . As described 
a L3 routing service that can be used to represent the LR - SR below , the service deployment object's API can be used in 
components with an attribute that can be used to distinguish some embodiments to deploy several service instances for a 
LR - SR components of different edge forwarding elements . service . 
A service chain can be defined by reference to one or more 55 The service instance runtime ( SIR ) object 1512 represents 
service profiles . In some embodiments , service profiles are an actual runtime service node that operates in a standalone 
not assigned tags and are not identified explicitly on the mode , or an actual runtime service node of an HA cluster . 
wire . In order to determine which function to apply to traffic , The service instance object in some embodiments includes 
service nodes perform a look up ( e.g. , based on service chain the following attributes ( 1 ) a deployment mode attribute that 
identifier , service index and the service direction , as men- 60 specifies whether the service instance is operating in a 
tioned above ) in order to identify the applicable service standalone mode , an active / standby mode , or an activel 
profile . The mapping for this lookup is provided by the active model , ( 2 ) a state attribute that specifies whether the 
management plane to service managers whenever a service instance is enabled or disabled , and ( 3 ) a deployed to 
chain is created or modified . attribute that in the case of north - south operations includes 
A service profile object 1506 in some embodiments 65 a reference to a service attachment identifier . 

includes ( 1 ) a vendor template attribute to identify its In some embodiments , SVM provisioning is initiated 
associated vendor template , ( 2 ) one or more custom attri- manually . To this end , the management plane provides , in 
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some embodiments , APIs for ( 1 ) creating a service instance vice attachment that implements the service plane used to 
of an existing service , ( 2 ) deleting a service instance , ( 3 ) transmit and receive service plane traffic . This reference in 
growing a service instance that is already configured as a some embodiments is to the SVNI of the service plane . The 
high availability cluster by adding additional SIRs , and ( 4 ) location attribute in some embodiments specifies the loca 
shrinking a service instance by removing one of its SIRs . 5 tion of the instance runtime interface , which is the UUID of 
When creating a service instance of an existing service , the the host on which the instance runtime interface is currently 
service instance may be created in some embodiments on the located . 
basis of a template contained in the service . The caller can In some embodiments , a user defines a service chain 
pick between a stand - alone instance or an HA cluster , in object 1518 in terms of an ordered list of service profiles 
which case all the VMs in the HA cluster are provisioned . 10 1506. In some embodiments , each service chain conceptu 
Again , in some embodiments , the API for the service ally provides separate paths for forward and reverse traffic 
instance deployment allows multiple service instances ( e.g. , directions , but if only one direction is provided at creation 
for an HA cluster ) to be deployed through just one API call . time , the other one is generated automatically by reversing 

In some embodiments , an API that creates one or more service profile order . Either direction of the service chain 
SVMs specifies one or more logical locations ( e.g. clusters , 15 ( and even both directions ) can be empty , meaning no ser 
host , resource pool ) in which the SVMs should be placed . In vices will process traffic in that direction . In some embodi 
some embodiments , the management plane tries to place ments , the data plane will perform a lookup even for an 
SVMs belonging to the same service instance on different empty service chain . 
hosts whenever possible . Anti - affinity rules may also be Service chains are abstract concepts . They do not point to 
configured as appropriate to maintain the distribution of 20 a specific set of service nodes . Rather , the network control 
SVMs across migration events ( such as VMotion events lers that are part of the service plane platform automatically 
supported by Dynamic Resource Scheduler of VMware , generate service paths that point to sequences of service 
Inc. ) . Similarly , the management plane may configure affin- nodes for the service chain and direct messages / flows along 
ity rules with specific hosts ( or groups of hosts ) when the generated service paths . In some embodiments , a service 
available or the user provisioning the service instance may 25 chain is identified in the management plane or control plane 
explicitly pick a host or a cluster . by its UUID , a unique identifier of the service chain . Service 
As mentioned above , a service instance runtime object nodes are provided with the meaning of service chain IDs 

1512 represents an actual SVM running on a host to imple- through management plane APIs received through their 
ment a service . In embodiments in which LR - SRs provide an service managers . Further details are described in U.S. 
L3 routing service , the service instance runtime object 1512 30 patent application Ser . No. 16 / 444,826 filed on Jun . 18 , 
also represents the edge forwarding element . An SIR is part 2019 . 
of a service instance . Each SIR can have one or more traffic A service chain tag in some embodiments may be used to 
interfaces completely dedicated to service plane traffic . In identify a service chain in the dataplane because UUIDs are 
some embodiments , at least one service proxy instance runs too long to be carried in encapsulating headers . A service 
per SIR to handle data plane signaling and data message 35 chain ID in some embodiments is an unsigned integer like 
format conversion for the SIR as needed . When a service rule ID . Each data message redirected to a service carries the 
instance is deployed , the SIRs are created for every SVM service chain tag for the service chain it is traversing . The 
associated with the service instance in some embodiments . management plane advertises UUID to service chain tag 
The network manager also creates an instance endpoint for mappings when a service chain is created or modified . 
every service instance in an east - west service insertion . Each 40 Service chain tags have a 1 to 1 mapping with service chain 
SIR object 1512 has the following attributes in some UUIDs , whereas a single service chain can have 0 to many 
embodiments ( 1 ) a state attribute which is active for SVMs service path indexes . 
that can process traffic and inactive for all others , regardless In addition to a service chain ID , a service chain in some 
of reason , and ( 2 ) a runtime state that specifies whether the embodiments has the following attributes : ( 1 ) references to 
data plane liveness detection detects that the SIR is up or 45 all computed service paths , ( 2 ) failure policies , and ( 3 ) 
down . references to service profiles . References to computed ser 

The instance runtime interface 1516 is the per - endpoint vice paths were described above . The failure policy is 
version of the service instance endpoint 1514. In some applied when a service path selected for a service chain 
embodiments , the instance runtime interface 1516 is used to cannot be traversed . In some embodiments , the failure 
identify an interface for an SIR or GVM that can be the 50 policies may be PASS ( forward traffic ) and FAIL ( drop 
source or sink service plane traffic . In East - West service traffic ) . The references to service profiles of the service chain 
insertion , the lifecycle of an instance runtime interface in may include an egress list of service profiles that egress 
some embodiments is linked to the lifecycle of the service traffic ( e.g. , data messages traveling from a GVM to a 
instance runtime . In some embodiments , no user action is switch ) must traverse , and an ingress list of service profiles 
required to configure an instance runtime interface . 55 that ingress traffic ( e.g. , data messages traveling from the 

In some embodiments , the instance runtime interface switch to a GVM ) must traverse . In some embodiments , the 
1516 has the following attributes : an endpoint identifier , a ingress list is initialized by default as the reverse of the 
type , a reference to a service attachment , and a location . The 
endpoint identifier is a data plane identifier for the SIR Different techniques can be used in some embodiments to 
VNIC . The endpoint identifier is generated when the SIR or 60 define the service paths for the service chain . For instance , 
GVM is registered with the service transport layer , and may in some embodiments , a service chain can have an associ 
be a MAC address or part of a MAC address . The type ated load balancing strategy , which can be one of the 
attribute can be shared or dedicated . SIR VNICs are dedi- following strategies . The load balancing strategy is respon 
cated , meaning that only service plane traffic is able to reach sible for load balancing traffic across different service paths 
them , while GVM VNICs are shared , meaning they will 65 of a service chain . According to an ANY strategy , the service 
receive and transmit both service plane and regular traffic . framework is free to redirect the traffic to any service path 
The service - attachment reference is a reference to the ser- regardless of any load balancing consideration or flow 
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pinning . Another strategy is a LOCAL strategy , which some embodiments , a service path is also disabled when at 
specifies that local service instances ( e.g. , SVMs executing least one service hop has no matching SIR . The service hop 
on the same host computer as the source GVM ) are to be enters this condition when an SIR it is referring to disap 
preferred over remote service instances ( e.g. , SVMs execut- pears , but the service path still exists in the object model . 
ing on other host computers or external service appliances ) . 5 The service plane must be able to uniquely identify each 
Some embodiments generate scores for service paths SPI . In some embodiments , the control plane generated 

based on how many SIRs are local and the highest score is UUIDs are sent for each service path . Due to data message 
selected regardless of load . Another strategy is the cluster header limitations in the service plane , a large ID is not sent 
strategy , which specifies that service instances implemented with each data message in some embodiments . In some 
by VMs that are co - located on the same host are preferred , 10 embodiments , when the control plane generates a UUID for 
whether that host is the local one or a different one . A each service path , it also generates a small unique ID for it 
ROUND_ROBIN strategy directs that all active service and this ID is sent with each data message in these embodi 
paths are hit with equal probability or based on probabilities ments . 
that are specified by a set of weight values . To support using LR - SRs as service plane traffic sinks , in 
An SI rule object 1520 associates a set of data message 15 some embodiments , the network manager or controller gen 

attributes with a service chain represented by the service erates an internal service representing the edge forwarding 
chain object 1518. The service chain is implemented by one element and creates a vendor template representing L3 
or more service paths , each of which is defined by a service routing with a configurable setting representing the LR - SR . 
path object 1522. Each service path has one or more service For each LR - SR , the network manager or controller , in some 
hops , which are represented by one or more service path hop 20 embodiments , creates ( 1 ) a service profile specializing the 
objects 1524 with each hop being associated with one L3 routing vendor template , ( 2 ) service instances , and ( 3 ) 
instance runtime interface 1516. Each service hop also refers service instance endpoints . The network manager or con 
to an associated service profile , an associated service path , troller then allows the service profile in service chains and 
and a next hop SIR endpoint identifier in some embodi- configures failure policies for the service paths including the 
ments . 25 LR - SR . A service link connected to the logical service plane 

In some embodiments , a service path object has several is then provisioned for the LR - SR and the data plane is 
attributes , some of which may be updated by the manage- configured to inject service plane traffic into the regular 
ment or control plane when underlying conditions change . routing pipeline of the LR - SR . 
These properties include a service path index , a state ( e.g. , FIG . 16 conceptually illustrates several operations that the 
enabled or disabled ) , an administrative mode ( e.g. , enabled 30 network managers and controllers perform in some embodi 
or disabled ) used when a service path must be manually ments to define rules for service insertion , next service hop 
disabled ( e.g. , for debugging reasons ) , a host crossing count forwarding , and service processing . As shown , these opera 
( indicating how many times a data message traversing the tions are performed by a service registrator 1604 , a service 
service path crosses hosts ) , a locality count ( indicating how chain creator 1606 , a service rule creator 1608 , a service 
many of the SIRs along this path are located on the local 35 path generator 1612 , a service plane rule generator 1610 , 
host ) , a list of backup service paths , a length of the service and a rule distributor 1614. In some embodiments , each of 
path , a reverse path ( listing the same set of SIRs in the these operators can be implemented by one or more modules 
reverse order ) , and a maintenance mode indicator ( in some of a network manager or controller and / or can be imple 
embodiments a bit indicating true if any hop in the service mented by one or more standalone servers . 
path is in maintenance mode ) . Through a service partner interface 1602 ( e.g. , a set of 

The host crossing count is an integer and indicates how APIs or a partner user interface ( UI ) portal ) , the service 
many times a data message going through the service path registrator 1604 receives vendor templates 1605 that specify 
must be sent out of a PNIC . In some embodiments , a local services that different service partners perform . These tem 
or central control plane uses this metric to determine pre- plates define the partner services in terms of one or more 
ferred paths when multiple available alternatives exist . This 45 service descriptors , including service profiles . The registra 
value is populated by the management plane or control plane tor 1604 stores the service profiles in a profile storage 1607 
and is the same for each host using the service path . The for the service chain creator 1606 to use to define service 
locality count in some embodiments is not initialized by the chains . 
management plane or the control plane but rather computed Specifically , through a user interface 1618 ( e.g. , a set of 
by the local control plane when a service path is created or 50 APIs or a UI portal ) , the service chain creator 1606 receives 
updated . Each LCP may potentially compute a different from a network administrator ( e.g. , a datacenter administra 
number . This value is used by the local control plane to tor , a tenant administrator , etc. ) one or more service chain 
identify preferred paths when multiple available alternatives definitions . In some embodiments , each service chain defi 
exist . The service path length is one parameter that is used nition associates a service chain identifier , which identified 
by the service plane to set the initial service index . 55 the service chain , with an ordered sequence of one or more 

In some embodiments , the list of backup service paths is service profiles . Each service profile in a defined service 
a pointer to a sorted list of all service paths for the same chain is associated with a service operation that needs to be 
service chain . It lists all possible alternatives to be tried performed by a service node . The service chain creator 1606 
when a specific SIR along the path is down . This list may stores the definition of each service chain in the service 
contain a service path for all possible permutations of SVMs 60 chain storage 1620 . 
in each HA cluster traversed by the service path . In some Through the user interface 1618 ( e.g. , a set of APIs or a 
embodiments , the list will not contain SIRs belonging to UI portal ) , the service rule creator 1608 receives from a 
different HA clusters . network administrator ( e.g. , a datacenter administrator , a 

In some embodiments a service path is disabled when at tenant administrator , etc. ) one or more service insertion 
least one service hop is inactive . Such a condition is tem- 65 rules . In some embodiments , each service insertion rule 
porary and is triggered by service liveness detection failures . associates a set of data message flow attributes with a service 
A service path can be disabled in this manner at any time . In chain identifier . The flow attributes in some embodiments 
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are flow header attributes , like L2 attributes or L3 / L4 distributor 1614 specify and distribute different sets of 
attributes ( e.g. , five tuple attributes ) . In these or other service paths for the same service chain to different host 
embodiments , the flow attributes are contextual attributes computers , as different sets of service paths are optimal or 
( e.g. , AppID , process ID , active directory ID , etc. ) . Numer- preferred for different host computers . 
ous techniques for capturing and using contextual attributes 5 In some embodiments , the SI classification rules that are 
for performing forwarding and service operations are stored in the rule storage 1626 associate flow identifiers with 
described in U.S. patent application Ser . No. 15 / 650,251 , service chain identifiers . Hence , in some embodiments , the 
now published as U.S. Patent Publication 2018/0181423 , rule generator 1610 retrieves these rules from the storage 
which is incorporated herein . Any of these techniques can be 1622 and stores them in the classification rule storage 1626 . 
used in conjunction with the embodiments described herein . 10 In some embodiments , the rule distributor 1614 directly 

The service rule creator 1608 generates one or more retrieves the classification rules from the SI rule storage 
service insertion rules and stores these rules in the SI rule 1622. For these embodiments , the depiction of the SI 
storage 1622. In some embodiments , each service insertion classification rule storage 1626 is more of a conceptual 
rule has rule identifier and a service chain identifier . The illustration to highlight the three types of the distributed 
rule identifier in some embodiments can be defined in terms 15 rules , along with the next - hop forwarding rules and the 
of flow identifiers ( e.g. , header attributes , contextual attri- service node rules . 
butes , etc. ) that identify data message flow ( s ) to which the In some embodiments , the service rule generator 1610 
SI rule is applicable . The service chain identifier of each SI generates the next hop forwarding rules for each hop service 
rule , on the other hand , identifies the service chain that has proxy of each service path for each service chain . As 
to be performed by the service plane for any data message 20 mentioned above , each service proxy's forwarding table in 
flow that matches the rule identifier of the SI rule . some embodiments has a forwarding rule that identifies the 

For each service chain that is part of a service rule , the next hop network address for each service path on which the 
service path generator 1612 generates one or more service proxy's associated service node resides . Each such forward 
paths , with each path identifying one or more service ing rule maps the current SPI / SI values to the next hop 
instance endpoints for one or more service nodes to perform 25 network address . The service rule generator 1610 generates 
the service operations specified by the chain's sequence of these rules . For the embodiments in which the SI pre 
service profiles . In some embodiments , the process that processor has to look - up the first hop network address , the 
generates the service paths for a service chain accounts for service rule generator also generates the first hop look - up 
one or more criteria , such as ( 1 ) the data message processing rule for the SI pre - processor . 
load on the service nodes ( e.g. , SVMs ) that are candidate 30 Also , in some embodiments , the service rule generator 
service nodes for the service paths , ( 2 ) the number of host 1610 generates for the service nodes service rules that map 
computers crossed by the data messages of a flow as they service chain identifier , service index values and service 
traverse each candidate service path , eto directions to service profiles of the service nodes . To do this , 

The generation of these service paths is further described the service rule generator uses the service chain and service 
in U.S. patent application Ser . No. 16 / 282,802 , now issued 35 path definitions from the storages 1620 and 1624 , as well as 
as U.S. Pat . No. 11,012,351 , which is incorporated herein by the service profile definitions from the service profile storage 
reference . As described in this patent application , some 1607. In some embodiments , the rule distributor forwards 
embodiments identify the service paths to use for a particu- the service node rules to a service node through a service 
lar GVM on a particular host based on one or more metrics , manager of the service node when such a service manager 
such as host crossing count ( indicating how many times a 40 exists . The service profile definitions are also distributed by 
data message traversing the service path crosses hosts ) , a the distributor 1614 to the host computers ( e.g. , to their 
locality count ( indicating how many of the SIRs along this LCPs ) in some embodiments , so that these host computers 
path are located on the local host ) , etc. Other embodiments ( e.g. , the LCPs ) can use these service profiles to configure 
identify service paths ( i.e. , select service nodes for service their service proxies , e.g. , to configure the service proxies to 
paths ) based on other metrics , such as financial and licensing 45 forward received data messages to their service nodes , or to 
metrics . copy the received data messages and forward the copies to 

The service path generator 1612 stores the identity of the their service nodes , while forwarding the original received 
generated service paths in the service path storage 1624 . data messages to their next service node hops or back to their 
This storage in some embodiments associates each service source GVMs when they are the last hops . 
chain identifier to one or more service path identifiers , and 50 In some embodiments , the management and control plane 
for each service path ( i.e. , each SPI ) it provides a list of dynamically modify the service paths for a service chain , 
service instance endpoints that define the service path . Some based on the status of the service nodes of the service paths 
embodiments store the service path definitions in one data and the data message processing loads on these service 
storage , while storing the association between the service nodes as described in U.S. patent application Ser . No. 
chain and its service paths in another data storage . 55 16 / 444,826 filed on Jun . 18 , 2019. The components of FIG . 

The service rule generator 1610 then generates rules for 16 , in some embodiments , are also used to configure logical 
service insertion , next service hop forwarding , and service forwarding elements to use service chains . 
processing from the rules stored in storages 1620 , 1622 and FIG . 17 conceptually illustrates a process 1700 for con 
1624 , and stores these rules in rule storages 1626 , 1628 and figuring logical forwarding elements ( e.g. , virtual routing 
1630 , from where the rule distributor 1614 can retrieve these 60 and forwarding ( VRF ) contexts ) to connect to logical service rules and distribute them to the SI pre - processors , service forwarding planes . Process 1700 , in some embodiments , is 
proxies and service nodes . The distributor 1614 also distrib- performed by a network controller computer to provide 
utes in some embodiments the path definitions from the configuration information to the edge device to configure the 
service path storage 1624. The path definitions in some edge forwarding element to connect to logical service for 
embodiments includes the first hop network address ( e.g. , 65 warding planes . The process begins by identifying ( at 1710 ) 
MAC address ) of the first hop along each path . In some a logical forwarding element to be connected to the logical 
embodiments , the service rule generator 1610 and / or the rule service forwarding plane . The logical forwarding element , in 



US 11,528,219 B2 
43 44 

some embodiments , is a logical router component ( e.g. , an ing operation that is any of : a round robin mechanism , a 
AZG - SR , AZG - DR , VPCG - SR , or VPCG - DR ) . The logical load - based selection operation ( e.g. , selecting a service node 
router components , in some embodiments , are implemented with a lowest current load ) , or a distance - based selection 
as a virtual routing and forwarding ( VRF ) context . operation ( e.g. , selecting a closest service node as measured 

For the identified logical forwarding element , a set of 5 by a selected metric ) . 
services available at the identified logical forwarding ele- Once a service node is selected , the process identifies 
ment is identified ( at 1720 ) . The set of services available at forwarding information associated with the selected service the logical forwarding element , in some embodiments , is node by performing a lookup in forwarding table 1138. The 
defined by an administrator or the controller computer based 
on service insertion rules applicable at the logical forward- 10 service node ( e.g. , an IP address of the VTI ) . The IP address forwarding table 1138 stores forwarding information for the 
ing element . The set of services , in some embodiments , associated with the selected service node , in other embodi defines a set of service nodes ( e.g. , service instances ) that are ments , are stored with the VTI or service node identifier in connected to the logical service forwarding plane to provide 
the set of services . the policy table 1137 and the forwarding table 1138 is 

Once the set of services are identified ( at 1720 ) , the 15 unnecessary . 
process 1700 identifies ( at 1730 ) a logical service forward In some embodiments , selecting a service node for a 
ing plane to connect the logical forwarding element and the forward direction data message flow includes selecting the 
service nodes to provide the identified set of services . The same service node for a reverse direction data message flow . 
logical service forwarding element , in some embodiments , is In such embodiments , forwarding information ( e.g. , the IP 
identified by a service virtual network identifier ( SVNI ) that 20 address of the selected service node ) for each direction is 
is selected from multiple SVNIs used in the logical network . determined at this point . Once the service node has been 
In some embodiments , a set of the service nodes providing selected and the forwarding information has been identified , 
the identified services are connected to multiple logical connection tracker records are created for the forward and 
service forwarding planes identified by multiple SVNIs . The reverse direction flows and are provided to the connection 
different SVNIs , in some embodiments , are used to distin- 25 tracker storage 1121. As discussed below , the connection 
guish traffic for different tenants . tracker record includes the forwarding information ( e.g. , the 

The process 1700 then generates ( at 1740 ) configuration IP address for the interface ) , a service action ( if a service 
data to configure the logical forwarding element to connect action is defined for the data message flow ) , and a service 
to the identified logical service forwarding plane . In some insertion rule identifier for the service insertion rule that was 
embodiments , the configuration data includes an interface 30 identified as matching the attributes of data message 1810 . 
mapping table that maps logical forwarding elements ( e.g. , In some embodiments , the connection tracker record 
VRF contexts ) to interfaces of logical service forwarding includes a service insertion type identifier . In some embodi 
planes . The interface mapping table , in some embodiments , ments a service node state value ( e.g. , SN_gen ) is included 
is used by the logical forwarding elements to identify an in the connection tracker record as described above in 
interface to use to forward data messages to service nodes 35 relation to FIGS . 11 and 14. The information stored in the 
connected to the logical service forwarding plane . connection tracker record is used to process subsequent data 
The process 1700 then determines ( at 1750 ) if additional messages in the forward and reverse data message flows . 

logical forwarding elements need to be configured to con- The data message 1822 along with the forwarding infor 
nect to a logical service forwarding plane . If an additional mation 1821 are then provided to the STL module 1122. The 
logical forwarding element needs to be required , the process 40 forwarding information , in this example , for a data message 
1700 returns to operation 1710 to identify a next logical requiring services provided by a service node accessed 
forward element that requires connection to a logical service through a VPN includes , in some embodiments , a next hop 
forwarding element . If no additional logical forwarding IP address for the virtual tunnel interface and a service 
element needs to be configured , the process 1700 provides insertion type identifier to identify the data message as using 
( at 1760 ) the configuration data to a set of edge devices on 45 a tunneling transport mechanism . 
which the set of identified logical forwarding elements ( e.g. , The service routing processor 1125 as shown routes the 
edge forwarding elements ) is implemented . In some data message to the VTI based on the IP address identified 
embodiments , the configuration data includes service - inser- by the SI pre - processor 1120. In some embodiments , the 
tion data for configuring the logical forwarding element as data message 1831 is provided to the VTI with the original 
described above and also includes service forwarding data 50 source and destination IP addresses as well as an original 
for configuring logical software forwarding elements that data message source and destination port . In other embodi 
implements logical service forwarding planes associated ments , the destination IP address is changed to the IP address 
with the logical forwarding elements implemented by the set of the VTI with the original destination IP address stored in 
of edge devices . a metadata storage of the edge forwarding element to be 
FIG . 18 illustrates a set of operations performed by a set 55 used by the edge forwarding element to restore the destina 

of service insertion layer and service transport layer modules tion IP address of the serviced data message after it is 
1135 called by a service router at either TO or T1 ( e.g. , TX received from the service node . The VTI receives data 
SR 1130 ) for a first data message 1810 in a data message message 1831 and the processing pipeline , in some embodi 
flow that requires services from a service node reachable ments , encrypts and encapsulates the data message to be 
through a tunneling mechanism ( e.g. , a virtual private net- 60 delivered over the VPN as data message 1851. A return data 
work ) . The basic operations for service classification by the message is then received at the VTI and processed as 
SI pre - processor are as described above for FIG . 11. FIG . 18 described above for the return data message of FIG . 11 . 
illustrates that a UUID identifies a virtual tunnel interface FIG . 19 illustrates a set of operations performed by a set 
( VTI ) or other identifier for a service node accessed through of service insertion layer and service transport layer modules 
a VPN . In some embodiments , the UUID is associated with 65 1135 called by a service router at either TO or T1 ( e.g. , TX 
multiple service nodes and a set of selection metrics . The SR 1130 ) for a first data message 1910 in a data message 
selection metrics can be selection metrics for a load balanc- flow that requires services from a service node reachable 
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through a L2 BIW mechanism . The basic operations for interface ( associated with MAC address MAC 1 ) in the BIW 
service classification by the SI pre - processor are interface pair 1126 with the original source and destination 
described above for FIG . 11 . IP addresses but with source and destination MAC addresses 
FIG . 19 illustrates that a UUID identifies a service node of the BIW interface pair 1126 associated with the L2 BIW 

accessed through a L2 BIW transport mechanism . In some 5 service node . The data message is then processed by the L2 
embodiments , the UUID is associated with multiple service service node that returns the serviced data message to the 
nodes and a set of selection metrics . The selection metrics interface in the BIW interface pair identified as the desti 
can be selection metrics for a load balancing operation that nation interface ( associated with MAC address MAC 2 ) . The 
is any of : a round robin mechanism , a load - based selection returned data message is then processed as described above 
operation ( e.g. , selecting a service node with a lowest 10 for the return data message of FIG . 11 . 
current load ) , or a distance - based selection operation ( e.g. , As discussed above , the transport mechanisms , in some 
selecting a closest service node as measured by a selected embodiments , include a tunneling mechanism ( e.g. a virtual 
metric ) . private network ( VPN ) , internet protocol security ( IPSec ) , 

Once a service node is selected , the process identifies etc. ) that connects the edge forwarding element to at least 
forwarding information associated with the selected service 15 one service node through a corresponding set of virtual 
node by performing a lookup in forwarding table 1138. The tunnel interfaces ( VTIs ) . In addition to the VTIs used to 
forwarding table 1138 stores forwarding information for the connect the edge forwarding element to the service nodes , 
service node ( e.g. , a set of dummy IP addresses of interfaces the edge forwarding element uses other VTIs to connect to 
of the TX SR 1130 ) . The dummy IP addresses in some other network elements for which it provides forwarding 
embodiments , are a set of source and destination IP 20 operations . At least one VTI used to connect the edge 
addresses that are associated with first and second virtual forwarding element to other ( i.e. , non - service node ) network 
interfaces ( VIS ) of the BIW pair interfaces 1126 that are each elements is identified to perform a service classification 
connected to the same service node . The dummy IP operation and is configured to perform the service classifi 
addresses associated with the selected service node , in other cation operation for data messages received at the VTI for 
embodiments , are stored with the service node identifier in 25 forwarding . The VTIs connecting the edge forwarding ele 
the policy table 1137 and the forwarding table 1138 is ment to the service nodes , in some embodiments , are not 
unnecessary . configured to perform a service classification operation and 

In some embodiments , selecting a service node for a are instead configured to mark data messages returned to the 
forward direction data message flow includes selecting the edge forwarding element as having been serviced . In other 
same service node for a reverse direction data message flow . 30 embodiments , VTIs connecting the edge forwarding element 
For L2 BIW , the forwarding information for a forward to the service nodes are configured to perform limited 
direction data message flow , in some embodiments , identi- service classification operations using a single default rule 
fies the same dummy IP addresses as for the forward that is applied at the VTI that marks data messages returned 
direction data message flow but identifies the source IP to the edge forwarding element as having been serviced . 
address for the forward direction data message as a desti- 35 For traffic exiting a logical network through a particular 
nation IP address for a reverse direction data message and a VTI , some embodiments perform a service classification 
destination IP address as a source IP address . Once the operation for different data messages to identify different 
service node has been selected and the forwarding informa- VTIs that connect the edge forwarding element to a service 
tion has been identified , connection tracker records are node to provide services required by the data messages . 
created for the forward and reverse direction flows and are 40 Each data message , in some embodiments , is then forwarded 
provided to the connection tracker storage 1121. As dis- to the identified VTI to receive the required service ( e.g. , 
cussed below , the connection tracker record includes the from the service node connected to the edge forwarding 
forwarding information ( e.g. , the dummy IP address for the element through the VTI ) . The identified VTI does not 
destination interface ) , a service action ( if a service action is perform a service classification operation and merely allows 
defined for the data message flow ) , and a service insertion 45 the data message to reach the service node . The service node 
rule identifier for the service insertion rule that was identi- then returns the serviced data message to the edge forward 
fied as matching the attributes of data message 1910. In ing element . In some embodiments , the VTI is not config 
some embodiments , the connection tracker record includes ured to perform the service classification operation and is 
a service insertion type identifier . In some embodiments a instead configured to mark all traffic directed to the edge 
service node state value ( e.g. , BFD_gen ) is included in the 50 forwarding element from the service node as having been 
connection tracker record as described above in relation to serviced . The marked serviced data message is then received 
FIGS . 11 and 14. The information stored in the connection at the edge forwarding element and is forwarded to a 
tracker record is used to process subsequent data messages destination of the data message through the particular VTI . 
in the forward and reverse data message flows . In some embodiments , the particular VTI does not perform 

The data message 1922 along with the forwarding infor- 55 additional service insertion operations because the data 
mation 1921 are then provided to the STL module 1122. The message is marked as having been serviced . 
forwarding information , in this example , for a data message In some embodiments , the service classification operation 
requiring services provided by a service node accessed is implemented separately from a service classification 
through L2 BIW connection includes , in some embodi- operation for non - tunneled traffic received at an uplink 
ments , a set of next hop dummy IP addresses for the virtual 60 interface of the edge forwarding element . The different 
interfaces and a service insertion type identifier to identify implementation , in some embodiments , is due to the fact that 
the data message as using a L2 BIW transport mechanism . the tunneled data messages are received at the uplink 

The STL module 1122 as shown provides the data mes- interface in an encapsulated and encrypted format that , if 
sage to the interface in the BIW paired interfaces 1126 processed by the uplink service classification operation 
identified as a source interface based on the dummy IP 65 would result in an incorrect service classification ( e.g. , an 
address identified by the SI pre - processor 1120. In some incorrect identification of a necessary set of services and 
embodiments , the data message 1932 is provided to source forwarding information for the underlying ( encapsulated ) 
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data message flow ) . Therefore , some embodiments , imple- the data message as serviced ( i.e. , post - SI ) is done at the SI 
ment a service classification operation as part of the VTI classifier sitting between VPN 2006 and availability zone 
datapath after an incoming data message has been decapsu- service router 2010 based on a default rule that is the only 
lated ( and decrypted , if necessary ) or for outgoing data SI rule applied at the SI classifier . In other embodiments , the 
messages before encryption and encapsulation . 5 marking is a part of the processing pipeline configured for 

FIGS . 20A - B and 21A - B conceptually illustrate a data each interface connecting to an L3 service node without a 
message flow through the system described above . FIGS . service classification operation . For this data message the SI 
20A - B conceptually illustrate a data message being sent classifier sitting between the availability zone service router 
from a compute node 2060 in a logical network 2003 ( e.g. , 2010 does not perform a second service classification opera 
logical network A ) implemented in a cloud environment 10 tion based on the data message being marked as serviced and 
2002 to a compute node 2080 in an external datacenter 2001 . the data message is processed ( encapsulated or encrypted 
Compute node 2080 in data center 2001 is connected to the and encapsulated ) for delivery to compute node 2080 over 
logical network using a VPN ( i.e. , a tunneling mechanism ) VPN 2005. In some embodiments in which a tag is used to 
2005 through external network 2004 to the logical network mark the data message as serviced , after the SI classification 
2003. The tunnel , in some embodiments , uses the physical 15 operation is bypassed based on the tag , further pipeline 
interface that is identified as an uplink interface of the edge processing removes the tag . In other embodiments , marking 
device executing an edge forwarding element , but is logi- the data message as serviced is a tag stored in local metadata 
cally identified as a separate interface of the edge forwarding associated with the data message and is deleted once the data 
element . For the sake of conceptual clarity , the different message has completed processing for delivery to an exter 
logical interfaces and associated service classification opera- 20 nal network at the availability zone service router 2010 . 
tions are presented to represent the logical structure of the FIGS . 21A - B conceptually illustrate a data message being 
network . Additionally , internal elements of data center 2001 sent from a compute node 2080 in an external datacenter 
beyond the tunnel endpoint and destination compute node 2001 to a compute node 2060 in a logical network 2103 
2080 are also omitted for clarity . ( e.g. , logical network A ) implemented in a cloud environ 

The communication from compute node 2060 to 2080 25 ment 2002. The components of FIGS . 20A - B and 21A - B are 
begins with standard logical processing through the ele- the same and if the data message sent in FIGS . 20A - B is 
ments of logical network 2003. Accordingly , the compute considered a forward direction data message flow , then the 
node 2060 provides the data message to tenant distributed data message sent in FIGS . 21A - B can be considered a 
router 2040 using logical switch 2050. In some embodi- reverse direction data message flow . The communication 
ments , both the logical switch 2050 and the tenant distrib- 30 begins by having the compute node 2080 send a data 
uted router 2040 are implemented by a local managed message to the tunnel endpoint in data center 2001 that 
forwarding element on a same host as compute node 2060 . connects to the VPN 2005 ( again ignoring the internal 
VPC distributed router 2040 in turn routes the data message components of data center 2001 ) . The data message is 
to VPC service router 2030 using , in some embodiments , a encapsulated ( or encrypted and encapsulated ) and is sent 
transit logical switch ( not shown ) as described in relation to 35 over external network 2004 using VPN 2005. The data 
FIGS . 4-6 . The VPC service router 2030 routes the data message is then logically processed to arrive at the VTI and 
message to availability zone distributed router 2020. As to undergo a processing pipeline of the VTI . The data 
described above , VPC service router 2030 , in some embodi- message is unencapsulated and , if necessary , decrypted at 
ments , executes on a first edge device that also implements which point the SI classifier 2007 performs a service clas 
the availability zone distributed router 2020 and , in other 40 sification operation to determine if any service is required 
embodiments , executes on a same edge device as availabil for the data message . 
ity zone service router 2010. The availability zone distrib- The SI classifier 2007 determines that , based on a service 
uted router 2020 in turn routes the data message to avail- insertion rule applied at the VTI , the data message requires 
ability zone service router 2010 using , in a service that is provided by L3 service node 2070. The SI 
embodiments , a transit logical switch ( not shown ) as 45 classifier identifies the VTI associated with VPN 2006 as the 
described in relation to FIGS . 4-6 . next hop towards the L3 service node 2070 and sends the 

The availability zone service router 2010 then routes the data message for processing . The SI classifier sitting 
data message to the VTI as the next hop for the data between the availability zone service router 2010 and VPN 
message . As part of the VTI processing pipeline , an SI 2006 does not perform service classification operations on 
classifier 2007 ( e.g. , a VTI - SI classifier ) performs a service 50 service insertion traffic and the data message arrives at the 
classification operation before encryption and encapsulation L3 service node 2070 which performs a service on the data 
that , based on a service insertion rule applied at the VTI , message . 
identifies that the data message requires a service that is FIG . 21B illustrates the serviced data message being 
provided by L3 service node 2070 that sits outside of the returned to the availability zone service router 2010 to be 
logical network 2003. The SI classifier identifies the VTI 55 routed to the destination compute node 2060 through the 
associated with VPN 2006 as the next hop towards the L3 elements of logical network 2103. Although shown as post 
service node 2070 and sends the data message for process- service insertion traffic from the L3 service node 2070 , in 
ing . The SI classifier sitting between the availability zone some embodiments , marking the data message as serviced 
service router 2010 and VPN 2006 does not perform service ( i.e. , post - SI ) is done at the SI classifier sitting between VPN 
classification operations on service insertion traffic and the 60 2006 and availability zone service router 2010 based on a 
data message arrives at the L3 service node 2070 which default rule that is the only SI rule applied at the SI classifier . 
performs a service on the data message . In other embodiments , the marking is a part of the process 
FIG . 20B illustrates the serviced data message being ing pipeline configured for each interface connecting to an 

returned to the availability zone service router 2010 to be L3 service node without a service classification operation . In 
routed to the destination compute node 2080 over VPN 65 some embodiments in which a tag is used to mark the data 
2005. Although shown as post - service insertion traffic from message as serviced , the availability zone service router 
the L3 service node 2070 , in some embodiments , marking 2010 processing removes the tag before forwarding the data 

some 
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message to the availability zone distributed router 2020. As cation , the service classifier at the second uplink interface 
discussed below in relation to FIG . 31 , some embodiments does not provide an additional service classification opera 
require the serviced tag to cross logical router boundaries to tion , and the data message is forwarded to the destination . As 
avoid redundant service classification operations at a VPC discussed above , in some embodiments using a tag to 
service router . In other embodiments , marking the data 5 identify the data message as a serviced data message , the tag 
message as serviced is a tag stored in local metadata is removed before the data message is sent over the uplink 
associated with the data message and is deleted once the data interface . 
message has completed processing for delivery to the next FIG . 23 conceptually illustrates a second method for 
hop router component ( e.g. , the availability zone distributed providing services for data messages at an uplink interface 
router 2020 ) . The data is then delivered to the compute node 10 in a set of uplink interfaces . In some embodiments , the data 
2060 through the logical network including VPC service message is received from a source in the external network 
router 2030 , VPC distributed router 2040 , and logical switch 2004 and is destined for a destination in the external network 
2050 . 2004 , but requires services provided at the edge forwarding 
FIG . 22 conceptually illustrates a first method for provid- element of the logical network 2203. The services in the 

ing services for data messages at an uplink interface in a set 15 embodiment depicted in FIG . 23 are provided by service 
of uplink interfaces . In some embodiments , the data message chain service nodes 2270a - c using a logical service forward 
is received from a source in the external network 2004 and ing plane transport mechanism ( e.g. , logical service for 
is destined for a destination in the external network 2004 , warding element 2209 ) . One of ordinary skill in the art will 
but requires services provided at the edge forwarding ele- understand that alternative transport mechanisms are used in 
ment of the logical network 2203. The services in the 20 other embodiments . In the depicted embodiment , a data 
embodiment depicted in FIG . 22 are provided by service message arrives at a first uplink interface with an external 
chain service nodes 2270a - c using a logical service forward- network 2004 , and a service classification operation at SI 
ing plane transport mechanism ( e.g. , logical service for- classifier 2007 fails to identify any required set of services 
warding element 2209 ) . One of ordinary skill in the art will as the service classification rule is defined only for data 
understand that alternative transport mechanisms are used in 25 messages received ( in either ingress or egress directions ) for 
other embodiments . In the depicted embodiment , a data the second uplink interface . So , in this embodiment , the SI 
message arrives at a first uplink interface with an external classifier for the first uplink interface provides the data 
network 2004 , and a service classification operation occurs message to availability zone service router 2010 with no 
at SI classifier 2007 that determines , based on a service service insertion forwarding information . The availability 
insertion rule that applies to the data message received at the 30 zone service router 2010 routes the data message to the 
uplink interface , that a set of services is required and second uplink interface based on a destination IP address of 
identifies forwarding information ( e.g. , SPI , next hop MAC , the data message and the SI classifier of the second uplink 
etc. as described above ) access the required set of interface determines , based on a service insertion rule that 
services . applies to the data message received at the second uplink 
The service classification operation , in the illustrated 35 interface , that a set of services is required and identifies 

embodiment is provided before a routing operation of the forwarding information ( e.g. , SPI , next hop MAC , etc. as 
availability zone service router 2010. Based on the identified described above ) to access the required set of services . The 
forwarding information , the availability zone service router rest of the data message processing proceeds as in FIG . 22 
2010 provides the data message to service chain service above . 
node 2270a to provide a first service to the data message and 40 FIG . 24 conceptually illustrates a logical network 2203 
pass the data message along to a next hop in a service path that provides service classification operations at multiple 
( i.e. , service chain service node 2270b ) . In some embodi- routers of the logical network . As in FIG . 22 , a first service 
ments , the availability zone service router 2010 identifies a classification operation performed before the availability 
service chain service node functionality provided by the zone service router 2010 identifies a set of services required 
availability zone service router 2010 as a first hop that then 45 by the data message . In this example , the set of services 
routes the data message to the service chain service node includes services provided by the service chain service 
2270a . In either embodiment , after receiving the data mes- nodes 2270a and 22706. The availability zone service router 
sage from service chain service node 2270a , service chain 2010 router provides the data message to service chain 
service node 2270b provides a next service in the service service node 2270a as described above , which provides the 
chain and provides the data message to service chain service 50 service and provides the serviced data message to the service 
node 2270c to provide an additional service and to identify chain service node 2270b which provides an additional 
the service chain service node functionality provided by the service and returns the data message to the availability zone 
availability zone service router 2010 as the last hop in the service router 2010. In the illustrated embodiment , the 
service path . Each data message sent between service chain availability zone service router 2010 removes a tag identi 
service nodes ( e.g. , SVMs ) uses the logical service forward- 55 fying the data message as a serviced data message and 
ing element 2209 and , in some embodiments , involves forwards the data message to VPC service router 2030 
service proxies and service transport layer modules not ( through availability zone distributed router 2020 ) . 
shown here for the sake of clarity . The use of service proxies Prior to being routed by VPC service router 2030 , SI 
and service transport layer modules are described in more classifier 2007 associated with the VPC service router 2030 
detail above in relation to FIG . 11 and in related U.S. patent 60 performs a service classification operation that determines , 
application Ser . No. 16 / 444,826 . based on a service insertion rule that applies to the data 

The serviced data message is then routed to a destination message received at the VPC service router 2030 uplink 
in the external network 2004 by the availability zone service interface , that a set of services is required and identifies 
router 2010. The routing identifies a second uplink interface forwarding information ( e.g. , SPI , next hop MAC , etc. as 
with the external network 2004 and provides the serviced 65 described above ) to access the required set of services . The 
data message with a tag or metadata identifying the data data message is provided to the VPC service router 2030 
message as a serviced data message . Based on the identifi- which uses the forwarding information to provide the data 
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message to service chain service node 2270c which returns different tenants , the data message traffic for each tenant is 
the serviced data message to the VPC service router 2030 . kept separate by using different logical service forwarding 
The VPC service router 2030 then routes the serviced data planes 2709a and 2709b . As in FIG . 26 , the service chain 
message to the destination compute node 2060 . service nodes 2770d - g are shared by availability zone ser 

FIG . 25 conceptually illustrates an edge forwarding ele- 5 vice router 2010 and VPC service router 2630 of Tenant 3 . 
ment ( AZG service router 2010 ) connected to service nodes However , in FIG . 27 the availability zone service router 
2570a - e using multiple transport mechanisms . Logical net- 2010 has a second logical service forwarding plane 2709d to 
work 2503 includes the same logical edge forwarding ele- which it connects that is not shared by a VPC service router 
ments as FIGS . 20A - B : availability zone service router 2630. As discussed below in relation to FIGS . 30 and 31 
2010 , availability zone distributed router 2020 , VPC service 10 below , the service chain service nodes 2770h - j , in some 
router 2030 , and VPC distributed router 2040. In some embodiments , are accessible to the VPC service router 2630 
embodiments , the different router components are each of Tenant 3 if the availability zone service router 2010 is 
defined as a separate VRF context . Dashed and dotted line configured to provide a L3 routing service as a service chain 
boxes in FIG . 25 indicate edge devices that implement service node . 
different edge forwarding element components . In the illus- 15 FIG . 28 conceptually illustrates a process for accessing 
trated embodiment , different edge devices implement avail- services provided at an availability zone edge forwarding 
ability zone and VPC service routers , however the avail- element from a VPC edge forwarding element . Process 
ability zone distributed router is implemented by both an 2800 , in some embodiments , is performed by a VPC edge 
availability zone edge device and a VPC edge device for forwarding element ( e.g. , a VPC service router ) . In some 
ingress and egress data messages respectively , as explained 20 embodiments , the process is performed by a service classi 
in relation to FIG . 10. Similarly , VPC distributed router fication operation of the VPC edge forwarding element . The 
2040 is implemented by both the VPC edge device and the process 2800 begins by receiving ( at 2810 ) a data message 
hosts for ingress and egress data messages respectively . As at an uplink interface of the VPC service router . In some 
shown , availability zone service router 2010 connects to ( 1 ) embodiments , the data message is received from the VPC 
a set of service chain service nodes 2570a - c over a logical 25 service router after a routing operation of the VPC service 
service forwarding plane ( or logical service plane ( LSP ) router , while in other embodiments , the data message is 
2509 through a service link 2508 , ( 2 ) a set of L3 service received from an availability zone distributed router . 
nodes 2570d through a set of VPNs 2505 , and ( 3 ) a set of L2 The service classification operation determines ( at 2820 ) 
BIW service nodes 2570e through a set of interfaces . The that the data message requires a service provided at the 
availability zone service router 2010 uses the service nodes 30 availability zone service router . In some embodiments , the 
to provide services as described above in relation to FIGS . service classification operation performs the operations of 
11 , 12 , 18 , and 19. Because different data messages require process 100 to determine that the data message requires the 
different services provided by different types of service service and to identify ( at 2830 ) forwarding data for the data 
nodes , some embodiments provide services using multiple message . The forwarding information identified for the data 
service transport mechanisms to access the different types of 35 message , in some embodiments , includes service metadata 
service nodes as shown in FIG . 25 . ( SMD ) used to send the data message over a logical service 
FIGS . 26 and 27 conceptually illustrate logical networks forwarding plane to the availability zone service router and 

in which multiple logical service forwarding planes are additional service metadata for directing the availability 
configured for different service routers . FIG . 26 illustrates a zone service router to redirect the data message to a par 
logical network 2603 including three VPC service routers 40 ticular service node or set of service nodes . In some embodi 
2630 belonging to two different tenants . Logical network ments , the additional service metadata takes the form of 
2603 also illustrates three logical service forwarding planes arguments of a function call to a function exposed at the 
2609a - c connected to the VPC service routers 2630 one of availability zone service router . 
which ( 2609c ) also connects to an availability zone service The data message is then sent ( at 2840 ) to the availability 
router 2010. The different logical service forwarding planes 45 zone service router over the logical service forwarding plane 
2609a - c connect to different sets of service chain service along with the service metadata identifying the required 
nodes . In the embodiment of FIG . 26 , the service chain additional services . FIG . 29 conceptually illustrates a pro 
service nodes 2670a - c are used by VPC service routers 2630 cess 2900 for the availability zone service router to perform 
of Tenant 1 while the service chain service nodes 2670d - g when it receives a data message from the VPC service router 
are shared by availability zone service router 2010 and VPC 50 as part of process 2800. Process 2900 begins by receiving ( at 
service router 2630 of Tenant 2 . 2910 ) the data message sent ( at 2840 ) from the VPC service 
FIG . 27 illustrates a logical network 2703 including three router to be serviced . The data message is received over the 

VPC service routers 2630 belonging to three different ten- logical service forwarding plane at a service link of the 
ants . Logical network 2703 also illustrates four logical availability zone service router . 
service forwarding planes 2709a - c connected to the VPC 55 Once the data message is received by the availability zone 
service routers 2630 one of which ( 2709c ) also connects to service router , the availability zone service router deter 
an availability zone service router 2010 and a logical service mines ( at 2920 ) that the data message requires a routing 
forwarding plane 2709d that is a second logical service service to at least one additional service node . In some 
forwarding plane that connects only to the availability zone embodiments , the determination is made based on the addi 
service router 2010. Logical service forwarding planes 60 tional metadata provided by the VPC service router , while in 
2709a and 2709b connect to a common set of service chain other embodiments , the determination is made based on an 
service nodes ( 2770a - c ) while logical service forwarding argument of a function call to a function ( e.g. , an API ) made 
planes 2709c and 2709d connect to distinct sets of service available at the availability zone service router . 
chain service nodes . In the embodiment of FIG . 27 , the Once the determination that the data message requires a 
service chain service nodes 2770a - c are used by VPC 65 routing service to at least one additional service node is 
service routers 2630 of both Tenant 1 and Tenant 2. While made ( at 2920 ) , the availability zone service router provides 
the shared service chain nodes 2770a - c are used by two ( at 2930 ) the service based on the received metadata . In 
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some embodiments , the service is provided by the service 3009. In some embodiments , the connection to the AZG 
node functionality of the service router and the service is service router 2010 is mediated by a service proxy imple 
provided without redirection . In other embodiments , the mented by the AZG service router 2010 to comply with 
service is provided by a set of service nodes reachable industry standard service insertion protocols . 
through one of the transport mechanisms described above 5 FIG . 31 conceptually illustrates a VPC service router 
and the data message is redirected to the service node using 3030 processing a data message sent from an external 
the appropriate transport mechanism . Once the data message network 2004 to a compute node 3060. The data message is 
is redirected to the service node , the process proceeds much processed through the availability zone service router 2010 
like the process of FIG . 11 , 12 , 18 , or 19 depending on the and the availability zone distributed router 2020 before 
transport mechanism used to redirect the data message . 10 encountering a SI classifier 2007 that determines , as 

The serviced data message is received at the availability described above in relation to FIG . 28 , that the data message 
zone service router ( at 2940 ) and is marked as a serviced should be sent to the availability zone service router 2010 for 
data message . As mentioned above , in this embodiment , an having a service provided by L3 service node 3070. The data 
identification of the data message as being serviced must be message is then returned to the availability zone service 
carried through the availability zone service router and 15 router 2010 and routed to compute node 3060. In routing the 
distributed router so that the SI classifier of the VPC service data message to the compute node 3060 , the data message 
router does not apply the same service insertion rule and traverses the SI classifier 2007 , but no service classification 
redirect the data message to the same destination and get operation is performed because the serviced data message is 
stuck in a loop . In embodiments in which the availability identified as a serviced data message that does not require a 
zone service router and the VPC service router are imple- 20 service classification operation . The data message is then 
mented in a same edge device , metadata identifying the data processed through the VPC service router 3030 , the VPC 
message as serviced is stored in a shared metadata storage distributed router 3040 , and the logical switch 3050 and 
that is used by the VPC service router SI classifier to identify delivered to the destination compute node 3060 . 
a data message as serviced . Some embodiments facilitate the provision of a service 

The data message is then routed ( at 2950 ) to the destina- 25 reachable at a virtual internet protocol ( VIP ) address . The 
tion . In some embodiments , the data message is routed to an VIP address is used by clients to access a set of service nodes 
external destination or a VPC service router that is different in the logical network . In some embodiments , data messages 
than the VPC service router without being returned to the from client machines to the VIP are directed to an edge 
VPC service router that sent the data message to the avail- forwarding element at which the data messages are redi 
ability zone service router . In other embodiments , for data 30 rected to a load balancer that load balances among the set of 
messages that were originally destined to a compute node in service nodes to select a service node to provide a service 
the network segment reached through the VPC service requested by the client machine . The load balancer , in some 

uter ( e.g. , a southbound data message ) the data message is embodiments , does not change the source IP address of the 
routed to the VPC service router from which the data data message received from the client machine so that the 
message was received . After routing the data message , the 35 service node receives a data message to be serviced that 
process 2900 ends . In an embodiment in which the data identifies the client machine IP address as a source IP 
message is routed towards the VPC service router from address . The service node services the data message and 
which the data message was received , the process 2800 sends the serviced data message to the client machine using 
receives ( at 2850 ) the serviced data message identified as a the IP address of the service node as a source IP address and 
serviced data message and the SI classifier does not perform 40 the IP address of the client node as the destination IP 
a service classification operation based on the marking . The address . Because the client sent the original address to the 
data message is then received at the VPC service router and VIP address , the client will not recognize the source IP 
is routed to the data message's destination . address of the serviced data message as being a response to 
FIG . 30 conceptually illustrates a VPC service router the request sent to the VIP address and the serviced data 

3030 processing a data message sent from a first compute 45 message will not be processed appropriately ( e.g. , it will be 
node 3060a to a second compute node 3060b in a second dropped , or not associated with the original request ) . 
network segment served by a second VPC service router Facilitating the provision of the service , in some embodi 
3030. The data message is processed through the logical ments , includes returning the serviced data message to the 
switch 3050 connected to the source compute node 3060a , load balancer to track the state of the connection using the 
the VPC distributed router 3040 , and the VPC service router 50 service logical forwarding element . To use the service 
3030 before encountering a SI classifier 2007 that deter- logical forwarding element , some embodiments configure an 
mines , as described above in relation to FIG . 28 , that the data egress datapath of the service nodes to intercept the serviced 
message should be sent to the availability zone service data message before being forwarded to a logical forwarding 
router 2010 for having a service provided by L3 service node element in the datapath from the client to the service node , 
3070. The data message is then sent over the logical service 55 and determine if the serviced data message requires routing 
forwarding plane to the availability zone service router 2010 by the routing service provided as a service by the edge 
which redirects the direction to the identified service node forwarding element . If the data message requires routing by 
( e.g. , L3 service node 3070 ) . The data message is then the routing service ( e.g. , for serviced data messages ) , the 
returned to the availability zone service router 2010 and serviced data message is forwarded to the edge forwarding 
routed to compute node 3060b as described above . 60 element over the service logical forwarding element . In 

In some embodiments , sending the data message to the some embodiments , the serviced data message is provided to 
availability zone service router 2010 using the logical ser- the edge forwarding element along with the VIP associated 
vice forwarding plane includes sending the data message with the service , in other embodiments , the edge forwarding 
through a layer 2 interface 3005 of a software switch element determines the VIP based on a port used to send the 
executing on the same device as the service router . The 65 data message over the service logical forwarding element . 
software switch is used to implement the logical service The VIP is used by the edge forwarding element to identify 
forwarding element ( e.g. , LSFE 801 ) represented by LSP the load balancer associated with the serviced data message . 
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The serviced data message is then forwarded to the load that together implement a software invention described here 
balancer for the load balancer to maintain state information is within the scope of the invention . In some embodiments , 
for the connection to which the data message belongs and the software programs , when installed to operate on one or 
modify the data message to identify the VIP as the source more electronic systems , define one or more specific 
address for forwarding to the client . 5 machine implementations that execute and perform the 
FIGS . 32A - B illustrate a set of data messages for provid- operations of the software programs . 

ing a service addressable at a VIP to a client served by a FIG . 33 conceptually illustrates a computer system 3300 
same virtual private cloud gateway ( e.g. , a VPCG service with which some embodiments of the invention are imple 
and distributed router ) . FIG . 32A illustrates a logical net- mented . The computer system 3300 can be used to imple 
work 3203 including two logical switches 3250a and 3250b 10 ment any of the above - described hosts , controllers , and 
serviced by a same VPC service router 3230. Logical switch managers . As such , it can be used to execute any of the 
3250a connects to a set of guest virtual machines ( GVMs ) above described processes . This computer system includes 
3261-3263 that provide a service reachable at a virtual IP various types of non - transitory machine readable media and 
( VIP ) address . In some embodiments , the GVMs provide interfaces for various other types of machine readable 
content instead of providing a service . Logical switch 3250b 15 media . Computer system 3300 includes a bus 3305 , pro 
connects to client 3290 that accesses the services available cessing unit ( s ) 3310 , a system memory 3325 , a read - only 
at the VIP . FIG . 32A illustrates a first data message sent from memory 3330 , a permanent storage device 3335 , input 
the client 3290 to the VIP address . The data message is devices 3340 , and output devices 3345 . 
forwarded to the VPC service router 3230 which identifies The bus 3305 collectively represents all system , periph 
a load balancer 3271 as the next hop for the VIP address . The 20 eral , and chipset buses that communicatively connect the 
load balancer 3271 then performs a load balancing operation numerous internal devices of the computer system 3300. For 
to select a GVM 3261 from the set of GVMs 3261-3263 . The instance , the bus 3305 communicatively connects the pro 
load balancer 3271 changes the destination IP address from cessing unit ( s ) 3310 with the read - only memory 3330 , the 
the VIP to the IP address of the selected GVM 3261 . system memory 3325 , and the permanent storage device 
FIG . 32B illustrates the GVM 3261 returning the serviced 25 3335 . 

data message to the client device 3290. The serviced data From these various memory units , the processing unit ( s ) 
message is intercepted at a service insertion ( SI ) pre - pro- 3310 retrieve instructions to execute and data to process in 
cessor as described in U.S. patent application Ser . No. order to execute the processes of the invention . The pro 
16 / 444,826 that redirects the data message over the logical cessing unit ( s ) may be a single processor or a multi - core 
service forwarding plane 3209 to the VPC service router . In 30 processor in different embodiments . The read - only - memory 
some embodiments , the pre - processor is configured to redi- ( ROM ) 3330 stores static data and instructions that are 
rect all data messages over the logical service forwarding needed by the processing unit ( s ) 3310 and other modules of 
plane to the VPC service router . The serviced data message , the computer system . The permanent storage device 3335 , 
in some embodiments , is sent to the VPC service router on the other hand , is a read - and - write memory device . This 
along with metadata identifying the VIP to which the data 35 device is a non - volatile memory unit that stores instructions 
message was originally sent . In other embodiments , the VPC and data even when the computer system 3300 is off . Some 
service router identifies a destination for the data message embodiments of the invention use a mass - storage device 
based on attributes of the data messages ( e.g. , a port , or ( such as a magnetic or optical disk and its corresponding 
source address ) . The VPC service router 3230 routes the data disk drive ) as the permanent storage device 3335 . 
message to the load balancer 3271. The load balancer 3271 , 40 Other embodiments use a removable storage device ( such 
in some embodiments , stores state information for the data as a flash drive , etc. ) as the permanent storage device . Like 
message flow which it uses to update a source IP Address to the permanent storage device 3335 , the system memory 
be the VIP address and send the data message to the client 3325 is a read - and - write memory device . However , unlike 
3290 with a source IP address that is recognized by the client storage device 3335 , the system memory is a volatile read 

45 and - write memory , such a random access memory . The 
Many of the above - described features and applications are system memory stores some of the instructions and data that 

implemented as software processes that are specified as a set the processor needs at runtime . In some embodiments , the 
of instructions recorded on a computer readable storage invention's processes are stored in the system memory 3325 , 
medium ( also referred to as computer readable medium ) . the permanent storage device 3335 , and / or the read - only 
When these instructions are executed by one or more 50 memory 3330. From these various memory units , the pro 
processing unit ( s ) ( e.g. , one or more processors , cores of cessing unit ( s ) 3310 retrieve instructions to execute and data 
processors , or other processing units ) , they cause the pro- to process in order to execute the processes of some embodi 
cessing unit ( s ) to perform the actions indicated in the ments . 
instructions . Examples of computer readable media include , The bus 3305 also connects to the input and output 
but are not limited to , CD - ROMs , flash drives , RAM chips , 55 devices 3340 and 3345. The input devices enable the user to 
hard drives , EPROMs , etc. The computer readable media communicate information and select commands to the com 
does not include carrier waves and electronic signals passing puter system . The input devices 3340 include alphanumeric 
wirelessly or over wired connections . keyboards and pointing devices ( also called " cursor control 

In this specification , the term “ software ” is meant to devices ” ) . The output devices 3345 display images gener 
include firmware residing in read - only memory or applica- 60 ated by the computer system . The output devices include 
tions stored in magnetic storage , which can be read into printers and display devices , such as cathode ray tubes 
memory for processing by a processor . Also , in some ( CRT ) or liquid crystal displays ( LCD ) . Some embodiments 
embodiments , multiple software inventions can be imple- include devices such as a touchscreen that function as both 
mented as sub - parts of a larger program while remaining input and output devices . 
distinct software inventions . In some embodiments , multiple 65 Finally , as shown in FIG . 33 , bus 3305 also couples 
software inventions can also be implemented as separate computer system 3300 to a network 3365 through a network 
programs . Finally , any combination of separate programs adapter ( not shown ) . In this manner , the computer can be a 
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part of a network of computers ( such as a local area network a by performing an exact match based on the SPI / SI values . 
( “ LAN ” ) , a wide area network ( “ WAN ” ) , or an Intranet , or However , some of the inventions described herein can be 
a network of networks , such as the Internet . Any or all implemented by having the service insertion pre - processor 
components of computer system 3300 may be used in embed all the service hop identifiers ( e.g. , service hop MAC 
conjunction with the invention . 5 addresses ) as the data message's service attribute set and / or 
Some embodiments include electronic components , such in the data message's encapsulating service header . 

as microprocessors , storage and memory that store computer In addition , some embodiments decrement the SI value 
program instructions in a machine - readable or computer- differently ( e.g. , at different times ) than the approaches 
readable medium ( alternatively referred to as computer- described above . Also , instead of performing the next hop 
readable storage media , machine - readable media , or 10 lookup just based on the SPI and SI values , some embodi 
machine - readable storage media ) . Some examples of such ments perform this lookup based on the SPI , SI and service 
computer - readable media include RAM , ROM , read - only direction values as these embodiments use a common SPI 
compact discs ( CD - ROM ) , recordable compact discs ( CD- value for both the forward and reverse directions of data 
R ) , rewritable compact discs ( CD - RW ) , read - only digital messages flowing between two machines . 
versatile discs ( e.g. , DVD - ROM , dual - layer DVD - ROM ) , a 15 The above - described methodology is used in some 
variety of recordable / rewritable DVDs ( e.g. , DVD - RAM , embodiments to express path information in single tenant 
DVD - RW , DVD + RW , etc. ) , flash memory ( e.g. , SD cards , environments . Thus , one of ordinary skill will realize that 
mini - SD cards , micro - SD cards , etc. ) , magnetic and / or solid some embodiments of the invention are equally applicable to 
state hard drives , read - only and recordable Blu - Ray® discs , single tenant datacenters . Conversely , in some embodi 
ultra - density optical discs , and any other optical or magnetic 20 ments , the above - described methodology is used to carry 
media . The computer - readable media may store a computer path information across different datacenters of different 
program that is executable by at least one processing unit datacenter providers when one entity ( e.g. , one corporation ) 
and includes sets of instructions for performing various is a tenant in multiple different datacenters of different 
operations . Examples of computer programs or computer providers . In these embodiments , the tenant identifiers that 
code include machine code , such as is produced by a 25 are embedded in the tunnel headers have to be unique across 
compiler , and files including higher - level code that are the datacenters , or have to be translated when they traverse 
executed by a computer , an electronic component , or a from one datacenter to the next . Thus , one of ordinary skill 
microprocessor using an interpreter . in the art would understand that the invention is not to be 

While the above discussion primarily refers to micropro- limited by the foregoing illustrative details , but rather is to 
cessor or multi - core processors that execute software , some 30 be defined by the appended claims 
embodiments are performed by one or more integrated 
circuits , such as application specific integrated circuits We claim : 
( ASICs ) or field programmable gate arrays ( FPGAs ) . In 1. For a logical router comprising a plurality of virtual 
some embodiments , such integrated circuits execute instruc- interfaces , a method of performing service insertion opera 
tions that are stored on the circuit itself . 35 tions at a set of two or more of the virtual interfaces to 
As used in this specification , the terms “ computer ” , identify stateful services to perform for data messages 

“ server ” , “ processor ” , and “ memory ” all refer to electronic received at the set of virtual interfaces , the method com 
or other technological devices . These terms exclude people prising : 
or groups of people . For the purposes of the specification , for each service insertion operation associated with a 
the terms display or displaying means displaying on an 40 service rule applied to a received data message in a data 
electronic device . As used in this specification , the terms message flow : 
" computer readable medium , " " computer readable media , ” storing , for a first data message of each particular flow 
and “ machine readable medium ” are entirely restricted to in a plurality of flows , a connection record in a 
tangible , physical objects that store information in a form connection tracking storage to identify a set of 
that is readable by a computer . These terms exclude any 45 services to perform on data messages of the particu 
wireless signals , wired download signals , and any other lar flow , said connection record specifying an iden 
ephemeral or transitory signals . tifier for the particular flow , an identifier for a 

While the invention has been described with reference to particular service rule , and an identifier for the set of 
numerous specific details , one of ordinary skill in the art will services ; and 
recognize that the invention can be embodied in other 50 for subsequent data messages of each particular flow 
specific forms without departing from the spirit of the received at a particular interface : 
invention . For instance , several figures conceptually illus retrieving the service rule identifier from the stored 
trate processes . The specific operations of these processes connection record for the particular flow ; and 
may not be performed in the exact order shown and selecting the set of services identified by the 
described . The specific operations may not be performed in 55 retrieved service rule for the subsequent data 
one continuous series of operations , and different specific messages only if the retrieved service rule identi 
operations may be performed in different embodiments . fier is a rule identifier that has been specified as 
Furthermore , the process could be implemented using sev being associated with the particular interface , 
eral sub - processes , or as part of a larger macro process . wherein a first data message of a first data message flow 
Even though the service insertion rules in several of the 60 is received at a first interface at which a retrieved , 

above - described examples provide service chain identifiers , first service rule applies , and at least one subsequent 
some of the inventions described herein can be implemented second data message in the first data message flow is 
by having a service insertion rule provide the service iden received at a second interface and the set of services 
tifiers ( e.g. , SPIs ) of the different services specified by the identified by the retrieved , first service rule for the 
service insertion rule . Similarly , several of the above - de- 65 subsequent data message is applied because the 
scribed embodiments perform distributed service routing retrieved , first service rule identifier is associated 
that relies at each service hop identifying a next service hop with the second interface , 
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wherein the logical router executes at a boundary between retrieving the service rule identifier from the stored 
a logical network and an external network , and the first connection record for the particular flow ; and 
and second data messages are received at first and selecting the set of services identified by the 
second uplink interfaces of the logical router that retrieved service rule for the subsequent data 
connect to the external network . messages only if the retrieved service rule identi 

2. The method of claim 1 further comprising , if the fier is a rule identifier that has been specified as 
being associated with the particular interface , retrieved service rule identifier for a subsequent received wherein a first data message of a first data message flow data message is a rule identifier that has not been specified is received at a first interface at which a retrieved , 

as being associated with the particular interface : first service rule applies , and at least one subsequent 
performing a service classification operation to identify a second data message in the first data message flow is 

service rule applicable to the subsequent received data received at a second interface and the set of services 
message ; and identified by the retrieved , first service rule for the 

selecting , for the received subsequent data message , an subsequent data message is applied because the 
action identified by the identified applicable service retrieved , first service rule identifier is associated 

with the second interface , rule . 
3. The method of claim 2 , wherein at least one service rule wherein the logical router executes at a boundary between 

identifier is specified as not being associated with a set of a logical network and an external network , and the first 
interfaces connected to a set of service machines that pro and second data messages are received at first and 
vide the set of services identified by the service rule iden second uplink interfaces of the logical router that 
tifier . connect to the external network . 

4. The method of claim 3 , wherein the action identified by 10. The non - transitory machine readable medium of claim 
the identified applicable service rule is a marking action that 9 , the program further comprising sets of instructions for : 
marks the data message as having been provided a set of if the retrieved service rule identifier for a subsequent 
services by a set of service machines connected to the received data message is a rule identifier that has not 
particular interface . been specified as being associated with the particular 

5. The method of claim 1 , wherein the rule identifier is interface : 

specified as being associated with the particular interface performing a service classification operation to identify 
when the identified service rule applies at the particular a service rule applicable to the subsequent received 
interface . data message ; and 

6. The method of claim 5 , wherein the service rule selecting , for the received subsequent data message , an 
identifier points to a storage structure that stores a list of action identified by the identified applicable service 

rule . interfaces at which the identified service rule applies . 
7. The method of claim 1 , wherein the first and second 11. The non - transitory machine readable medium of claim 

interfaces are selected by a router in the external network 10 , wherein at least one service rule identifier is specified as 
based on a load balancing operation . not being associated with a set of interfaces connected to a 

8. The method of claim 7 , wherein the load balancing set of service machines that provide the set of services 
operation is an equal cost multipathing ( ECMP ) operation . identified by the service rule identifier . 

9. A non - transitory machine readable medium storing a 12. The non - transitory machine readable medium of claim 
for a logical router comprising a plurality of virtual 40 service rule is a marking action that marks the data message 11 , wherein the action identified by the identified applicable program 

interfaces , the program further for performing service inser 
tion operations at a set of two or more of the virtual as having been provided a set of services by a set of service 
interfaces to identify stateful services to perform for data machines connected to the particular interface . 
messages received at the set of virtual interfaces , the pro 13. The non - transitory machine readable medium of claim 
gram for execution by a set of processing units and com 9 , wherein the rule identifier is specified as being associated 
prising sets of instructions for : with the particular interface when the identified service rule 

for each service insertion operation associated with a applies at the particular interface . 
service rule applied to a received data message in a data 14. The non - transitory machine readable medium of claim 

13 , wherein the service rule identifier points to a storage 
structure that stores a list of interfaces at which the identified storing , for a first data message of each particular flow service rule applies . in a plurality of flows , a connection record in a 

connection tracking storage to identify a set of 15. The non - transitory machine readable medium of claim 
services to perform on data messages of the particu 9 , wherein the first and second interfaces are selected by a 
lar flow , said connection record specifying an iden router in the external network based on a load balancing 
tifier for the particular flow , an identifier for a operation . 
particular service rule , and an identifier for the set of 16. The non - transitory machine readable medium of claim 

15 , wherein the load balancing operation is an equal cost services ; and 
for subsequent data messages of each particular flow multipathing ( ECMP ) operation . 

received at a particular interface : 
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