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SYSTEM AND METHOD FOR DROPPING 
LOWER PRIORITY PACKETS THAT ARE 
SLATED FOR WIRELESS TRANSMISSION 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation of US. patent applica 
tion Ser. No. l0/253,659, entitled “System and Method for 
Dropping LoWer Priority Packets that are Slated for Trans 
mission,” ?led Sep. 25, 2002, Which is incorporated by ref 
erence herein in its entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention is generally related to increasing the 

ef?ciency of memory space by dropping loWer priority pack 
ets that are slated for transmission via a communication 
medium. 

2. Related Art 
The importance to the modern economy of rapid data 

access and exchange cannot be overstated. This explains the 
exponentially increasing popularity of the data access and 
exchange via cable netWorks (including coaxial cable or 
Hybrid ?ber coaxial cable), the Internet, intranets, Wireless 
netWorks, satellites and so forth (i.e., communication medi 
ums). Rapid data access and exchange is partly dependent 
upon hoW e?iciently bandWidth is allocated to a data provider 
in order for the data provider to transfer the requested data to 
a user via one of the communication mediums mentioned 
above. 
One very desirable solution for rapid data access and 

exchange is via cable netWorks and cable modems. Cable 
modems provide communications on cable netWorks. In gen 
eral, a user connects a cable modem to the TV outlet for his or 
her cable TV, and the cable TV operator connects a cable 
modem termination system (ACMTS@) in the operator:s 
headend. The CMTS is a central device for connecting the 
cable netWork to a data netWork like the Internet. The CMTS 
is a central distribution point for a cable system. Data ?oWs 
AdoWnstream@ from the CMTS to the cable modem (i.e., 
doWnstream communication). Alternatively, data ?oWs Aup 
stream@ from the cable modem to the CMTS (i.e., upstream 
communication). 
A common cable modem standard today is the Data Over 

Cable Service Interface Speci?cation (ADOCSIS@). DOC 
SIS de?nes technical speci?cations for both cable modems 
and CMTS. In DOCSIS, packets are slated for transmission to 
the data provider via doWnstream communication by storing 
the packets in memory. Different types of data have different 
priorities. These different priorities determine the order in 
Which the packets are sent to the data provider. For example, 
voice data cannot tolerate delay in transmission and thus is 
given a higher priority over other types of data that can tol 
erate delay (e.g., data involved in Web sur?ng). Thus, at times 
loWer priority packets back up due to the CMTS receiving 
higher priority packets before the CMTS can send the loWer 
priority packets to their respective data provider. This backup 
tends to ?ll up the memory that is allocated to store the 
packets. Therefore, What is needed is a Way of dropping the 
oldest and loWest priority packets When memory becomes too 
full. 

BRIEF SUMMARY OF THE INVENTION 

The present invention is a method for dropping loW priority 
packets that are slated for transmission to a cable modem. A 
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2 
central device receives one or more packets to be transferred 
to one or more data providers, each packet having a priority. 
Then, based on the priority, a media access controller stores 
each of the packets in one or more priority queues in a ?xed 
shared memory space in such a Way as to maintain the order 
in Which the packets Were received in each of the priority 
queues. The media access controller monitors the number of 
packets in each of the priority queues and signals an interrupt 
When a packet threshold is exceeded in one or more of the 
priority queues. The media access controller then drops loWer 
priority packets in the ?xed shared memory space based on 
the order received to guarantee that there is enough memory 
to store higher priority packets in the ?xed shared memory 
space. 

BRIEF DESCRIPTION OF THE 
DRAWINGS/FIGURES 

The present invention Will be described With reference to 
the accompanying draWings, Wherein: 

FIG. 1 is a block diagram representing an example operat 
ing environment of the present invention according to an 
embodiment. 

FIG. 2 illustrates the local SDRAM according to an 
embodiment of the present invention. 

FIG. 3 is a high level ?owchart that describes the ef?cient 
management of memory space by dropping loWer priority 
packets that are slated for transmission according to an 
embodiment of the present invention. 

FIG. 4 describes in detail the step of dropping scheduled 
packets (step 314 of FIG. 3) according to an embodiment of 
the present invention. 

FIG. 5 illustrates three priority queues With example pack 
ets according to an embodiment of the present invention. 

FIG. 6 illustrates an example computer used to implement 
the CMTS, the CMTS scheduler, the cable modem scheduler 
and the MAC according to an embodiment of the present 
invention. 

DETAILED DESCRIPTION OF THE INVENTION 

A. OvervieW of the Invention 
For illustration purposes, the present invention is described 

in terms of being utiliZed With a cable netWork and DOCSIS. 
It should be understood that the present invention is indepen 
dent of the actual physical layerof transmission utiliZed by 
DOCSIS (e.g., TDMA, SCDMA, etc.). It should also be 
understood that the present invention is not limited to use With 
a cable netWork and/ or DOCSIS. In fact, the present invention 
may be used With any communication medium, including but 
not limited to, the Internet, intranets, ?ber optic netWorks, 
Wireless netWorks and satellite-based netWorks. 

B. System Architecture OvervieW 
FIG. 1 is a block diagram representing an example operat 

ing environment of the present invention. It should be under 
stood that the example operating environment in FIG. 1 is 
shoWn for illustrative purposes only and does not limit the 
invention. Other implementations of the operating environ 
ment described herein Will be apparent to persons skilled in 
the relevant art(s) based on the teachings contained herein, 
and the invention is directed to such other implementations. 
Referring to FIG. 1, a CMTS 102, a cable modem 104, doWn 
stream communication 106 and upstream communication 
108, are shoWn. CMTS 102 further includes a CMTS sched 
uler 110 and a media access controller (MAC) 112. MAC 112 
includes a direct memory access (DMA) unit 116 and a local 
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SDRAM 114. Cable modem 104 includes a cable modem 
scheduler 118. Each of these components Will be brie?y 
described next. 

In general, cable modem 104 forwards or provides data via 
communications on cable netWorks. Cable modem 104 
receives data from a user that needs to be transferred via a 
cable netWork. In order to do this, cable modem 104 requests 
that CMTS 102 grant to it the necessary bandWidth via a 
packet. 
As mentioned, cable modem 104 receives data from a user 

to be transferred via a cable netWork. In addition, CMTS 102 
receives data from the netWork to be transferred to cable 
modem 104. Different types of data require different modes 
of transfer since the importance of timing is different With 
different types of data. For example, voice data cannot toler 
ate delays in its transfer. Alternatively, the type of data 
involved in Web sur?ng can tolerate delays in its transfer. 

In order to ensure the importance of timing is maintained, 
cable modem 104 assigns different priorities to different 
types of data. The higher the priority data has, the less of a 
delay that type of data Will experience in its transfer via the 
cable netWork. Thus, voice data Would be assigned a higher 
priority than data involved in Web sur?ng. 

Cable modem scheduler 118 is coupled to cable modem 
104. In general, cable modem scheduler 118 is responsible for 
multiplexing the internal tra?ic, (i.e., requesting the neces 
sary bandWidth that cable modem 104 needs to transfer its 
current types of data). Cable modem scheduler 118 must take 
into consideration the different priorities given to the current 
data to be transferred and to request bandWidth from CMTS 
102 accordingly. 

Cable modem scheduler 118 sends bandwidth requests to 
CMTS 102 via upstream communication 108. At a high level, 
each bandWidth request may include tWo ?elds. The tWo 
?elds include a data provider identi?er (SID) and the amount 
of required bandWidth. These tWo ?elds are brie?y described 
next. 

Each cable modem 104 has a unique SID. CMTS 102 uses 
this identi?er to grant the requested bandWidth via a packet to 
cable modem 104. The second ?eld is a value indicating the 
amount of required bandWidth needed to transfer the data. As 
described above, each type of data is associated With a prior 
ity. CMTS 102, CMTS scheduler 110 and MAC 112 Will noW 
be described. 
CMTS 102 is a central device for connecting the cable 

netWork to a data netWork. CMTS scheduler 110 is a band 
Width manager. CMTS scheduler 110, as a bandWidth man 
ager, decides hoW to grant available bandWidth according to 
the current bandWidth requests. This grant is done via a packet 
sent onto doWnstream communication 106 to cable modem 
104. 
MAC 112 is responsible for dropping loWer priority pack 

ets that are slated for transmission to cable modem 104. MAC 
112 is also responsible for transferring packets from local 
SDRAM 114 (via DMA unit 116) to CTMS scheduler 110. 
Local SDRAM 114 stores the packets. Local SDRAM 114 is 
described in more detail next With reference to FIG. 2. It is 
important to note that the present invention is not limited to 
using SDRAM. Other types of memory including internal 
SRAM, internal register space, external RAMBUS memory, 
DDR, and so forth, may also be used by the present invention. 
The present invention is explained in terms of SDRAM for 
illustration purposes only. 

Referring to FIG. 2, local SDRAM 114 may include prior 
ity queues 202, thresholdvalue registers 204, descriptor count 
registers 206, a drop begin register 208 and packet drop 
registers 210. In other embodiments of the invention, thresh 
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4 
old value registers 204, descriptor count registers 206, drop 
begin register 208 and packet drop registers 210 are located 
externally to local SDRAM 114. Each of these are brie?y 
described next. 

Priority queues 202 are used to organiZe the received pack 
ets for bandWidth requests in such as Way as to take into 
consideration the type of data and the order in Which the 
packets Were received. 

Threshold value registers 204 include one register for each 
of the priority queues 202. Threshold value registers 204 
represent the threshold number of packets that are alloWed to 
be stored in its corresponding priority queue Without an inter 
rupt being sent to CMTS 102. If the threshold number is 
exceeded, then the present invention signals an interrupt, as 
Will be described beloW With reference to FIGS. 3 and 4. 

Descriptor count registers 206 also includes one register 
for each of the priority queues 202. Descriptor count registers 
206 represent the number of outstanding packets currently 
stored in its corresponding priority queue. 
Drop begin register 208 represents Whether the packet drop 

feature of the present invention is activated by CMTS 102. 
Note that the packet drop feature of the invention may be 
implemented in softWare, hardWare, hardWare assist such as 
FPGA or ASIC, or any other Way of implementing logic that 
is able to respond to an interrupt and determine hoW many 
packets to drop. If the packet drop feature is activated, then 
the present invention drops loWer priority packets that are 
slated for transmission. Once the packet drop process is com 
pleted, drop begin register 208 is automatically cleared. The 
packet drop feature of the present invention is described 
beloW With reference to FIGS. 3 and 4. 

Finally, packet drop registers 210 includes one register for 
each of the priority queues 202. Packet drop registers 210 
indicate the number of packets to drop from its respective 
priority queue When the packet drop feature is enabled. 

In an embodiment of the present invention, priority queues 
202 are stored in a ?xed shared memory space of local 
SDRAM 114. Thus, if one or more of the queues in priority 
queues 202 are storing many packets then these queues may 
be using up all of the shared memory space reserved for 
priority queues 202 in local SDRAM 114, and thus not alloW 
ing memory space for other queues to temporarily store pack 
ets until they are sent to cable modem 104. The present 
invention therefore uses threshold value registers 204 (FIG. 
2) to monitor the number of packets stored in each queue and 
signal an interrupt When the threshold is exceeded. CMTS 
102 (i.e., softWare in an embodiment of the invention) then 
uses the drop begin register 208 and packet drop registers 210 
to drop loWer priority packets that are slated for transmission. 
This frees up the ?xed shared memory space, alloWing for 
neW packets to be queued or scheduled to be sent to cable 
modem 104. An example priority queues 202 is described 
next With reference to FIG. 5. 

FIG. 5 illustrates three priority queues having three differ 
ent priorities, namely high, medium and loW. Note that the 
present invention is not limited to three priority queues, but 
may have 1 through n queues With 1 being the highest priority 
and n being the loWest priority. 

In FIG. 5, queue 502 stores the packets With the highest 
priority, queue 504 stores the packets With a medium priority 
and queue 506 stores the packets With the loWest priority. In 
any event, each queue has its oWn priority and all packets 
stored in any one of the queues must have the same priority. 
As illustrated in FIG. 5, queue 502 currently stores three 

packets, including packets 508-512. Queue 504 stores tWo 
packets, including packets 514 and 516. Queue 506 stores 
seven packets, including packets 518-530. Each packet is 
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indicated as (n,m), where n is the destination SID and m is the 
packet length in bytes. For example, packet 508 has a priority 
of high, the cable modem 104 who is to receive packet 508 has 
a SID of 1 and packet 508 is 64 bytes in length. In addition, 
packet 508 arrived at CMTS 102 before packet 510, which in 
turn arrived before packet 512, as indicated by their positions 
in queue 502. It is important to note that packet 518 may arrive 
at CMTS 102 (e.g, WAN, Internet, intranets, ?ber optic net 
works, wireless networks and satellite-based networks) 
before packet 508, but packet 508 is still likely to be sent to 
cable modem 104 ?rst due to it having a higher priority. Note 
that the present invention also applies in the upstream with 
packets arriving from cable modem 104 and being sent out 
onto the WAN, Internet, and so forth, with low priority pack 
ets being dropped if the gateway to the WAN, Internet, and so 
forth, (or some other point in the path) was clogged such that 
queues are backed up. The operation of the present invention 
is described next with references to FIGS. 3 and 4. 

C. Operation of the Present Invention 
FIG. 3 is a high level ?owchart that describes the e?icient 

management of memory space by dropping lower priority 
packets that are slated for transmission according to an 
embodiment of the present invention. In FIG. 3, control starts 
at step 302. In step 302, CMTS 102 programs threshold value 
registers 204. As stated above, threshold value registers 204 
include one register for each of the priority queues 202. 
Threshold value registers 204 represent the threshold number 
of packets that are allowed to be stored in its corresponding 
priority queue without an interrupt being sent to CMTS 102. 
Control then passes to step 304. 

In step 304, MAC 112 determines whether the amount of 
outstanding packets in a given priority queue exceeds its 
threshold value. This is done by comparing the descriptor 
count register 206 and the threshold value register 204 for the 
priority queue. If the amount of outstanding packets exceeds 
its threshold value (i.e., is using up too much of the shared 
memory space in local SDRAM 114 that is reserved for 
priority queues 202), then control passes to step 306. Alter 
natively, the ?owchart in FIG. 3 ends. 

In step 306, MAC 112 sets an interrupt for CMTS 102. 
When the interrupt is set it indicates to CMTS 102 that local 
SDRAM 114 is getting full and some lower priority packets 
should be dropped in order to guarantee there will be enough 
memory to store higher priority packets. Control then passes 
to step 308. 

In step 308, in response to the interrupt, CMTS 102 checks 
the status of priority queues 202 by determining the number 
of outstanding packets for each priority queue 202 via 
descriptor count registers 206. Control then passes to step 
310. 

In step 310, CMTS 102 makes a decision on the best way to 
drop packets from the lower priority queues and, if appli 
cable, the number of packets to drop so as to guarantee that the 
packets that get dropped are in fact lower priority packets and 
that there is enough memory available for higher priority 
packets. Once CMTS 102 makes the decision, CMTS 102 
indicates the number of packets to drop by writing a value for 
the number to drop into the appropriate packet drop register 
210. As stated above, packet drop registers 210 includes one 
register for each of the priority queues 202. Packet drop 
registers 210 indicate the number of packets to drop from its 
respective priority queue when the packet drop feature is 
enabled. Control then passes to step 312. 

In step 312, CMTS 102 writes a value to drop begin register 
208 indicating that the packet drop feature of the invention is 
enabled. Control then passes to step 314. 
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In step 314, it has been determined by the present invention 

that local SDRAM 114 is getting full. Here, MAC 112 drops 
scheduled lower priority packets as indicated by CMTS 102. 
This frees up the ?xed shared memory space, allowing for 
new packets to be queued or scheduled to be sent to cable 
modem 104. The ?owchart in FIG. 3 ends at this point. How 
MAC 112 drops scheduled packets as indicated by CMTS 
102 is described in more detail next with reference to FIG. 4. 

In FIG. 4, control starts at step 402. In step 402, it is 
determined whether the number of packets to be dropped is 
greater than the number of outstanding packets for a particu 
lar priority queue. If so, then control passes to step 404. 
Alternatively, control passes to step 406. 

In step 404, DMA unit 116 drops all of the outstanding 
packets in the relevant priority queue and continues to drop 
incoming packets until the number of packets to be dropped is 
met. For example, in FIG. 5, if the number of outstanding 
packets to be dropped from queue 506 is eight, then DMA unit 
116 would start with the oldest packet (packet 518) and drop 
packets 518 through 530 (seven packets total). DMA unit 116 
would then drop the next packet that is stored in queue 506 to 
make the total number of packets dropped from queue 506 
equal eight. 

In step 406, DMA unit 116 drops the number of packets in 
the relevant priority queue as indicated by the corresponding 
packet drop register. The ?owchart in FIG. 4 ends at this point. 

D. Example Environment of the Present Invention 
CMTS 102, CMTS scheduler 110, cable modem scheduler 

118 and MAC 112 may be implemented using computer 600 
as shown in FIG. 6. Obviously, more than one of these func 
tional components could be implemented on a single com 
puter 600. 
The present invention may be implemented using hard 

ware, software or a combination thereof and may be imple 
mented in a computer system or other processing system. In 
fact, in one embodiment, the invention is directed towards one 
or more computer systems capable of carrying out the func 
tionality described herein. The computer system 600 includes 
one or more processors, such as processor 604. The processor 
604 is connected to a communication bus 606. Various soft 
ware embodiments are described in terms of this example 
computer system. After reading this description, it will 
become apparent to a person skilled in the relevant art how to 
implement the inventionusing other computer systems and/or 
computer architectures. 
Computer system 600 also includes a main memory 608, 

preferably random access memory (RAM), and can also 
include a secondary memory 610. The secondary memory 
610 can include, for example, a hard disk drive 612 and/or a 
removable storage drive 614, representing a ?oppy disk drive, 
a magnetic tape drive, an optical disk drive, etc. The remov 
able storage drive 614 reads from and/or writes to a remov 
able storage unit 618 in a well known manner. Removable 
storage unit 618, represents a ?oppy disk, magnetic tape, 
optical disk, etc. which is read by and written to by removable 
storage drive 614. As will be appreciated, the removable 
storage unit 618 includes a computer usable storage medium 
having stored therein computer software and/or data. 

In alternative embodiments, secondary memory 610 may 
include other similar means for allowing computer programs 
or other instructions to be loaded into computer system 600. 
Such means can include, for example, a removable storage 
unit 622 and an interface 620. Examples of such can include 
a program cartridge and cartridge interface (such as that 
found in video game devices), a removable memory chip 
(such as an EPROM, or PROM) and associated socket, and 
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other removable storage units 622 and interfaces 620 Which 
allow software and data to be transferred from the removable 
storage unit 618 to computer system 600. 
Computer system 600 can also include a communications 

interface 624. Communications interface 624 alloWs softWare 
and data to be transferred betWeen computer system 600 and 
external devices. Examples of communications interface 624 
can include a modem, a netWork interface (such as an Ether 
net card), a communications port, a PCMCIA slot and card, 
etc. Software and data transferred via communications inter 
face 624 are in the form of signals Which can be electronic, 
electromagnetic, optical or other signals capable of being 
received by communications interface 624. These signals 626 
are provided to communications interface via a channel 628. 
This channel 628 carries signals 626 and can be implemented 
using Wire or cable, ?ber optics, a phone line, a cellular phone 
link, an RF link and other communications channels. 

In this document, the terms “computer program medium” 
and “computer usable medium” are used to generally refer to 
media such as removable storage device 618, a hard disk 
installed in hard disk drive 612, and signals 626. These com 
puter program products are means for providing softWare to 
computer system 600. 

Computer programs (also called computer control logic) 
are stored in main memory and/or secondary memory 610. 
Computer programs can also be received via communications 
interface 624. Such computer programs, When executed, 
enable the computer system 600 to perform the features of the 
present invention as discussed herein. In particular, the com 
puter programs, When executed, enable the processor 604 to 
perform the features of the present invention. Accordingly, 
such computer programs represent controllers of the com 
puter system 600. 

In an embodiment Where the invention is implemented 
using softWare, the softWare may be stored in a computer 
program product and loaded into computer system 600 using 
removable storage drive 614, hard drive 612 or communica 
tions interface 624. The control logic (softWare), When 
executed by the processor 604, causes the processor 604 to 
perform the functions of the invention as described herein. 

In another embodiment, the invention is implemented pri 
marily in hardWare using, for example, hardWare components 
such as application speci?c integrated circuits (ASICs). 
Implementation of the hardWare state machine so as to per 
form the functions described herein Will be apparent to per 
sons skilled in the relevant art(s). In yet another embodiment, 
the invention is implemented using a combination of both 
hardWare and softWare. 

E. Conclusion 
While various embodiments of the present invention have 

been described above, it should be understood that they have 
been presented by Way of example, and not limitation. It Will 
be apparent to persons skilled in the relevant art that various 
changes in form and detail may be made therein Without 
departing from the spirit and scope of the invention. This is 
especially true in light of technology and terms Within the 
relevant art(s) that may be later developed. Thus, the present 
invention should not be limited by any of the above-described 
exemplary embodiments, but should be de?ned only in accor 
dance With the folloWing claims and their equivalents. 
What is claimed is: 
1. A method for dropping loWer priority packets that are 

slated for transmission over a Wireless communication 

medium, comprising: 
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8 
receiving packets to be transferred over the Wireless com 

munication medium, each packet having a priority; 
based on the priority, storing each of the packets in priority 

queues in a ?xed shared memory space in such a Way as 
to maintain the order in Which the packets Were received 
in each of the priority queues; 

monitoring the number of packets in the priority queues 
and signaling an interrupt When a packet threshold is 
exceeded in one of the priority queues; and 

in response to the interrupt being signaled, dropping loWer 
priority packets stored in a plurality of the priority 
queues to make available memory space for higher pri 
ority packets to be stored in the priority queues. 

2. The method of claim 1, Wherein all packets stored in any 
one of the priority queues have the same priority. 

3. The method of claim 1, Wherein the interrupt indicates 
that loWer priority packets stored in the ?xed shared memory 
space should be dropped. 

4. The method of claim 1, Wherein packets are dropped 
from the priority queues based on order received. 

5. A system for dropping loWer priority packets in a group 
of received packets slated for transmission over a Wireless 
communication medium, comprising: 

a ?rst priority queue, among a plurality of priority queues, 
con?gured to store loW priority ones of the received 
packets in a ?xed shared memory space; 

a threshold value register con?gured to indicate a number 
of packets permitted to be stored in the ?rst priority 
queue; 

a descriptor count register con?gured to indicate a number 
of packets currently stored in the ?rst priority queue; and 

a media access controller con?gured to monitor the thresh 
old value register and the descriptor count register and 
signal an interrupt When the number of packets currently 
stored in the ?rst priority queue is at or exceeds the 
number of packets permitted to be stored in the ?rst 
priority queue, 

Wherein in response to the interrupt being signaled, packets 
stored in a plurality of the priority queues in the ?xed 
shared memory space are dropped to make available 
memory space for higher priority ones of the received 
packets to be stored in the ?xed shared memory space. 

6. The system of claim 5, Wherein the ?rst priority queue 
maintains the order in Whichpackets stored in the ?rst priority 
queue are received. 

7. The system of claim 6, Wherein packets stored in the ?rst 
priority queue are dropped based on the order in Which the 
packets stored in the ?rst priority queue are received. 

8. The system of claim 5, further comprising: 
a packet drop register con?gured to store the number of 

packets to drop from the ?rst priority queue. 
9. The system of claim 8, further comprising: 
a threshold value register, a descriptor count register, and a 

packet drop register for each of the plurality of priority 
queues in the ?xed shared memory space. 

10. The system of claim 5, further comprising: 
a drop begin register con?gured to indicate When packets 

should be dropped from the plurality of priority queues 
in the ?xed shared memory space. 

11. The system of claim 5, Wherein all packets stored in any 
one of the priority queues have the same priority. 

* * * * * 


