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IMAGING DEVICE , METHOD THEREOF , element provided with : a plurality of pixel output units that 
AND IMAGING ELEMENT receives incident light incident without intervention of either 

an imaging lens or a pinhole and each outputs one detection 
CROSS REFERENCE TO RELATED signal indicating an output pixel value modulated by an APPLICATIONS 5 incident angle of the incident light ; and a signal processing 

This application is a U.S. National Phase of International unit provided so as to be associated with an area in which at 
Patent Application No. PCT / JP2018 / 038949 filed on Oct. least two pixel output units out of the plurality of pixel 
19 , 2018 , which claims priority benefit of Japanese Patent output units are formed that processes signals read out from 
Application No. JP 2017-229907 filed in the Japan Patent the pixel output units formed in the area and obtains output 
Office on Nov. 30 , 2017. Each of the above - referenced pixel values ; and a readout control unit that selectively reads 
applications is hereby incorporated herein by reference in its out the output pixel value of each pixel output unit of the 
entirety . imaging element . 

An imaging method according to an aspect of the present TECHNICAL FIELD 15 technology is 
The present technology relates to an imaging device , a an imaging method of selectively reading out an output 

method thereof , and an imaging element , and especially pixel value of each pixel output unit of an imaging element 
relates to an imaging device , a method thereof , and an provided with : a plurality of pixel output units that receives 
imaging element capable of controlling resolution of a 
detection image . incident light incident without intervention of either an 

imaging lens or a pinhole and each outputs one detection 
BACKGROUND ART signal indicating an output pixel value modulated by an 

incident angle of the incident light ; and a signal processing 
Conventionally , an imaging element is generally used in unit provided so as to be associated with an area in which at combination with an imaging lens which collects light on the 

imaging element . By guiding light from a subject surface to 25 least two pixel output units out of the plurality of pixel 
each pixel of the imaging element so as to reproduce light output units are formed that processes signals read out from 
intensity distribution on the subject surface by the imaging the pixel output units formed in the area and obtains output 
lens , the imaging element may obtain a detection signal at a pixel values . 
level according to the light intensity distribution in each An imaging element according to another aspect of the 
pixel , and obtain an imaged image of a subject as a whole . present technology is an imaging element provided with : a However , in this case , a physical size becomes large . plurality of pixel output units that receives incident light Therefore , an imaging element not using an imaging lens has 
been considered ( for example , refer to Patent Document 1 , incident without intervention of either an imaging lens or a 
Patent Document 2 , and Non - Patent Document 1 ) . pinhole and each outputs one detection signal indicating an 

output pixel value modulated by an incident angle of the 
CITATION LIST incident light ; and a signal processing unit provided so as to 

be associated with an area in which at least two pixel output 
Patent Document units out of the plurality of pixel output units are formed that 

Patent Document 1 : International Publication No. 2016 / 40 processes signals read out from the pixel output units formed in the area and obtains output pixel values . 123529 In an imaging device and a method thereof according to Patent Document 2 : Japanese Unexamined Patent Publica 
tion No. 2016-510910 an aspect of the present technology , an output pixel value of 

each pixel output unit of an imaging element provided with 
Non - Patent Document 45 a plurality of pixel output units that receives incident light 

incident without intervention of either an imaging lens or a 
Non - Patent Document 1 : M. Salman Asif and four others , pinhole and each outputs one detection signal indicating an 

“ Flatcam : Replacing lenses with masks and computa- output pixel value modulated by an incident angle of the 
tion ” , “ 2015 IEEE International Conference on Computer incident light , and a signal processing unit provided so as to 
Vision Workshop ( ICCVW ) ” , 2015 , pp . 663-666 be associated with an area in which at least two pixel output 

SUMMARY OF THE INVENTION units out of the plurality of pixel output units are formed that 
processes signals read out from the pixel output units formed 

Problems to be Solved by the Invention in the area and obtains output pixel values is selectively read 
55 out . 

However , according to such a method , only a detection In an imaging element according to another aspect of the 
image including information obtained from all pixels of an present technology is provided with : a plurality of pixel 
imaging element could be obtained , and a detection image at output units that receives incident light incident without 
desired resolution could not be obtained . intervention of either an imaging lens or a pinhole and each 
The present disclosure is achieved in view of such a 60 outputs one detection signal indicating an output pixel value 

situation and an object thereof is to control resolution of the 
detection image . modulated by an incident angle of the incident light ; and a 

signal processing unit provided so as to be associated with 
Solutions to Problems an area in which at least two pixel output units out of the 

65 plurality of pixel output units are formed that processes 
An imaging device according to an aspect of the present signals read out from the pixel output units formed in the 

technology is an imaging device provided with : an imaging area and obtains output pixel values . 
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Effects of the Invention FIG . 29 is a view illustrating an example of a position of 
the pixel from which a signal is read out . 

According to the present technology , a subject may be FIG . 30 is a view for illustrating an outline of a method 
imaged or an image may be processed . According to the of reading out from an arbitrary part of the pixels . 
present technology , resolution of a detection image may be 5 FIG . 31 is a view illustrating an example of a position of 
controlled . the pixel from which a signal is read out . 

FIG . 32 is a view for illustrating a method of making 
BRIEF DESCRIPTION OF DRAWINGS directivity equivalent . 

FIG . 33 is a flowchart for illustrating an example of a flow 
FIG . 1 is a block diagram illustrating a main configuration of imaging processing . 

example of an imaging device . FIG . 34 is a flowchart for illustrating an example of a flow 
FIG . 2 is a view for illustrating a principle of imaging in of all - pixel mode imaging processing . 

the imaging device to which a technology of the present FIG . 35 is a flowchart for illustrating an example of a flow 
disclosure is applied . of thinning mode imaging processing . 
FIG . 3 is a view for illustrating a difference in configu- FIG . 36 is a view for illustrating an outline of a method 

ration between a conventional imaging element and an of reading out from the pixels of a predetermined area . 
imaging element according to the present disclosure . FIG . 37 is a view illustrating an example of a position of 
FIG . 4 is a view for illustrating a first configuration the pixel from which a signal is read out . 

example of the imaging element . FIG . 38 is a view illustrating an example of a pattern of 
FIG . 5 is a view for illustrating the first configuration an opening . 

example of the imaging element . FIG . 39 is a view for illustrating a relationship between an 
FIG . 6 is a view for illustrating a principle of incident area of a region size and a subject depth . 

angle directivity generation . FIG . 40 is a flowchart for illustrating an example of a flow a 
FIG . 7 is a view for illustrating a change in incident angle 25 of imaging processing . 

directivity using an on - chip lens . FIG . 41 is a flowchart for illustrating an example of a flow 
FIG . 8 is a view for illustrating a design of the incident of area driving mode imaging processing . 

angle directivity FIG . 42 is a flowchart for illustrating an example of a flow FIG . 9 is a view for illustrating a relationship between a of imaging processing . subject distance and a coefficient indicating the incident 30 FIG . 43 is a view for illustrating an example of a angle directivity . characteristic of an area . FIG . 10 is a view for illustrating a relationship between a 
pixel with narrow field of view and a pixel with wide field FIG . 44 is a flowchart for illustrating an example of a flow 

of imaging processing . of view . 
FIG . 11 is a view for illustrating a relationship between a 35 FIG . 45 is a view for illustrating an example of area 

selection . pixel with narrow field of view and a pixel with wide field 
of view . FIG . 46 is a view for illustrating a main configuration 
FIG . 12 is a view for illustrating a relationship between a example of a monitoring system . 

pixel with narrow field of view and a pixel with wide field FIG . 47 is a flowchart for illustrating an example of a flow 
of view . 40 of monitoring processing . 
FIG . 13 is a view for illustrating a variation . FIG . 48 is a view illustrating an example of a position of 
FIG . 14 is a view for illustrating the variation . the pixel from which a signal is read out . 
FIG . 15 is a view for illustrating the variation . FIG . 49 is a view for illustrating a state of distance 
FIG . 16 is a view for illustrating an example in which a measurement to a subject . 

field of view is changed by applying the variation . FIG . 50 is a flowchart for illustrating an example of a flow 
FIG . 17 is a view for illustrating an example of combining of imaging processing . 

pixels of a plurality of fields of view when the field of view FIG . 51 is a flowchart continuous from FIG . 50 for 
is changed by applying the variation . illustrating an example of the flow of the imaging process 
FIG . 18 is a view illustrating a variation . ing . 
FIG . 19 is a view illustrating the variation . FIG . 52 is a view illustrating an example of a schematic 
FIG . 20 is a view illustrating the variation . configuration of an endoscopic surgery system . 
FIG . 21 is a view illustrating an example of a mask pattern FIG . 53 is a block diagram illustrating an example of 

using a light - shielding film . functional configurations of a camera head and a CCU 
FIG . 22 is a view illustrating a configuration example of illustrated in FIG . 52 . 

a substrate of an imaging element . FIG . 54 is a view illustrating an example of a schematic 
FIG . 23 is a view illustrating a main configuration configuration of a microscopic surgery system . 

example of an upper substrate . FIG . 55 is a view illustrating a state of surgery using the 
FIG . 24 is a view illustrating a main configuration microscopic surgery system illustrated in FIG . 54 . 

example of a lower substrate . FIG . 56 is a block diagram illustrating an example of a 
FIG . 25 is a view illustrating a main configuration 60 schematic configuration of an in - vivo information obtaining 

example of an ADC . system . 
FIG . 26 is a view illustrating an example of scanning FIG . 57 is a view illustrating an example of a schematic 

order of pixels in an area . configuration of a flow cytometry system . 
FIG . 27 is a view for illustrating an outline of a method FIG . 58 is a view illustrating an example of a pattern of 

of reading out from all the pixels . 65 an opening . 
FIG . 28 is a view for illustrating an outline of a method FIG . 59 is a block diagram illustrating an example of a 

of regularly reading out from a part of the pixels . schematic configuration of a vehicle control system . 
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FIG . 60 is an illustrative view illustrating an example of like and executes a program by using the CPU and the like 
an installation position of a vehicle exterior information to perform the above - described processing . 
detection unit and an imaging unit . The input unit 111 is configured to perform processing 
FIG . 61 is a flowchart for illustrating an example of a flow regarding an information input . For example , the input unit 

of driving support processing . 5 111 includes input devices such as an operation button , a 
FIG . 62 is a view illustrating a main configuration dial , a switch , a touch panel , a remote controller , a sensor 

example of an imaging element . and the like , and an external input terminal . For example , the 
FIGS . 63A and 63B are views illustrating a case where a input unit 111 receives an instruction from outside of a user 

black - and - white pattern mask is used . and the like ( information corresponding to an input opera 
FIGS . 64A and 64B are views illustrating a case where an 10 tion ) by these input devices . Furthermore , for example , the 

optical interference mask is used . input unit 111 obtains arbitrary information ( program , com 
FIG . 65 is a view illustrating a variation of an imaging mand , data and the like ) supplied from an external device via 

element . the external input terminal . Furthermore , for example , the 
input unit 111 supplies the received information ( obtained 

MODE FOR CARRYING OUT THE INVENTION 15 information ) to another processing unit and the like via the 
bus 110 . 

Modes for carrying out the present disclosure ( hereinafter , Note that , the sensor included in the input unit 111 may be 
referred to as embodiments ) are hereinafter described . Note any sensor as long as this may receive the instruction from 
that , the description is given in the following order . the outside of the user and the like such as an acceleration 

1. First Embodiment ( Imaging Device / Thinning Mode ) 20 sensor and the like , for example . Furthermore , the input 
2. Second Embodiment ( Imaging Device / Area Driving device included in the input unit 111 is arbitrary , and the 

Mode ) number thereof is also arbitrary . The input unit 111 may 
3. Third Embodiment ( Imaging Device / Mode Selection ) include a plurality of types of input devices . For example , 
4. Fourth Embodiment ( Monitoring System ) the input unit 111 may include a part of or all of the 
5. Fifth Embodiment ( Subject Distance Measurement ) 25 above - described examples . Furthermore , the input unit 111 
6. Sixth Embodiment ( Medical System , etc. ) may include an input device other than the above - described 
7. Seventh embodiment ( On - vehicle System etc. ) examples . Moreover , for example , the input unit 111 may 
8. Eighth Embodiment ( Another Configuration Example obtain its own control information ( input device and the 

of Imaging Element / Imaging Device ) like ) supplied via the bus 110 and drive on the basis of the 
9. Others 30 control information . 

The output unit 112 is configured to perform processing 
1. First Embodiment regarding an information output . For example , the output 

unit 112 includes an image display device such as a monitor 
< Imaging Device > and the like , an image projection device such as a projector 
FIG . 1 is a view illustrating a main configuration example 35 and the like , an audio output device such as a speaker and 

of an imaging device being one embodiment of an imaging the like , an external output terminal and the like . For 
device or an image processing device to which the present example , the output unit 112 outputs information supplied 
technology is applied . An imaging device 100 illustrated in from another processing unit and the like via the bus 110 
FIG . 1 is a device which images a subject and obtains using the output devices and the like . For example , the 
electronic data regarding an imaged image . 40 output unit 112 displays an imaged image ( a restored image 
As illustrated in FIG . 1 , the imaging device 100 includes to be described later ) on the monitor , projects the imaged 

a control unit 101 , an input unit 111 , an output unit 112 , a image ( the restored image to be described later ) from the 
storage unit 113 , a communication unit 114 , and a recording / projector , outputs audio ( for example , audio corresponding 
reproducing unit 115. Furthermore , the imaging device 100 to input operation , a processing result and the like ) , or 
includes an imaging element 121 , a readout control unit 122 , 45 outputs arbitrary information ( program , command , data and 
a restoration matrix setting unit 123 , a restoration unit 124 , the like ) to the outside ( another device ) . 
an association unit 125 , and a sensor unit 126. The respec- Note that , the output device and the like included in the 
tive processing units and the like are connected to one output unit 112 is arbitrary , and the number thereof is also 
another via a bus 110 and may exchange information , arbitrary . The output unit 112 may include a plurality of 
instructions and the like with one another . 50 types of output devices and the like . For example , the output 

Note that , the imaging element 121 and the readout unit 112 may include a part of or all of the above - described 
control unit 122 may be integrated into an imaging unit 120 . examples . Furthermore , the output unit 112 may include an 
The imaging unit 120 may be realized by any physical output device and the like other than the above - described 
configuration . For example , the imaging unit 120 may be examples . Moreover , for example , the output unit 112 may 
realized as a processor such as a system large scale integra- 55 obtain its own control information ( output device and the 
tion ( LSI ) and the like . Furthermore , the imaging unit 120 like ) supplied via the bus 110 and drive on the basis of the 
may be realized as a module using a plurality of processors control information . 
and the like , a unit using a plurality of modules and the like , The storage unit 113 is configured to perform processing 
or a set and the like obtained by further adding another regarding information storage . For example , the storage unit 
function to the unit ( that is , a partial configuration of the 60 113 includes an arbitrary storage medium such as a hard 
device ) , for example . Furthermore , the imaging unit 120 disk , a semiconductor memory and the like . For example , 
may be realized as a device . the storage unit 113 stores information ( program , command , 
The control unit 101 is configured to perform processing data and the like ) supplied from another processing unit and 

regarding control of each processing unit and the like in the the like via the bus 110 in the storage medium . Furthermore , 
imaging device 100. For example , the control unit 101 65 the storage unit 113 may store arbitrary information ( pro 
includes a central processing unit ( CPU ) , a read only gram , command , data and the like ) at the time of shipment . 
memory ( ROM ) , a random access memory ( RAM ) and the Furthermore , the storage unit 113 reads out the information 
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stored in the storage medium at an arbitrary timing or in example , the imaging element 121 images the subject and 
response to a request from another processing unit and the obtains data ( detection signal and the like ) which may obtain 
like , and supplies the readout information to the other the data of the imaged image by a predetermined arithmetic 
processing unit and the like via the bus 110 . operation . 

Note that , the storage medium included in the storage unit 5 Note that , the imaged image is an image including pixel 
113 is arbitrary , and the number thereof is also arbitrary . The values with which the image of the subject is formed , the storage unit 113 may include a plurality of types of storage image visually recognized as the image by the user . In 
media . For example , the storage unit 113 may include a part contrast , an image ( referred to as a detection image , includ of or all of the above - described examples of the storage ing a detection signal which is a detection result of incident medium . Furthermore , the storage unit 113 may include a 10 light in a pixel unit output of the imaging element 121 is an storage medium and the like other than the above - described image which cannot be recognized as the image by the user examples . Furthermore , for example , the storage unit 113 
may obtain its own control information supplied via the bus ( that is , the subject cannot be visually recognized ) because 
110 and drive on the basis of the control information . the subject image is not formed . That is , the detection image 
The communication unit 114 is configured to perform 15 is the image different from the imaged image . However , as 

processing regarding communication with another device . described above , by performing a predetermined arithmetic 
For example , the communication unit 114 includes a com operation on data of the detection image , it is possible to 
munication device which performs communication for restore the imaged image , that is , the image visually recog 
exchanging information such as a program , data and the like nized as the image by the user in which the image of the 
with an external device via a predetermined communication 20 subject is formed ( that is , in which the subject may be 
medium ( for example , an arbitrary network such as the visually recognized ) . This restored imaged image is referred 
Internet and the like ) . For example , the communication unit to as the restored image . That is , the detection image is the 
114 communicates with another device and supplies the image different from the restored image . 
information ( program , command , data and the like ) supplied Note that , an image forming the restored image , the image 
from the other processing unit and the like via the bus 110 25 before synchronization processing , color separation process 
to the other device being a communication partner . Further- ing and the like ( for example , demosaic processing and the 
more , for example , the communication unit 114 communi- like ) is referred to as a raw image . As is the case with the 
cates with another device , obtains the information supplied imaged image , this raw image is also an image visually 
from the other device being a communication partner , and recognized as the image by the user ( that is , in which the 
supplies the information to the other processing unit and the 30 subject may be visually recognized ) . In other words , the 
like via the bus 110 . detection image is an image according to color filter arrange 
Any communication device may be included in the com- ment , but is the image different from the raw image . 

munication unit 114. For example , this may be a network However , in a case where the imaging element 121 is 
interface . A communication method and a communication sensitive only to invisible light such as infrared light , 
standard are arbitrary . For example , the communication unit 35 ultraviolet light and the like , for example , the restored image 
114 may perform wired communication , wireless commu- ( raw image and imaged image ) also is the image which 
nication , or both of them . Furthermore , for example , the cannot be visually recognized as the image by the user ( in 
communication unit 114 may obtain its own control infor- which the subject cannot be visually recognized ) . However , 
mation ( communication device and the like ) supplied via the since this depends on a wavelength range of detected light , 
bus 110 and drive on the basis of the control information . 40 the restored image may be made an image in which the 

The recording / reproducing unit 115 is configured to per- subject may be visually recognized by converting the wave 
form processing regarding recording and reproduction of length range to a visible light range . In contrast , since the 
information using the recording medium 116 mounted subject image is not formed in the detection image , it is not 
thereon . For example , the recording / reproducing unit 115 possible to make the same an image in which the subject 
reads out information ( program , command , data and the 45 may be visually recognized only by converting the wave 
like ) recorded in the recording medium 116 mounted thereon length range . Therefore , even in a case where the imaging 
and supplies the information to another processing unit and element 121 is sensitive only to the invisible light , an image 
the like via the bus 110. Furthermore , for example , the obtained by performing the predetermined arithmetic opera 
recording / reproducing unit 115 obtains information supplied tion on the detection image as described above is referred to 
from another processing unit and the like via the bus 110 , 50 as the restored image . Note that , in the following , the present 
and writes ( records ) the information on the recording technology is described basically using a case where the 
medium 116 mounted thereon . Note that , for example , the imaging element 121 receives visible light as an example 
recording / reproducing unit 115 may obtain its own control unless otherwise specified . 
information supplied via the bus 110 and drive on the basis That is , the imaging element 121 may image the subject 
of the control information . 55 and obtain data regarding the detection image . For example , 

Note that , the recording medium 116 may be of any type . the imaging element 121 may supply the data regarding the 
For example , this may be a magnetic disk , an optical disk , detection image to the restoration unit 124 via the readout 
a magneto - optical disk , a semiconductor memory and the control unit 122 and generate the restored image . Further 
like . more , for example , the imaging element 121 may supply the 

The imaging element 121 is configured to perform pro- 60 data regarding the detection image to the association unit 
cessing regarding imaging of the subject . For example , the 125 and the like via the readout control unit 122 and 
imaging element 121 images the subject and obtains data associate metadata and the like therewith . It goes without 
( electronic data ) regarding the imaged image . At that time , saying that the imaging element 121 may supply the data 
the imaging element 121 may image the subject without regarding the detection image to an arbitrary processing unit 
intervention of an imaging lens , an optical filter and the like 65 and the like . Furthermore , for example , the imaging element 
such as a diffraction grating and the like , a pinhole and the 121 may obtain its own control information supplied via the 
like , and obtain the data regarding the imaged image . For bus 110 and drive on the basis of the control information . 
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The readout control unit 122 is configured to perform For example , the readout control unit 122 may select such 
processing regarding readout control of the data from the pixel output units according to an operation mode of the 
imaging element 121 and control resolution of the detection imaging element 121 . 
image . For example , the readout control unit 122 controls Selecting the detection signals to be adopted to the 
readout of the detection image from the imaging element 5 detection image also means selecting the detection signals 
121 and selectively reads out the detection signal which is an not adopted in other words . That is , the readout control unit 
output from each pixel output unit of the imaging element 122 controls ( sets ) the resolution of the detection image by 
121 . choosing the detection signals ( a case where all the detection 

For example , the readout control unit 122 may read out signals are selected is included ) . For example , the readout 
the detection signals from all the pixel output units of the 10 control unit 122 reads out the detection signals of all the 
imaging element 121 and select the detection signals of all pixels from the imaging element 121 , reads out the detection 

signals from the imaging element 121 while thinning the the pixel output units read out as the detection signals to be 
included in the detection image . same , thins the detection signals read out from the imaging 

element 121 , and adds the detection signals read out from For example , the readout control unit 122 may select a 15 the imaging element 121 by a predetermined number , part of the pixel unit outputs out of a plurality of pixel output thereby controlling ( setting ) the resolution of the detection 
units of the imaging element 121 and read out the detection image . 
signals from the selected pixel output units . Furthermore , for The readout control unit 122 supplies the read out detec 
example , the readout control unit 122 may read out the tion image ( the resolution of which is set ) ( in a case where 
detection signals from all the pixel output units of the 20 thinning , addition and the like are performed , the detection 
imaging element 121 and select a part of the detection image after the processing ) to another processing unit and 
signals of the respective pixel output units read out as the the like ( for example , the restoration matrix setting unit 123 , 
detection signals to be included in the detection image . the restoration unit 124 , the association unit 125 and the 

For example , the readout control unit 122 may select a like ) via the bus 110 . 
part of the pixel output units in an arbitrary position out of 25 The restoration matrix setting unit 123 is configured to 
a plurality of pixel output units of the imaging element 121 . perform processing regarding setting of a restoration matrix . 
That is , for example , the readout control unit 122 may select The detection image may be converted into the restored 
a part of the pixel unit outputs in the arbitrary position from image by performing a predetermined arithmetic operation . 
a plurality of pixel output units of the imaging element 121 As described later in detail , this predetermined arithmetic 
and read out the detection signals from the selected pixel 30 operation is to multiply each detection signal included in the 
output units . Furthermore , for example , the readout control detection image by a predetermined coefficient and add them 
unit 122 may read out the detection signals from all the pixel to each other . That is , the detection image may be converted 
output units of the imaging element 121 and select the into the restored image by performing predetermined matrix 
detection signals read out from a part of the pixel output operation . In this specification , a matrix including the above 
units in the arbitrary position out of the readout detection 35 described coefficients used for this matrix operation is 
signals of the respective pixel output units as the detection referred to as the restoration matrix . 
signals to be included in the detection image . The restoration matrix setting unit 123 sets , for example , 

For example , the readout control unit 122 may select a the restoration matrix corresponding to the detection image 
part of the pixel output units in a positional relationship with the resolution of which is set by the readout control unit 122 
a predetermined regularity out of a plurality of pixel output 40 ( restoration matrix used when restoring the restored image 
units of the imaging element 121. That is , for example , the from the detection signals selectively read out by the readout 
readout control unit 122 may select a part of the pixel unit control unit 122 ) . That is , the restoration matrix corresponds 
outputs in the positional relationship with a predetermined to the resolution of the detection image to be processed . For 
regularity out of a plurality of pixel output units of the example , the restoration matrix setting unit 123 supplies the 
imaging element 121 and read out the detection signals from 45 set restoration matrix to another processing unit and the like 
the selected pixel output units . Furthermore , for example , ( for example , the restoration unit 124 , the association unit 
the readout control unit 122 may read out the detection 125 and the like ) via the bus 110 . 
signals from all the pixel output units of the imaging element Note that , in predetermined matrix operation to convert 
121 and select the detection signals read out from a part of the detection image into the restored image , the detection 
the pixel output units in the positional relationship with a 50 image may be converted into the restored image at arbitrary 
predetermined regularity out of the readout detection signals resolution . In this case , the restoration matrix setting unit 
of the respective pixel output units as the detection signals 123 may set the restoration matrix having the number of 
to be included in the detection image . rows and the number of columns according to the resolution 

For example , the readout control unit 122 may select the of the detection image and target resolution of the restored 
pixel output units formed in a partial region in a part of a 55 image . 
pixel region in which a plurality of pixel output units of the Note that , for example , the restoration matrix setting unit 
imaging element 121 is formed . That is , for example , the 123 may obtain its own control information supplied via the 
readout control unit 122 may select the partial region in the bus 110 and drive on the basis of the control information . 
pixel region and read out the detection signals from the pixel The restoration unit 124 is configured to perform pro 
output units in the selected partial region . Furthermore , for 60 cessing regarding generation of the restored image . For 
example , the readout control unit 122 may read out the example , the restoration unit 124 generates the restored 
detection signals from all the pixel output units of the image from the data regarding the detection image ( detec 
imaging element 121 and select the detection signals read tion signal and the like ) supplied from the imaging element 
out from the pixel output units formed in a desired partial 121 by performing a predetermined arithmetic operation . 
region out of the read out detection signals of the respective 65 Furthermore , the restoration unit 124 supplies data regarding 
pixel output units as the detection signals to be included in the generated restored image ( pixel value and the like ) to 
the detection image . another processing unit and the like via the bus 110 . 
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Note that , it is possible that the detection image in which performs detection about a parameter regarding a state 
a plurality of color components is mixed is obtained by using around the imaging device 100 , a parameter regarding a state 
a color filter and the like in the imaging element 121 , and the of the imaging device 100 and the like . For example , the 
restoration unit 124 performs a predetermined arithmetic sensor unit 126 performs detection about a parameter 
operation on the detection image to obtain the raw image in 5 regarding a state of the imaging element 121. Furthermore , 
which a plurality of color components is mixed . Then , the for example , the sensor unit 126 supplies the detected 
restoration unit 124 may supply the raw image in which the information to another processing unit and the like via the 
plurality of color components is mixed to another processing bus 110. Note that , for example , the sensor unit 126 may 
unit and the like as the restored image , or may perform the obtain its own control information supplied via the bus 110 
synchronization processing , the color separation processing 10 and drive on the basis of the control information . 
and the like ( for example , demosaic processing and the like ) < Regarding Imaging Element > 
on the raw image , and supply the processed image to another Next , the imaging element 121 is described with reference 
processing unit and the like as the restored image . It goes to FIGS . 2 to 20 . 
without saying that it is possible that a monochrome detec- < Pixel and Pixel Output Unit > 
tion image and a detection image for each color may be 15 In this specification , the term “ pixel ” ( or “ pixel output 
obtained , and the synchronization processing , color separa- unit ” ) is used to describe the present technology . In this 
tion processing and the like ( for example , demosaic pro- specification , the “ pixel ” ( or “ pixel output unit ” ) is intended 
cessing and the like ) are not required in the imaging element to mean a divided unit including at least one physical 
121 . configuration capable of receiving light independent from 

Furthermore , the restoration unit 124 may perform arbi- 20 other pixels in a region ( also referred to as the pixel region ) 
trary image processing such as gamma correction ( y correc- in which the physical configuration for receiving incident 
tion ) white balance adjustment and the like , for example , on light of the imaging element 121 is formed . The physical 
the restored image , and supply data regarding the restored configuration capable of receiving the light is , for example , 
image after the image processing to another processing unit a photoelectric conversion element , and , for example , a 
and the like . Moreover , the restoration unit 124 may convert 25 photo diode ( PD ) . The number of physical configurations 
a format of the data of the restored image data or compress ( for example , photo diodes ) formed in one pixel is arbitrary , 
the same by a predetermined compression method such as and may be singular or plural . A type , a size , a shape and the 
Joint Photographic Experts Group ( JPEG ) , Tagged Image like thereof are also arbitrary . 
File Format ( TIFF ) , Graphics Interchange Format ( GIF ) and Furthermore , not only the above - described " physical con 
the like , for example , and supply the converted ( com- 30 figuration capable of receiving the light ” but also all the 
pressed ) data to another processing unit and the like . physical configurations regarding reception of the incident 

Note that , for example , the restoration unit 124 may light such as an on - chip lens , a light - shielding film , a color 
obtain its own control information supplied via the bus 110 filter , a planarization film , an antireflection film and the like , 
and drive on the basis of the control information . for example , are included in the physical configuration in the 

The association unit 125 is configured to perform pro- 35 “ pixel ” unit . Moreover , a configuration of a readout circuit 
cessing regarding data association . For example , the asso- and the like is sometimes included . That is , the physical 
ciation unit 125 associates data ( for example , a coefficient configuration in the pixel unit may be any configuration . 
and the like ) used for a predetermined arithmetic operation Furthermore , the detection signal read out from the 
for generating the restored image with the data regarding the " pixel ” ( that is , the physical configuration in the pixel unit ) 
detection image ( detection signal and the like ) supplied from 40 is sometimes referred to as “ detection signal in the pixel unit 
the imaging element 121 and the like . ( or pixel output unit ) " and the like . Moreover , the detection 

Here , the term “ to associate ” is intended to mean , for signal in the pixel unit ( or pixel output unit ) is also referred 
example , to make , when one information ( data , command , to as a " pixel unit detection signal ( or pixel output unit 
program and the like ) is processed , the other information detection signal ) ” . Furthermore , this pixel unit detection 
utilizable ( linkable ) . That is , the pieces of information 45 signal is also referred to as a “ pixel output ” . Moreover , a 
associated with each other may be collected as one file and value thereof is also referred to as an " output pixel value ” . 
the like or may be made separate pieces of information . For A value of the detection signal in the pixel unit ( output 
example , information B associated with information A may pixel value ) of the imaging element 121 may have an 
be transferred on a transfer path different from that of the incident angle directivity indicating a directivity with 
information A. Furthermore , for example , the information B 50 respect to an incident angle of the incident light from the 
associated with the information A may be recorded on a subject independently from the others . That is , each pixel 
recording medium different from that of the information A unit ( pixel output unit ) of the imaging element 121 has a 
( or another recording area of the same recording medium ) . configuration capable of independently setting the incident 
Note that , this “ association ” may be that of not the entire angle directivity indicating the directivity with respect to the 
information but a part of the information . For example , an 55 incident angle of the incident light from the subject of the 
image and information corresponding to the image may be output pixel value . For example , in the imaging element 121 , 
associated with each other in arbitrary units such as a the output pixel values of at least two pixel units may have 
plurality of frames , one frame , a part in the frame or the like . different incident angle directivities indicating the directivi 

Furthermore , for example , the association unit 125 sup- ties with respect to the incident angle of the incident light 
plies the associated data to another processing unit and the 60 from the subject . 
like via the bus 110. Note that , for example , the association Note that , as described above , since the number of “ physi 
unit 125 may obtain its own control information supplied via cal configurations capable of receiving the light ” included in 
the bus 110 and drive on the basis of the control information . the " pixel ( or pixel output unit ) " is arbitrary , the pixel unit 

The sensor unit 126 is configured to perform processing detection signal may be the detection signal obtained by a 
regarding detection . For example , the sensor unit 126 65 single “ physical configuration capable of receiving the light ” 
includes an arbitrary sensor and performs detection about a or may be the detection signal obtained by a plurality of 
predetermined parameter . For example , the sensor unit 126 " physical configurations capable of receiving the light ” . 
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Furthermore , a plurality of pixel unit detection signals dent angle of the incident light from the subject of at least 
( output pixel values ) may be combined into one at an two pixel output unit detection signals are different from 
arbitrary stage . For example , the output pixel values of a each other . 
plurality of pixels may be added in a state of analog signals , Here , the “ incident angle directivity ” is intended to mean 
or may be added after being converted into digital signals . a light - receiving sensitivity characteristic corresponding to 

Furthermore , after being read out from the imaging ele the incident angle of the incident light , that is , detection 
ment 121 , that is , in the detection image , a plurality of sensitivity with respect to the incident angle of the incident 
detection signals may be combined into a single signal or a light . For example , even with the incident light of the same 
single detection signal may be made a plurality of signals . light intensity , the detection sensitivity sometimes changes 
That is , the resolution ( number of data ) of the detection 10 depending on the incident angle . Such deviation in detection sensitivity ( including a case where there is no deviation ) is image is variable . referred to as the “ incident angle directivity ” . By the way , hereinafter , for convenience of description , For example , when the incident light having the same the imaging element 121 is described as including a pixel light intensity is incident on the physical configurations of region in which a plurality of pixels is arranged in a matrix 15 the two pixel output units at the same incident angle , signal ( to form a pixel array ) unless otherwise specified . Note that , levels ( detection signal levels ) of the detection signals of the an arrangement pattern of the pixels ( or pixel output units ) respective pixel output units might be different from each 
of the imaging element 121 is arbitrary , and is not limited to other . ( Each pixel output unit of ) the imaging element 121 
this example . For example , the pixels ( or pixel output units ) has the physical configuration having such a feature . 
may be arranged in a honeycomb structure . Furthermore , for This incident angle directivity may be realized by any 
example , the pixels ( or pixel output units ) may be arranged method . For example , it is possible to realize the incident 
to form one row ( or one column ) . That is , the imaging angle directivity by providing a light - shielding film and the 
element 121 may be a line sensor . like in front of ( on a light incident side of ) a photoelectric 

Note that , a wavelength range in which ( the pixel of ) the conversion element ( photo diode and the like ) of the imag 
imaging element 121 has sensitivity is arbitrary . For 25 ing element having a basic structure similar to that of a 
example , ( the pixel of ) the imaging element 121 may be general imaging element such as a complementary metal 
sensitive to visible light , sensitive to invisible light such as oxide semiconductor ( CMOS ) image sensor , for example . 
infrared light and ultraviolet light , and sensitive to both the When imaging is performed only with the general imag 
visible light and invisible light . For example , in a case where ing element including the pixels having the same incident 
the imaging element detects far - infrared light which is 30 angle directivity , the light of substantially the same light 
invisible light , a thermograph ( an image representing heat intensity is incident on all the pixels of the imaging element , 

so that the formed image of the subject cannot be obtained . distribution ) may be generated using the imaged image Therefore , in general , the imaging lens and the pinhole are obtained by the imaging element . However , in a case of the provided in front of the imaging element ( on the light imaging element with an imaging lens , glass has difficulty in 35 incident side ) . For example , by providing the imaging lens , transmitting far - infrared light , so that an imaging lens an image of light from a subject surface may be formed on formed by using an expensive special material is required , an imaging surface of the imaging element . Therefore , the 
which might increase a manufacturing cost . The imaging imaging element may obtain the detection signal at a level 
element 121 may image the subject without intervention of corresponding to the formed image of the subject in each 
the imaging lens and the like and obtain the data regarding 40 pixel ( that is , the imaged image of the image formed subject 
the imaged image , so that when the pixel may detect the may be obtained ) . However , in this case , there has been a 
far - infrared light , an increase in manufacturing cost may be possibility that a size physically increases , and downsizing 
suppressed . That is , far - infrared light may be imaged at a of the device is difficult . Furthermore , in a case of providing 
lower cost ( the thermograph may be obtained at a lower the pinhole , the size may be reduced as compared with a case 
cost ) . Note that , in a case where ( the pixel of ) the imaging 45 where the imaging lens is provided ; however , since an 
element 121 is sensitive to invisible light , the restored image amount of light incident on the imaging element decreases , 
is not the image in which the user may visually recognize the measures such as increasing an exposure time , increasing a 
subject but the image in which the user cannot visually gain or the like are essential , and there has been a possibility 
recognize the subject . In other words , the restored image that blurring is likely to occur in high - speed imaging of the 
may be the image of visible light or the image of invisible 50 subject , or natural color representation is lost . 
light ( for example , ( far- ) infrared light , ultraviolet light and In contrast , the imaging element 121 has a configuration 
the like ) . for the incident angle directivities of the output pixel values 
< Incident Angle Directivity > of at least two pixel output units out of a plurality of pixel 
The imaging element 121 includes a plurality of pixel output units to have different characteristics , for example . 

output units which receives the incident light incident with- 55 With such a configuration , for example , in the imaging 
out intervention of either the imaging lens or the pinhole and element 121 , the detection sensitivities of the respective 
each outputs one detection signal indicating an output pixel pixels have the incident angle directivities different from 
value modulated by the incident angle of the incident light . each other . That is , the light - receiving sensitivity character 
For example , the imaging element 121 has a configuration istic corresponding to the incident angle of the incident light 
for the incident angle directivities indicating the directivities 60 is different between the pixels . However , it is not necessary 
with respect to the incident angle of the incident light from that the light - receiving sensitivity characteristics of all the 
the subject of the output pixel values of at least two pixel pixels are completely different from each other , some pixels 
output units to have different characteristics . That is , in this may have the same light - receiving sensitivity characteristic , 
case , the imaging element 121 may obtain the detection and some pixels may have different light - receiving sensi 
signals of a plurality of pixel output units ( a plurality of pixel 65 tivity characteristics . 
output unit detection signals ) , and the incident angle direc- For example , in FIG . 2 , in a case where it is assumed that 
tivities indicating the directivities with respect to the inci- a light source forming a subject surface 131 is a point light 
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source , in the imaging element 121 , light beams having the the coefficient y2 . Furthermore , coefficients a3 , B3 , and y3 
same light intensity emitted from the same point light source in equation ( 3 ) are a coefficient set set according to the 
are incident on all the pixels , but they are incident on the incident angles of the light beams from the point light 
pixels at different incident angles . Then , since the respective sources PA , PB , and PC on the subject surface 131 to be 
pixels of the imaging element 121 have different incident 5 restored in the position Pc on the imaging element 121. That 
angle directivities , the light beams having the same light is , as expressed in equation ( 3 ) described above , the detec 
intensity are detected with different sensitivities . That is , the tion signal level DC in the position Pc is expressed by a sum 
detection signals having different signal levels are detected ( composite value ) of a product of the light intensity “ a ” of 
by the respective pixels . the light beam from the point light source PA in the position 

In further detail , the sensitivity characteristic according to 10 Pc and the coefficient az , a product of the light intensity “ b ” 
the incident angle of the incident light received by each pixel of the light beam from the point light source PB in the 
of the imaging element 121 , that is , the incident angle position Pc and the coefficient B3 , and a product of the light 
directivity according to the incident angle in each pixel is intensity “ c ” of the light beam from the point light source PC 
represented by a coefficient representing the light - receiving in the position Pc and the coefficient y3 . 
sensitivity according to the incident angle , and the signal 15 As described above , these detection signal levels are 
level of the detection signal ( also referred to as a detection different from those with which the image of the subject is 
signal level ) corresponding to the incident light in each pixel formed because the light intensities of the light beams 
is obtained by multiplying the coefficient set corresponding emitted from the point light sources PA , PB , and PC are 
to the light - receiving sensitivity corresponding to the inci- mixed . That is , the detection signal level illustrated in an 
dent angle of the incident light . 20 upper right part of FIG . 2 is not the detection signal level 
More specifically , as illustrated in an upper left part of corresponding to the image imaged image ) in which the 

FIG . 2 , detection signal levels DA , DB , and DC in positions subject image is formed , so that this is different from a pixel 
Pa , Pb , and Pc are expressed by following equations ( 1 ) to value illustrated in a lower right part of FIG . 2 ( they 
( 3 ) , respectively . generally do not coincide with each other ) . 

However , by forming simultaneous equations using the [ Mathematical Equation 1 ] coefficient set al , B1 , and y1 , the coefficient set a2 , B2 , and 
y2 , the coefficient set a3 , B3 , and y3 , and the detection signal DA = alxa + B1 - b + y1xc 1 levels DA , DB , and DC , and solving the simultaneous 
equations of equations ( 1 ) to ( 3 ) described above using a , b , DB = a2xa + B2xb + y2xc ( 2 ) 30 and c as variables , it is possible to obtain the pixel values in 
the respective positions Pa , Pb , and Pc as illustrated in the 

DC = a3xa + B3xb + y3xc ( 3 ) lower right part of FIG . 2. Therefore , the restored image 
Here , al is a coefficient set according the incident which is a set of the pixel values ( image in which the subject 

angle of the light beam from the point light source PA on the image is formed ) is restored . 
subject surface 131 to be restored in the position Pa on the 35 With such a configuration , the imaging element 121 may 
imaging element 121. Furthermore , B1 is a coefficient set output one detection signal indicating the output pixel value 
according to the incident angle of the light beam from the modulated by the incident angle of the incident light in each 
point light source PB on the subject surface 131 to be pixel without the need of the imaging lens , the optical filter 
restored in the position Pa on the imaging element 121 . including the diffraction grating and the like , the pinhole and 
Moreover , yl is a coefficient set according to the incident 40 the like . As a result , the imaging lens , the optical filter 
angle of the light beam from the point light source PC on the including the diffraction grating and the like , the pinhole and 
subject surface 131 to be restored in the position Pa on the the like are not indispensable configurations , so that it is 
imaging element 121 . possible to make the imaging device short in height , that is , 
As expressed in equation ( 1 ) , the detection signal level make a thickness thin in a light incident direction in a 

DA in the position Pa is expressed by a sum ( composite 45 configuration to realize an imaging function . 
value ) of a product of the light intensity “ a ” of the light beam < Formation of Incident Angle Directivity > 
from the point light source PA in the position Pa and the A left part of FIG . 3 illustrates a front view of a part of a 
coefficient al , a product of the light intensity “ b ” of the light pixel array unit of a general imaging element , and a right 
beam from the point light source PB in the position Pa and part of FIG . 3 illustrates a front view of a part of a pixel array 
the coefficient B1 , and a product of the light intensity “ c ” of 50 unit of the imaging element 121. Note that , FIG . 3 illustrates 
the light beam from the point light source PC in the position an example of a case where the pixel array unit has a 
Pa and the coefficient y1 . Hereinafter , the coefficients ax , Bx , configuration of six pixels horizontally x six pixels verti 
and yx ( x is a natural number ) are collectively referred to as cally , but the configuration of the number of pixels is not 
a coefficient set . limited to this . 

Similarly , a coefficient set a2 , B2 , and y2 in equation ( 2 ) 55 The incident angle directivity may be formed by a light 
is the coefficient set according to the incident angles of the shielding film , for example . As in the example in the left part 
light beams from the point light sources PA , PB , and PC on of FIG . 3 , it is illustrated that the pixels 121a having the 
the subject surface 131 to be restored in the position Pb on same incident angle directivity are arranged in an array in 
the imaging element 121. That is , as expressed in equation the general imaging element 121. In contrast , in the imaging 
( 2 ) described above , the detection signal level DB in the 60 element 121 in the example in the right part of FIG . 3 , each 
position Pb is expressed by a sum ( composite value ) of a pixel 121a is provided with a light - shielding film 121b 
product of the light intensity “ a ” of the light beam from the which is one of modulation elements so as to cover a part of 
point light source PA in the position Pb and the coefficient a light - receiving region of a photo diode thereof , and the 
a2 , a product of the light intensity “ b ” of the light beam from incident light incident on each pixel 121a is optically 
the point light source PB in the position Pb and the coeffi- 65 modulated according to the incident angle . Then , for 
cient B2 , and a product of the light intensity “ c ” of the light example , by providing the light - shielding film 1216 in a 
beam from the point light source PC in the position Pb and different range for each pixel 121a , the light - receiving 
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sensitivity to the incident angle of the incident light differs simply referred to as the pixels 121a , and other configura 
for each pixel 121a , and the respective pixels 121a have tions are also referred to in a similar manner . Furthermore , 
different incident angle directivities . FIG . 4 illustrates only the side view and the top view of two 

For example , a light - shielded range of the pixel is differ- pixels forming the pixel array of the imaging element 121 ; 
ent between pixels 121a - 1 and 121a - 2 due to provided 5 however , it goes without saying that the number of pixels 
light - shielding films 121b - 1 and 1216-2 ( at least any one of 121a arranged is equal to or larger than this but not illus 
the light - shielded region ( position ) or a light - shielded area is trated . 
different ) . That is , in the pixel 121a - 1 , the light - shielding Moreover , the pixels 121a - 15 and 121a - 16 are provided film 121b - 1 is provided so as to light - shield a part on a left a with photo diodes 121e - 15 and 121e - 16 in the photoelectric side in the light - receiving region of the photodiode by a 10 conversion layer Z11 , respectively . Furthermore , on the predetermined width , and in the pixel 121a - 2 , the light photodiodes 121e - 15 and 121e - 16 , on - chip lenses 121c - 15 shielding film 1216-2 is provided so as to light - shield a part and 121c - 16 and color filters 121d - 15 and 121d - 16 are on a right side in the light - receiving region by a width wider 
in a horizontal direction than that of the light - shielding film formed in this order from above , respectively . 
1216-1 . In another pixel 121a as well , similarly , the light- 15 The on - chip lenses 121c - 15 and 121c - 16 condense the 
shielding film 121b is provided so as to light - shield a incident light on the photo diodes 121e - 15 and 121e - 16 , 
different range of the light - receiving region for each pixel to respectively . 
be randomly arranged in the pixel array . The color filters 121d - 15 and 121d - 16 are optical filters 

Note that , the range of the light - shielding film 121b which transmit light of specific wavelengths such as red , 
desirably has such an area that a desired light amount may 20 green , blue , infrared , white and the like , for example . Note 
be secured because the larger the ratio of covering the that , in a case of white , the color filters 121d - 15 and 121d - 16 
light - receiving region of each pixel , the smaller the amount may be transparent filters or they are not required . 
of light which may be received ; for example , it is possible At a boundary between the pixels in the photoelectric 
to limit such that the area of the light - shielding film 121b is conversion layer Z11 of the pixels 121a - 15 and 121a - 16 , 
up to about 3/4 of an entire range capable of receiving the 25 light - shielding films 121p - 15 to 121p - 17 are formed to 
light at maximum . In this manner , it becomes possible to suppress crosstalk between the adjacent pixels . 
secure the light amount not smaller than the desired amount . Furthermore , light - shielding films 121b - 15 and 1216-16 
However , if each pixel has an unshielded range with a width being one of the modulation elements light - shield a part of 
corresponding to a wavelength of the light to be received , it a light - receiving surface S as illustrated in the upper and 
is possible to receive a minimum amount of light . That is , for 30 middle parts of FIG . 4. Since a part of the light - receiving 
example , in a case of a B pixel ( blue pixel ) , the wavelength surface S is light - shielded by the light - shielding film 121b , 
is about 500 nm , and it is possible to receive the minimum the incident light incident on the pixel 121a is optically 
amount of light if the light is not shielded beyond a width modulated according the incident angle . Since the pixel 
corresponding to this wavelength . 121a detects the optically modulated incident light , this has 

< Configuration Example of Imaging Element > 35 the incident angle directivity . On the light - receiving surfaces 
A configuration example of the imaging element 121 in S of the photodiodes 121e - 15 and 121e - 16 in the pixels 

this case is described with reference to FIG . 4. An upper part 121a - 15 and 121a - 16 , different ranges are light - shielded by 
of FIG . 4 is a side cross - sectional view of the imaging the light - shielding films 121b - 15 and 121b - 16 , respectively , 
element 121 , and a middle part of FIG . 4 is a top view of the so that different incident angle directivities are set for the 
imaging element 121. Furthermore , the side cross - sectional 40 respective pixels . However , it is not limited to a case where 
view in the upper part of FIG . 4 is an AB cross - section in the the light - shielded ranges are different for all the pixels 121a 
middle part of FIG . 4. Moreover , a lower part of FIG . 4 is of the imaging element 121 , and there may be a part of the 
a circuit configuration example of the imaging element 121 . pixels 121a in which the same range is light - shielded . 
The imaging element 121 having a configuration illus- By the configuration as illustrated in the upper part of 

trated in FIG . 4 is provided with a plurality of pixel output 45 FIG . 4 , a right end of the light - shielding film 121p - 15 and an 
units which receives the incident light incident without upper end of the light - shielding film 121b - 15 are connected 
intervention of either the imaging lens or the pinhole and to each other , and a left end of the light - shielding film 
each outputs one detection signal indicating the output pixel 121b - 16 and an upper end of the light - shielding film 121p 
value modulated by the incident angle of the incident light . 16 are connected to each other to be formed into an L shape 
For example , this has a configuration for the incident angle 50 as seen from the side . 
directivities indicating the directivities with respect to the Moreover , the light - shielding films 121b - 15 to 1216-17 
incident angle of the incident light from the subject of the and 121p - 15 to 121p - 17 are formed using metal such as , for 
output pixel values of at least two pixel output units out of example , tungsten ( W ) , aluminum ( Al ) , or an alloy of Al and 
the plurality of pixel output units to have different charac- copper ( Cu ) . Furthermore , the light - shielding films 121b - 15 
teristics . Furthermore , the imaging element 121 in this case 55 to 121b - 17 and 121p - 15 to 121p - 17 may be simultaneously 
has a configuration in which a plurality of pixel output units formed using the same metal as that of wiring by the same 
may independently set the incident angle directivity indi- process as the process by which the wiring is formed in a 
cating the directivity with respect to the incident angle of the semiconductor process . Note that , the light - shielding films 
incident light from the subject for each pixel output unit . 121b - 15 to 121b - 17 and 121p - 15 to 121p - 17 do not neces 

In the imaging element 121 in the upper part of FIG . 4 , the 60 sarily have the same thickness depending on the position . 
incident light is incident from the upper part of the drawing Furthermore , as illustrated in a lower part of FIG . 4 , the 
downward . Adjacent pixels 121a - 15 and 121a - 16 are so- pixel 121a is provided with a photo diode 161 ( correspond 
called backside irradiation - type with a wiring layer Z12 ing to the photo diode 121e ) , a transfer transistor 162 , a 
provided in a lowermost layer in the drawing and a photo- floating diffusion ( FD ) unit 163 , a selection transistor 164 , 
electric conversion layer Z11 provided thereon . 65 an amplification transistor 165 , and a reset transistor 166 , 

Note that , in a case where it is not necessary to distinguish and is connected to a current source 168 via a vertical signal 
the pixels 121a - 15 and 121a - 16 from each other , they are line 167 . 
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The photo diode 161 is configured such that an anode By the above - described processing , the reference poten 
electrode is grounded and a cathode electrode is connected tial is subtracted from the signal potential and is output as 
to a gate electrode of the amplification transistor 165 via the the detection signal by correlated double sampling ( CDS ) . A 
transfer transistor 162 . value of this detection signal ( output pixel value ) is modu 

The transfer transistor 162 drives according to a transfer 5 lated according to the incident angle of the incident light 
signal TG . For example , when the transfer signal TG sup- from the subject , and has a different characteristic ( direc 
plied to a gate electrode of the transfer transistor 162 reaches tivity ) depending on the incident angle ( has the incident 
a high level , the transfer transistor 162 is turned on . There- angle directivity ) . 
fore , charges accumulated in the photo diode 161 are trans- In this manner , each of the pixel 121a in a case of FIG . 4 
ferred to the FD unit 163 via the transfer transistor 162 . is provided with one photo diode 121e , and the different 

The amplification transistor 165 serves as an input unit of range is light - shielded by the light - shielding film 121b for 
a source follower which is a readout circuit which reads out each pixel 121a , so that it is possible to express the detection 
a signal obtained by photoelectric conversion in the photo signal of one pixel of the detection image having the incident 
diode 161 , and outputs a pixel signal at a level correspond- 15 angle directivity by one pixel 121a by optical modulation 
ing to the charges accumulated in the FD unit 163 to a using the light - shielding film 121b . 
vertical signal line 23. That is , the amplification transistor < Another Configuration Example of Imaging Element > 
165 forms the source follower with the current source 168 Furthermore , the incident angle directivity may be formed 
connected to one end of the vertical signal line 167 with a by , for example , a position , a size , a shape and the like in the 
drain terminal connected to a power supply voltage VDD 20 pixel of a light - receiving element ( for example , photo 
and a source terminal connected to the vertical signal line diode ) . The pixels with different parameters have different 
167 via the selection transistor 164 . sensitivities to the incident light having the same light 
The floating diffusion ( FD ) unit 163 serves as a floating intensity in the same direction . That is , by setting these 

diffusion region having a charge capacitance C1 provided parameters for each pixel , the incident angle directivity may 
between the transfer transistor 162 and the amplification 25 be set for each pixel . 
transistor 165 , and temporarily accumulates the charges For example , a plurality of light - receiving elements ( for 
transferred from the photo diode 161 via the transfer tran- example , photo diodes ) may be provided in the pixel and 
sistor 162. The FD unit 163 serves as a charge detection unit used selectively . In this manner , the incident angle directiv 
which converts the charges into a voltage , and the charges ity may be set for each pixel by selecting the light - receiving 
accumulated in the FD unit 163 are converted into the 30 element . 
voltage in the amplification transistor 165 . FIG . 5 is a view illustrating another configuration 

The selection transistor 164 is driven according to a example of the imaging element 121. In an upper part of 
selection signal SEL , turned on when the selection signal FIG . a side cross - sectional view of the pixel 121a of the 
SEL supplied to a gate electrode reaches a high level , and imaging element 121 is illustrated , and in a middle part of 
connects the amplification transistor 165 to the vertical 35 FIG . 5 , a top view of the imaging element 121 is illustrated . 
signal line 167 . Furthermore , the side cross - sectional view in the upper part 

The reset transistor 166 drives according to a reset signal of FIG . 5 is an AB cross - section in the middle part of FIG . 
RST . For example , the reset transistor 166 is turned on when 5. Moreover , in a lower part of FIG . 5 , a circuit configuration 
the reset signal RST supplied to a gate electrode reaches a example of the imaging element 121 is illustrated . 
high level , discharges the charges accumulated in the FD 40 The imaging element 121 having the configuration illus 
unit 163 to the power supply voltage VDD , and resets the FD trated in FIG . 5 is provided with a plurality of pixel output 
unit 163 . units which receives the incident light incident without 

With the circuit configuration described above , the pixel intervention of either the imaging lens or the pinhole and 
circuit illustrated in the lower part of FIG . 4 operates as each outputs one detection signal indicating the output pixel 
follows . 45 value modulated by the incident angle of the incident light . 

That is , as a first operation , the reset transistor 166 and the For example , the imaging element 121 has the configuration 
transfer transistor 162 are turned on , the charges accumu- for the incident angle directivities indicating the directivities 
lated in the FD unit 163 are discharged to the power supply with respect to the incident angle of the incident light from 
voltage VDD , and the FD unit 163 is reset . the subject of the output pixel values of at least two pixel 
As a second operation , the reset transistor 166 and the 50 output units out of a plurality of pixel output units to have 

transfer transistor 162 are turned off , an exposure period is different characteristics . Furthermore , the imaging element 
started , and the charges according to the amount of the 121 in this case may independently set the incident angle 
incident light are accumulated by the photo diode 161 . directivity indicating the directivity with respect to the 
As a third operation , after the reset transistor 166 is turned incident angle of the incident light from the subject of the 

on and the FD unit 163 is reset , the reset transistor 166 is 55 output pixel value for each pixel output unit by making the 
turned off . By this operation , the FD unit 163 is reset and set photo diodes ( PDs ) contributing to the output of a plurality 
to reference potential . of pixel output units different from each other . 
As a fourth operation , the potential of the FD unit 163 in As illustrated in FIG . 5 , the imaging element 121 has a 

the reset state is output from the amplification transistor 165 configuration different from that of the imaging element 121 
as the reference potential . 60 in FIG . 5 in that four photo diodes 121f - 1 to 121f - 4 are 
As a fifth operation , the transfer transistor 162 is turned formed in the pixel 121a , and a light - shielding film 121p is 

on , and the charges accumulated in the photo diode 161 are formed in a region which separates the photo diodes 121f - 1 
transferred to the FD unit 163 . to 121f - 4 from one another . That is , in the imaging element 
As a sixth operation , the potential of the FD unit 163 to 121 in FIG . 5 , the light - shielding film 121p is formed into a 

which the charges of the photo diode are transferred is 65 “ + ” shape as seen from above . Note that , the common 
output from the amplification transistor 165 as signal poten- configuration is assigned with the same reference sign , and 
tial . the detailed description thereof is omitted . 
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In the imaging element 121 configured as illustrated in possible to provide ( set ) the incident angle directivity in a 
FIG . 5 , occurrence of electrical and optical crosstalk among horizontal direction in the drawing to the output pixel value 
the photo diodes 121f - 1 to 121f - 4 may be prevented because of the pixel 121a . Similarly , by transferring the charges of 
the photo diodes 121f - 1 to 121f - 4 are separated by the the photo diodes 121f - 1 and 1218-2 to the FD unit 163 and 
light - shielding film 121p . That is , the light - shielding film 5 adding the signals obtained by reading out them , it is 
121p in FIG . 5 is for preventing the crosstalk as is the case possible to provide ( set ) the incident angle directivity in a 
with the light - shielding film 121p of the imaging element vertical direction in the drawing to the output pixel value of 
121 in FIG . 4 and is not for providing the incident angle the pixel 121a . directivity . Note that , the signal obtained on the basis of the charges 

Although it is described later in detail , the photo diodes 10 of each photo diode 121f of the pixel 121a in FIG . 5 may be 
121f - 1 to 121f - 4 have different incident angles at which the added after being read out from the pixel , or may be added 
light - receiving sensitivity characteristics become high . That in the pixel ( for example , the FD unit 163 ) . 
is , a desired incident angle directivity may be provided ( set ) Furthermore , a combination of the photo diodes 121f the 
to the output pixel value of the pixel 121a depending on the charges ( or signals corresponding to the charges ) of which 
photo diode out of the photo diodes 121f - 1 to 121f - 4 from 15 are added is arbitrary , and is not limited to the above 
which the charge is read out . That is , the incident angle described example . For example , the charges ( or signals 
directivity of the output pixel value of the pixel 121a may be corresponding to the charges ) of three or more photo diodes 
controlled . 121f may be added . Furthermore , for example , the charge of 

In the configuration example of the imaging element 121 one photo diode 121f may be read out without addition . 
in FIG . 5 , one FD unit 163 is shared by the four photo diodes 20 Note that , it is possible to provide ( set ) a desired incident 
121f - 1 to 121f - 4 . In the lower part of FIG . 5 , the circuit angle directivity to the detection sensitivity of the pixel 
configuration example in which one FD unit 163 is shared by 121a by resetting the detection value ( charges ) accumulated 
the four photo diodes 121f - 1 to 121f - 4 is illustrated . Note in the photo diode 161 ( photo diode 121f ) and the like before 
that , in the lower part of FIG . 5 , the description of the the charges are read out to the FD unit 163 by using an 
configuration the same as that in the lower part of FIG . 4 is 25 electronic shutter function . 
not repeated . For example , in a case where the electronic shutter 

The lower part of FIG . 5 differs from the circuit configu- function is used , by resetting immediately before reading out 
ration in the lower part of FIG . 4 in that photo diodes 161-1 the charges of the photo diode 121f to the FD unit 163 , it is 
to 161-4 ( corresponding to the photo diodes 121f - 1 to 121f - 4 possible to put the photo diode 121f into a state not con 
in the upper part of FIG . 5 ) and transfer transistors 162-1 to 30 tributing to the detection signal level of the pixel 121a , and 
162-4 are provided in place of the photo diode 161 and the by providing a time between the reset and the readout to the 
transfer transistor 162 , respectively , to share the FD unit FD unit 163 , it is possible to allow the same to partially 
163 . contribute . 

In the circuit illustrated in the lower part of FIG . 5 , the As described above , each of the pixels 121a in FIG . 5 
photo diodes 161-1 to 161-4 are referred to as the photo 35 includes the four photo diodes 121f , and the light - shielding 
diodes 161 in a case where it is not necessary to distinguish film 1216 is not formed for the light - receiving surface , but 
them from each other . Furthermore , the transfer transistors this is divided into a plurality of regions by the light 
162-1 to 162-4 are referred to as the transfer transistors 162 shielding film 121p , and the four photo diodes 121f - 1 to 
in a case where it is not necessary to distinguish them from 121f - 4 are formed to express the detection signal of one 
each other . 40 pixel of the detection image having the incident angle 

In the circuit illustrated in the lower part of FIG . 5 , when directivity . In other words , for example , a range not con 
any one of the transfer transistors 162 is turned on , charges tributing to the output of the photo diodes 121f - 1 to 121f - 4 
of the photo diode 161 corresponding to the transfer tran- serves similarly to the light - shielded region , so that the 
sistor 162 are read out and transferred to the common FD detection signal of one pixel of the detection image having 
unit 163. Then , a signal corresponding to a level of the 45 the incident angle directivity is expressed . Note that , in a 
charges held in the FD unit 163 is read out as a detection case where the detection signal of one pixel is expressed 
signal of the pixel output unit . That is , the charges of each using the photo diodes 121f - 1 to 121f - 4 , since the light 
photo diode 161 may be read out independently of each shielding film 121b is not used , the detection signal is not the 
other , and the photo diode 161 from which the charges are signal obtained by the optical modulation . 
read out may be controlled depending on the transfer tran- 50 The example in which the four photo diodes are arranged 
sistor 162 which is turned on . In other words , a degree of in the pixel is described above , but the number of photo 
contribution of each photo diode 161 to the output pixel diodes arranged in the pixel is arbitrary and is not limited to 
value may be controlled depending on the transfer transistor the above - described example . That is , the number of partial 
162 which is turned on . For example , the photo diode 161 regions in which the photo diodes are arranged in the pixel 
which contributes to the output pixel value may be made 55 is also arbitrary . 
different between at least two pixels by making the photo Furthermore , in the above description , it is described that 
diodes 161 from which the charges are read out different the photo diodes are arranged in the four partial regions 
from each other . That is , a desired incident angle directivity obtained by dividing the pixel into four ; however , it is also 
may be provided ( set ) to the output pixel value of the pixel possible that the partial regions are not equally divided . That 
121a by selecting the photo diode 161 from which the 60 is , it is possible that a size and a shape of each partial region 
charges are read out . That is , the detection signal output are not unified ( partial region having different size and shape 
from each pixel 121a may be made a value ( output pixel may be included ) . Alternatively , a position ( position in the 
value ) modulated according to the incident angle of the partial region ) , a size , a shape and the like of the photo diode 
incident light from the subject . arranged in each partial region may be different for each 

For example , in FIG . 5 , by transferring the charges of the 65 photo diode ( for each partial region ) . At that time , it is 
photo diodes 121f - 1 and 121f - 3 to the FD unit 163 and possible that all the sizes and shapes of the partial regions 
adding the signals obtained by reading out them , it is are unified or not . 
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Moreover , these parameters do not have to be unified in 121e - 12 . Note that , a dashed - dotted line in the drawing 
all the pixels of the imaging element 121. That is , in one or indicates a central position in a horizontal direction in the 
more pixels of the imaging element 121 , one or more of drawing of the light - receiving surface of the photo diode 
these parameters may be different from those of other pixels . 121e in a direction perpendicular to the light - receiving 

For example , a pixel group of the imaging element 121 5 surface . 
may include the pixel in which a division position for For example , in a case of the configuration in the upper 
forming the partial region in which the photo diode is left part of FIG . 6 , the incident light in a direction from upper 
arranged in the pixel is different from that of the other pixels . right in the drawing indicated by an arrow forming an 
That is , the imaging element 121 may include one or more incident angle 01 with respect to the dashed - dotted line in 
pixels the partial region of which has different size and shape 10 the drawing is easily received in a left - half range not 
from other pixels . For example , by making the division light - shielded by the light - shielding film 121b - 11 of the 
position different for each pixel , even when only an upper photo diode 121e - 11 ; however , the incident light in a direc 
left photo diode is used in a plurality of pixels , the incident tion from upper left in the drawing indicated by an arrow 
angle directivities of the detection signals detected in the forming an incident angle 02 with respect to the dashed 
plurality of pixels may be made different from each other . 15 dotted line in the drawing is less likely to be received in the 

Furthermore , for example , the pixel group of the imaging left - half range not light - shielded by the light - shielding film 
element 121 may include the pixel in which the positions , 1216-11 of the photo diode 121e - 11 . Accordingly , in 
sizes , shapes and the like of a plurality of photo diodes of the configuration in the upper left part of FIG . 6 , the 
arranged in the pixel are different from those of the other incident angle directivity is with a high light - receiving 
pixels . That is , the imaging element 121 may include one or 20 sensitivity characteristic for the incident light from upper 
more pixels in which at least any one of the positions , sizes , right in the drawing and low light - receiving sensitivity 
or shapes of the plurality of photo diodes arranged is characteristic for the incident light from upper left . 
different from that of the other pixels . For example , by In contrast , for example , in a case of the configuration in 
making the positions , sizes , shapes and the like of the photo the upper right part of FIG . 6 , the incident light in a direction 
diodes different for each pixel , even when only the upper left 25 from upper right in the drawing indicated by an arrow 
photo diode is used in a plurality of pixels , the incident angle forming an incident angle 011 with respect to the dashed 
directivities of the detection signals detected in the plurality dotted line in the drawing is less likely to be received in a 
of pixels may be made different from each other . left - half range light - shielded by the light - shielding film 

Moreover , for example , one or more pixels in which both 121b - 12 of the photo diode 121e - 12 ; however , the incident 
the parameters ( size and shape ) of the partial region and the 30 light in a direction from upper left in the drawing indicated 
parameters ( position , size , and shape ) of the photo diode are by an arrow forming an incident angle 012 with respect to 
different from those of the other pixels may be included . the dashed - dotted line in the drawing is easily received in a 

Furthern re , for example , the pixel group of the imaging right - half range not light - shielded by the light - shielding film 
element 121 may include the pixel in which the division 121b - 12 of the photo diode 121e - 12 . Accordingly , in a case 
number for forming the partial region in which the photo- 35 of the configuration in the upper right part of FIG . 6 , the 
diode is arranged in the pixel is different from that of the incident angle directivity is with a low light - receiving sen 
other pixels . That is , the imaging element 121 may include sitivity characteristic for the incident light from upper right 
one or more pixels in which the number of photo diodes in the drawing and high light - receiving sensitivity charac 
arranged is different from that of the other pixels . For teristic for the incident light from upper left . 
example , by making the division number ( number of photo 40 Furthermore , in a case of the lower left part of FIG . 6 , the 
diodes ) different for each pixel , the incident angle directivity photo diodes 121f - 1 and 121 / -2 are provided on left and right 
may be set more freely . sides in the drawing , and a configuration has the incident 

< Principle of Causing Incident Angle Directivity > angle directivity without the light - shielding film 121b pro 
The incident angle directivity of each pixel of the imaging vided by reading out the detection signal of one of them . 

element 121 occurs , for example , by a principle illustrated in 45 That is , as illustrated in the lower left part of FIG . 6 , in a 
FIG . 6. Note that , a left upper part and a right upper part of case where two photo diodes 121f - 1 and 121f - 2 are formed 
FIG . 6 are views for illustrating the principle of occurrence in the pixel 121a , the detection signal of the photo diode 
of the incident angle directivity in the imaging element 121 121f - 1 provided on the left side in the drawing contributes 
in FIG . 4 , and a lower left part and a lower right part of FIG . to the detection signal level of the pixel 121a , so that this 
6 are views for illustrating the principle of occurrence of the 50 may be provided with the incident angle directivity similar 
incident angle directivity in the imaging element 121 in FIG . to that of the configuration in the upper left part of FIG . 6 . 
5 . That is , the incident light in the direction from upper right 

Furthermore , each of the pixels in the upper left part and in the drawing indicated by an arrow which forms an 
upper right part in FIG . 6 includes one photo diode 12le . In incident angle 021 with respect to the dashed - dotted line in 
contrast , each of the pixels in the lower left part and lower 55 the drawing is incident on the photo diode 121f - 1 to be 
right part in FIG . 6 includes two photo diodes 121f . Note received , and the detection signal thereof is read out to 
that , herein , an example in which one pixel includes two contribute to the detection signal of the pixel 121a . In 
photo diodes 121f is illustrated , but this is for convenience contrast , the incident light in the direction from upper left in 
in explanation , and the number of photo diodes 121f forming the drawing indicated by an arrow which forms an incident 
one pixel may be other than this . 60 angle 022 with respect to the dashed - dotted line in the 

In the upper left part of FIG . 6 , a light - shielding film drawing is incident on the photo diode 121f - 2 , but the 
121b - 11 is formed so as to light - shield a right half of a detection signal thereof is not read out and does not con 
light - receiving surface of a photo diode 121e - 11 when the tribute to the detection signal of the pixel 121a . 
incident light is incident from the upper part in the drawing Similarly , as illustrated in the lower right part of FIG . 6 , 
downward . Furthermore , in the upper right part of FIG . 6 , a 65 in a case where two photo diodes 121f - 11 and 121f - 12 are 
light - shielding film 121b - 12 is formed so as to light - shield formed in the pixel 121a , the detection signal of the photo 
a left half of a light - receiving surface of a photo diode diode 121f - 12 provided on the left side in the drawing 
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contributes to the detection signal level of the pixel 121a , so this inclines rightward in the drawing ) ) , the light is con 
that this may be provided with the incident angle directivity densed in a range in which the light - shielding film 121b - 11 
similar to that of the configuration in the upper right part of is not provided , so that the detection signal level of the photo 
FIG . 6. That is , the incident light in the direction from upper diode 121e - 11 increases . In contrast , the smaller the incident 
right in the drawing indicated by an arrow which forms an 5 angle ( the larger the incident angle o in a negative 
incident angle 831 with respect to the dashed - dotted line in direction ( the more this inclines leftward in the drawing ) ) , 
the drawing is incident on the photo diode 121f - 11 , but the the light is condensed in a range in which the light - shielding 
detection signal thereof is not read out and does not con- film 121b - 11 is provided , so that the detection signal level of 
tribute to the detection signal of the pixel 121a . In contrast , the photo diode 121e - 11 decreases . 
the incident light in the direction from upper left in the 10 Note that , the incident angle 0 is herein 0 degree in a case 
drawing indicated by an arrow which forms an incident where the direction of the incident light coincides with the 
angle 032 with respect to the dashed - dotted line in the dashed - dotted line , the incident angle 0 on an incident angle 
drawing is incident on the photo diode 1214-12 to be 021 side in the middle left part of FIG . 7 at which the 
received , and the detection signal thereof is read out to incident light from an upper right of the drawing is incident 
contribute to the detection signal of the pixel 121a . 15 is a positive value , and the incident angle 0 on an incident 

Note that , in FIG . 6 , the example in which the dashed- angle 022 side in the middle right part of FIG . 7 is a negative 
dotted line in the vertical direction is the central position in value . Therefore , in FIG . 7 , the incident angle of the incident 
the horizontal direction in the drawing of the light - receiving light incident on the on - chip lens 121c from upper right is 
surface of the photo diode 121e is illustrated , but this is for larger than that of the incident light incident from upper left . 
convenience of description , and the position may be other 20 That is , the incident angle o increases as a travel direction of 
positions . A different incident angle directivity may be the incident light inclines to right ( increases in the positive 
generated by a different position in the horizontal direction direction ) and decreases as this inclines to left ( increases in 
of the light - shielding film 1216 indicated by the dashed- the negative direction ) in FIG . 7 . 
dotted line in the vertical direction . Furthermore , as illustrated in the middle right part of FIG . 

< Regarding Incident Angle Directivity in Configuration 25 7 , in a case where the light - shielding film 121b - 12 which 
Including On - Chip Lens > light - shields a left half of the photo diode 121e - 12 in the 

The principle of occurrence of the incident angle direc- drawing is provided , a detection signal level of the photo 
tivity is heretofore described ; and the incident angle direc- diode 1212-12 changes according to the incident angle o of 
tivity in the configuration including the on - chip lens 121c is the incident light as indicated by a dotted line waveform in 
herein described . 30 the upper part of FIG . 7 . 

That is , the incident angle directivity of each pixel in the That is , as indicated by the dotted line waveform in the 
imaging element 121 is set as illustrated in FIG . 7 , for upper part of FIG . 7 , the larger the incident angle 8 being the 
example , by using the on - chip lens 121c in addition to the angle formed by the incident light with respect to the 
above - described light - shielding film 121b . That is , in a dashed - dotted line in the central position of the photo diode 
middle left part of FIG . 7 , an on - chip lens 121c - 11 which 35 121e and the on - chip lens 121c and is perpendicular thereto 
condenses the incident light , a color filter 121d - 11 which ( the larger the incident angle 0 in the positive direction ) , the 
transmits light of a predetermined wavelength , and a photo smaller the detection signal level of the photo diode 121e - 12 
diode 121e - 11 which generates the pixel signal by photo- because the light is condensed in the range in which the 
electric conversion are stacked in this order in the incident light - shielding film 121b - 12 is provided . In contrast , the 
direction from the upper part in the drawing , and in a middle 40 smaller the incident angle ( the larger the incident angle o 
right part of FIG . 7 , an on - chip lens 121c - 12 , a color filter in the negative direction ) , the larger the detection signal 
121d - 12 , and a photo diode 121e - 12 are arranged in this level of the photo diode 121e - 12 because the light is incident 
order in the incident direction from the upper part in the on a range in which the light - shielding film 121b - 12 is not 
drawing . provided . 

Note that , in a case where it is not necessary to distinguish 45 Note that , in the upper part of FIG . 7 , the incident angle 
between the on - chip lenses 121c - 11 and 121c - 12 , between O is plotted along the abscissa , and the detection signal level 
the color filters 121d - 11 and 121d - 12 , and between the photo in the photo diode 121e is plotted along the ordinate . 
diodes 121e - 11 and 121e - 12 , they are simply referred to as Since the solid line and dotted line waveforms indicating 
the on - chip lens 121c , the color filter 121d , and the photo the detection signal levels according to the incident angle o 
diode 121e . 50 illustrated in the upper part of FIG . 7 may be changed 
The imaging element 121 is further provided with light- according to the range of the light - shielding film 121b , it 

shielding films 121b - 11 and 121b - 12 which light - shield a becomes possible to provide ( set ) the incident angle direc 
part of the region which receives the incident light as tivities different for each pixel . Note that , the solid line 
illustrated in the middle left part and the middle right part of waveform in the upper part of FIG . 7 corresponds to a solid 
FIG . 7 . 55 arrow indicating a state in which the incident light in a 
As illustrated in the middle left part of FIG . 7 , in a case middle left part and a lower left part of FIG . 7 is condensed 

where the light - shielding film 121b - 11 which light - shields a with the incident angle o changed . Furthermore , the dotted 
right half of the photo diode 121e - 11 in the drawing is line waveform in the upper part of FIG . 7 corresponds to a 
provided , a detection signal level of the photo diode 121e - 11 dotted arrow indicating a state in which the incident light in 
changes according to the incident angle o of the incident 60 a middle right part and a lower right part of FIG . 7 is 
light as indicated by a solid line waveform in an upper part condensed with the incident angle o changed . 
of FIG . 7 . The incident angle directivity herein is a characteristic of 

That is , the larger the incident angle o being the angle the detection signal level of each pixel according to the 
formed by the incident light with respect to the dashed- incident angle ( light - receiving sensitivity characteristic ) , 
dotted line in the central position of the photo diode 121e 65 but this may also be a characteristic of a light - shielding 
and the on - chip lens 121c and is perpendicular thereto ( the value according to the incident angle o in a case of the 
larger the incident angle o in a positive direction ( the more example in the middle part of FIG . 7. That is , the light 
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shielding film 121b shields the incident light in a specific photo diode 121e - 11 and one photo diode 121e - 12 are 
direction at a high level , but cannot sufficiently shield the formed in the pixel 121a . In contrast , in the configuration 
incident light in directions other than the specific direction . illustrated in the lower part of FIG . 7 , two photo diodes 
This change in shieldable level generates the detection 121f - 1 and 121f - 2 and two photo diodes 121f - 11 and 121f - 12 
signal level different according to the incident angle o as are formed in the pixel 121a . Therefore , for example , in the 
illustrated in the upper part of FIG . 7. Therefore , when the lower part of FIG . 7 , a single photo diode 121f does not form 
direction in which the light - shielding at the highest level one pixel . 
may be performed in each pixel is defined as the light- Furthermore , as illustrated in the lower part of FIG . 7 , in 
shielding direction of each pixel , having the different inci- a case where a plurality of photo diodes 121f forms one pixel 
dent angle directivities in units of pixels means having the 10 output unit , it may be regarded that the output pixel value of 
different light - shielding directions in units of pixels in other the pixel output unit is modulated according to the incident 
words . angle . Therefore , the characteristic of the output pixel value 

Moreover , as illustrated in the lower left part of FIG . 7 , by ( incident angle directivity ) may be made different for each 
configuring such that two photo diodes 121f - 1 and 121f - 2 pixel output unit , and the incident angle directivity in one 
are provided for one on - chip lens 121c - 11 ( the two photo 15 pixel output unit is set . Moreover , in a case where a plurality 
diodes 121f - 1 and 121f - 2 form the pixel output unit ) , it is of photo diodes 121f forms one pixel output unit , one 
possible to obtain the detection signal level the same as that on - chip lens 121c is an essential component for one pixel 
in a state in which the right side of the photo diode 121e - 11 output unit in order to generate the incident angle directivity 
is light - shielded in the middle left part of FIG . 7 by using the in one pixel output unit . 
detection signal only of the photo diode 121f - 1 in the left 20 Furthermore , as illustrated in the upper part of FIG . 7 , in 
part of the drawing . a case where each of one photo diode 121e - 11 or one photo 

That is , the larger the incident angle o being the angle diode 121e - 12 forms one pixel output unit , the incident light 
formed by the incident light with spect to the dashed- on one photo diode 121e - 11 or one photo diode 121e - 12 
dotted line in the central position of the on - chip lens 1210 forming one pixel output unit is modulated according to the 
and perpendicular thereto ( the larger the incident angle 0 in 25 incident angle , so that the output pixel value is modulated as 
the positive direction ) , the larger the detection signal level a result . Therefore , the characteristic of the output pixel 
because the light is condensed in a range of the photo diode value ( incident angle directivity ) may be made different , and 
121f - 1 from which the detection signal is read out . In the incident angle directivity in one pixel output unit is set . 
contrast , the smaller the incident angle ( the larger the Moreover , in a case where each of one photo diode 121e - 11 
incident angle o in the negative direction ) , the smaller the 30 or one photo diode 121e - 12 forms one pixel output unit , the 
detection signal level because the light is condensed in a incident angle directivity is set at the time of manufacture 
range of the photo diode 1214-2 from which the detection independently by the light - shielding film 121b provided for 
value is not read out . each pixel output unit . 

Furthermore , similarly , as illustrated in the lower right Furthermore , as illustrated in the lower part of FIG . 7 , in 
part of FIG . 7 , by configuring such that two photo diodes 35 a case where a plurality of photo diodes 121f forms one pixel 
121f - 11 and 121f - 12 are provided for one on - chip lens output unit , the number of a plurality of photo diodes 121f 
121c - 12 , it is possible to obtain the detection signal of the for setting the incident angle directivity for each pixel output 
output pixel unit at the same detection signal level as that in unit ( division number of photo diodes 121f forming one 
a state in which the left side of the photo diode 121e - 12 is pixel output unit ) and the position thereof are set at the time 
light - shielded in the middle right part of FIG . 7 by using the 40 of manufacture independently for each pixel output unit , and 
detection signal only of the photo diode 121f - 12 in the right moreover , it is possible to switch at the time of imaging the 
part of the drawing . photo diode 121f to be used to set the incident angle 

That is , the larger the incident angle o being the angle directivity out of them . 
formed by the incident light with respect to the dashed- < Setting of Incident Angle Directivity > 
dotted line in the central position of the on - chip lens 1210 45 For example , as illustrated in an upper part of FIG . 8 , a set 
and perpendicular thereto ( the larger the incident angle o in range of the light - shielding film 121b is made a range from 
a positive direction ) , the smaller the detection signal level of a left end to a position A in the horizontal direction in the 
the detection signal of the output pixel unit because the light pixel 121a , and a range from an upper end to a position B 
is condensed in a range of the photo diode 121f - 11 the in the vertical direction . 
detection signal of which does not contribute to the detection 50 In this case , a weight Wx of 0 to 1 in the horizontal 
signal of the output pixel unit . In contrast , the smaller the direction serving as an index of the incident angle directivity 
incident angle ( the larger the incident angle o in the according to an incident angle Ox ( deg ) from the central 
negative direction ) , the larger the detection signal level of position in the horizontal direction of each pixel is set . In 
the detection signal of the output pixel unit because the light further detail , in a case where it is assumed that the weight 
is condensed in a range of the photo diode 121f - 12 the 55 Wx is 0.5 at the incident angle ox = da corresponding to the 
detection signal of which contributes to the detection signal position A , a weight Wh is set such that the weight Wx is 1 
of the output pixel unit . at the incident angle Ox < 0a - a , ( - ( 0x - a ) / 2a + 1 / 2 ) at Da - a 

Note that , as for the incident angle directivity , it is incident angle Oxsa + a , and 0 at the incident angle Ox > 0a + 
desirable that randomness is higher . This is because , for a . Note that , although an example in which the weight Wh 
example , if adjacent pixels have the same incident angle 60 is 0 , 0.5 , and 1 is herein described , the weight Wh becomes 
directivity , equations ( 1 ) to ( 3 ) described above or equations 0 , 0.5 , and 1 when an ideal condition is satisfied . 
( 4 ) to ( 6 ) to be described later might be mutually the same Similarly , a weight Wy of 0 to 1 in the vertical direction 
equations , and a relationship between an unknown number serving as the index of the incident angle directivity accord 
as a solution of the simultaneous equations and the number ing to an incident angle Oy ( deg ) from the central position in 
of equations is not satisfied , so that a pixel value forming the 65 the vertical direction of each pixel is set . In further detail , in 
restored image might not be obtained . Furthermore , in the a case where it is assumed that the weight Wv is 0.5 at the 
configuration illustrated in the middle part of FIG . 7 , one incident angle Oy = 0b corresponding to the position B , the 
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weight Wy is set such that the weight Wy is 0 at the incident As illustrated in an upper left part of FIG . 9 , in a case 
angle Oy < 0b - a , ( ( dy - 0b ) / 2a + 1 / 2 ) at Ob - asincident angle where a subject distance between the imaging element 121 
Oys0b + c , and 1 at the incident angle @y > 0b + c . and the subject surface 131 is a distance d1 , for example , 
Then , by using the weights Wx and Wy obtained in this when the point light sources PA , PB , and PC on the subject 

manner , it is possible to obtain coefficients ( coefficient set ) 5 surface 131 are set , the detection signal levels DA , DB , and 
corresponding to the incident angle directivity , that is , the DC in the positions Pa , Pb , and Pc on the corresponding 
light - receiving sensitivity characteristic of each pixel 121a . imaging element 121 may be expressed by the same equa 

Furthermore , at that time , an inclination ( 1 / 2a ) indicating tions as equations ( 1 ) to ( 3 ) described above . 
a change in weight in a range in which the weight Wx in the 
horizontal direction and the weight Wy in the vertical 10 DA = alxa + B1xb + y1xc ( 1 ) 
direction are around 0.5 may be set by using the on - chip 
lenses 121c having different focal distances . DB = a2xa + B2xb + y2xc ( 2 ) 

In other words , different focal distances may be obtained 
by using the on - chip lenses 121c having different curvatures . DC = a3xa + B3xb + y3xc ( 3 ) 

For example , by using the on - chip lenses 121c having the In contrast , as illustrated in a lower left part of FIG . 9 , in different curvatures , when it is condensed such that the focal a case of a subject surface 131 ' with a subject distance from distance is on the light - shielding film 121b as indicated by the imaging element 121 being a distance d2 longer than the a solid line in the lower part of FIG . 8 , the inclination ( 1 / 2a ) 
becomes steep . That is , the weight Wx in the horizontal distance di by d , that is , a case of the subject surface 131 
direction and the weight Wy in the vertical direction in the on a back side of the subject surface 131 as seen from the 
upper part of FIG . 8 drastically change to 0 or 1 in the 20 imaging element 121 , the detection signal level is similar as 
vicinity of a boundary of the incident angle ox = da in the for the detection signal levels DA , DB , and DC as illustrated 
horizontal direction and the incident angle @ y = 0b in the in an upper central part and a lower central part of FIG . 9 . 
vertical direction where the values are near 0.5 . However , in this case , light beams having light intensities 

Furthermore , for example , by using the on - chip lenses a ' , b ' , and c ' from point light sources PA ' , PB ' , and PC ' on the 
121c having the different curvatures , when it is condensed 25 subject surface 131 ' are received by the respective pixels of 
such that the focal distance is on the photo diode 121e as the imaging element 121. At that time , since the incident 
indicated by a dotted line in the lower part of FIG . 8 , the angles of the light beams having the light intensities a ' , b ' , 
inclination ( 1 / 2a ) is mild . That is , the weight Wx in the and c ' received on the imaging element 121 are different 
horizontal direction and the weight Wy in the vertical ( change ) , different coefficient sets are required , and the 
direction in the upper part of FIG . 8 mildly change to 0 or 30 detection signal levels DA , DB , and DC in the positions Pa , 
1 in the vicinity of a boundary of the incident angle ox = da Pb , and Pc , respectively , are expressed as expressed in 
in the horizontal direction and the incident angle Oy = 0b in following equations ( 4 ) to ( 6 ) , for example . 
the vertical direction where the values are near 0.5 . 
As described above , by making the different focal dis [ Mathematical Equation 2 ] 

tances by using the on - chip lenses 121c having the different 
curvatures , it is possible to obtain different incident angle DA = allxa ' + B11xb ' + y11xc ' 
directivities , that is , different light - receiving sensitivity char 
acteristics . DB = al2xa ' + B12xb ' + y12xc ' ( 5 ) 

Therefore , the incident angle directivity of the pixel 121a 
may be set to different values by making the range in which DC = a13xa ' + B13xb ' + y13xc ' ( 6 ) 
the photo diode 121e is light - shielded by the light - shielding 
film 121b and the curvature of the on - chip lens 1210 Here , a coefficient set group including a coefficient set 
different . Note that , the curvature of the on - chip lens may be all , B11 , and y11 , a coefficient set a12 , B12 , and y12 , and 
the same for all the pixels in the imaging element 121 , or a coefficient set al3 , 313 , and y13 is the coefficient set group 
may be different for some pixels . of the subject surface 131 ' corresponding to the coefficient 

< Difference Between On - Chip Lens and Imaging Lens > 45 set al , B1 , and y1 , the coefficient set a2 , B2 , and y2 , and the 
As described above , the imaging element 121 does not coefficient set a3 , B3 , and y3 of the subject surface 131 . 

require the imaging lens . However , the on - chip lens 121c is Therefore , by solving equations ( 4 ) to ( 6 ) using the 
necessary at least in a case of realizing the incident angle coefficient set group all , ß11 , y11 , a12 , B12 , y12 , a13 , 313 , 
directivity by using a plurality of photo diodes in the pixel and y13 set in advance , it becomes possible to obtain the 
as described with reference to FIG . 5. The on - chip lens 121c 50 light intensities ( a ' , b ' , and c ' ) of the light beams from the 
and the imaging lens have different physical actions . point light sources PA ' , PB ' , and PC ' , respectively , as illus 

The imaging lens has a condensing function for allowing trated in a lower right part of FIG . 9 in a manner similar to 
the incident light incident in the same direction to be that when obtaining the light intensities ( a , b , and c ) of the incident on a plurality of adjacent pixels . In contrast , light light beams from the point light sources PA , PB , and PC in passing through the on - chip lens 121c is incident only on the 55 a case of the subject surface 131 illustrated in an upper right light - receiving surface of the photo diode 12le or 121f 
forming one corresponding pixel . In other words , the on part of FIG . 9 , and as a result , a restored image of a subject 

of the subject surface 131 ' may be obtained . chip lens 121c is provided for each pixel output unit , and 
condenses the subject light incident thereon on only the That is , in the imaging device 100 in FIG . 1 , by storing in 
corresponding pixel output unit . That is , the on - chip lens advance the coefficient set group for each distance from the 
121c does not have the condensing function for allowing 60 imaging element 121 to the subject surface , and creating the 
diffused light emitted from a virtual point light source to be simultaneous equations while switching the coefficient set 
incident on a plurality of adjacent pixels . groups to solve the created simultaneous equations , it is 

< Relationship in Distance Between Subject Surface and possible to obtain the restored images of the subject surfaces 
Imaging Element > at various subject distances on the basis of one detection 

Next , a relationship in distance between the subject sur- 65 image . 
face and the imaging element 121 is described with refer- That is , only by imaging the detection image once , it is 
ence to FIG . 9 . possible to generate the restored image at an arbitrary 
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distance by switching the coefficient set group according to With such a configuration , as illustrated in a lower part of 
the distance to the subject surface to obtain the restored FIG . 11 , in a case of collecting the predetermined number of 
image in later processing . pixels 121a in FIG . 10 in a range ZA surrounded by a dotted 

Furthermore , in a case where it is desired to recognize an line and collecting the predetermined number of pixels 121a ' 
image or obtain a characteristic of the subject in a visible 5 in FIG . 10 in a range ZB surrounded by a dashed - dotted line 
image and other than the visible image , it is possible to apply in the imaging element 121 , when restoring the image with 
machine learning such as deep learning and the like to the the field of view SQ1 corresponding to the subject width 
detection signal of the imaging element to perform image W1 , it is possible to appropriately restore the image of the 
recognition by using the detection signal itself without subject width W1 of the subject surface 131 by using the 
performing the image recognition on the basis of the 10 pixel 121a in FIG . 10 for imaging the field of view SQ1 . 
restored image after obtaining the restored image . Similarly , when restoring the image with the field of view 

Furthermore , in a case where the subject distance and a SQ2 corresponding to the subject width W2 , it is possible to 
field of view may be specified , it is also possible to generate appropriately restore the image of the subject width W2 by 
the restored image by using the detection image including using the detection signal level of the pixel 121a ' in FIG . 10 
the detection signal of the pixel having the incident angle 15 for imaging the field of view SQ2 . 
directivity suitable for the imaging of the subject surface Note that , in the lower part of FIG . 11 , a configuration in 
corresponding to the specified subject distance and field of which the predetermined number of pixels 121a ' are pro 
view without using all the pixels . By doing so , it is possible vided on a left side in the drawing and the predetermined 
to obtain the restored image by using the detection signal of number of pixels 121a are provided on a right side is 
the pixel suitable for the imaging of the subject surface 20 illustrated ; however , this is illustrated as an example of 
corresponding to the specified subject distance and field of simplifying the description , and it is desired that the pixels 
view . 121a and 121a ' are randomly arranged in a mixed manner . 

For example , the pixel 121a light - shielded by the light- In this manner , since the field of view SQ2 is narrower 
shielding film 121b by a width d1 from each end of four than the field of view SQ1 , in a case of restoring the images 
sides as illustrated in an upper part of FIG . 10 and a pixel 25 with the field of view SQ2 and the field of view SQ1 with 
121a ' light - shielded by the light - shielding film 1216 by a the same predetermined number of pixels , it is possible to 
width d2 ( > d1 ) from each end of four sides as illustrated in obtain the restored image with a higher image quality when 
a lower part of FIG . 10 are considered . restoring the image with the field of view SQ2 being a 

The pixel 121a is used , for example , for restoring an narrower field of view than when restoring the image of the 
image 11 in FIG . 10 corresponding to a field of view SQ1 30 field of view SQ1 . 
including an entire person H101 as the subject as illustrated That is , in a case where it is considered to obtain the 
in an upper part of FIG . 11. In contrast , the pixel 121a ' is restored image using the same number of pixels , it is 
us for example , for restoring an image 12 in FIG . 10 possible obtain the restored image with the higher image 
corresponding to a field of view SQ2 in which a periphery quality when restoring the image with narrower field of 
of a face of the person H101 as the subject is zoomed up as 35 view . 
illustrated in an upper part of FIG . 11 . Note that , in a case where the image with wide field of 

This is because the pixel 121a in FIG . 10 has an incident view is obtained as the restored image , all the pixels with 
angular range A of the incident light for the imaging element wide field of view may be used , or a part of the pixels with 
121 as illustrated in a left part of FIG . 12 , so that the incident wide field of view may be used . Furthermore , in a case 
light by a subject width W1 in the horizontal direction may 40 where the image with narrow field of view is obtained as the 
be received on the subject surface 131 . restored image , all the pixels with narrow field of view may 

In contrast , since the pixel 121a ' in FIG . 10 has a larger be used , or a part of the pixels with narrow field of view may 
light - shielded range than the pixel 121a in FIG . 10 , this has be used . 
an incident angular range B ( < A ) of the incident light for the ? By using the imaging element 121 as described above , as 
imaging element 121 as illustrated in the left part of FIG . 12 , 45 a result , the imaging lens , the optical element such as the 
so that the incident light by a subject width W2 ( < W1 ) in the diffraction grating and the like , the pinhole and the like are 
horizontal direction is received on the subject surface 131 . not required ( free from the imaging lens ) , so that it becomes 

That is , the pixel 121a in FIG . 10 having a narrow possible to improve a degree of freedom in design of the 
light - shielded range is the pixel with wide field of view device , and it is possible to make the device compact in the 
suitable for imaging a wide range on the subject surface 131 , 50 incident direction of the incident light , thereby reducing a 
whereas the pixel 121a ' in FIG . 10 having a wide light- manufacturing cost . Furthermore , a lens corresponding to 

is the pixel with narrow field of view suitable the imaging lens for forming an optical image such as a 
for imaging a narrow range on the subject surface 131. Note focus lens becomes unnecessary . 
that , the pixel with wide field of view and the pixel with Moreover , by using the imaging element 121 , it becomes 
narrow field of view here are expressions to compare both 55 possible to generate the restored images of various subject 
the pixels 121a and 121a ' in FIG . 10 , and are not limited distances and fields of view only by obtaining the detection 
when comparing pixels of other fields of view . image , by solving the simultaneous equations established by 

Note that , FIG . 12 illustrates a relationship between a selectively using the coefficient set group corresponding to 
position on the subject surface 131 and the incident angle of the subject distance and the field of view to obtain the 
the incident light from each position with respect to the 60 restored image in later processing . 
center position C1 of the imaging element 121. Furthermore , Moreover , since the imaging element 121 may have the 
FIG . 12 illustrates the relationship between the position on incident angle directivity in units of pixels , it is possible to 
the subject surface 131 and the incident angle of the incident realize an increase in pixels as compared with the optical 
light from each position on the subject surface 131 in the filter including the diffraction grating , the conventional 
horizontal direction , and this is the similar relationship also 65 imaging element and the like , and obtain the restored image 
in the vertical direction . Moreover , in a right part of FIG . 12 , at high resolution and high angular resolution . In contrast , in 
the pixels 121a and 121a ' in FIG . 10 are illustrated . the imaging device including the optical filter and the 
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conventional imaging element , it is difficult to realize the illustrated for convenience of description and is not actually 
high resolution restored image and the like because it is written ) . The pixel 121a - 21 is a G pixel in which a green 
difficult to miniaturize the optical filter even if the pixels are color filter is arranged , the pixel 121a - 22 is an R pixel in 
miniaturized . which a red color filter is arranged , the pixel 121a - 23 is a B 

Furthermore , since the imaging element 121 does not 5 pixel in which a blue color filter is arranged , and the pixel 
require the optical filter and the like including the diffraction 121a - 24 is a G pixel in which a green color filter is arranged . 
grating , a use environment does not become high and the That is , these pixels form a Bayer array . It goes without 
optical filter is not distorted by heat . Therefore , by using saying that this is an example , and an arrangement pattern of 
such imaging element 121 , it is possible to realize a device the color filters is arbitrary . The arrangement of the light 
with high environmental resistance . 10 shielding films 121b and the color filters have no relation 
< First Variation > ship . For example , in a part or all of the pixels , a filter other 
In the right part of FIG . 3 , as the configuration of the than the color filter may be provided , or it is possible that no 

light - shielding film 121b in each pixel 121a of the imaging filter is provided . 
element 121 , the example of entirely light - shielding in the In the left part of FIG . 13 , an example in which the 
vertical direction and allowing the incident angle directivi- 15 “ L - shaped ” light - shielding film 121b light - shields a left side 
ties to be different in the horizontal direction by changing the and a lower side in the drawing of the pixel 121a is 
light - shielding width and position in the horizontal direction illustrated , but a direction of this “ L - shaped ” light - shielding 
is illustrated ; however , the configuration of the light - shield- film 121b is arbitrary , and is not limited to that in the 
ing film 121b is not limited to this example . For example , it example in FIG . 13. For example , the “ L - shaped ” light 
is possible to light - shield entirely in the horizontal direction 20 shielding film 1216 may light - shield the lower side and a 
and change the width ( height ) and position in the vertical right side in the drawing of the pixel 121a , or may light 
direction , thereby making the incident angle directivities in shield the right side and an upper side in the drawing of the 
the vertical direction different . pixel 121a , or may light - shield the upper side and the left 

Note that , as in the example illustrated in the right part of side in the drawing of the pixel 121a . It goes without saying 
FIG . 3 , the light - shielding film 121b which light - shields the 25 that the direction of the light - shielding film 121b may be set 
entire pixel 121a in the vertical direction and light - shields independently for each pixel . Note that , the “ L - shaped " 
the pixel 121a with a predetermined width in the horizontal light - shielding film 121b is also collectively referred to as 
direction is referred to as a lateral band - type light - shielding the “ L - shaped type light - shielding film 121b " . 
film 121b . In contrast , the light - shielding film 121b which Although the light - shielding film is described above , the 
light - shields the entire pixel 121a in the horizontal direction 30 description of this example may also be applied to a case of 
and light - shields the pixel 121a by a predetermined height in providing ( set ) the incident angle directivity by selectively 
the vertical direction is referred to as a longitudinal band- using a plurality of photo diodes arranged in the pixel . That 
type light - shielding film 121b . is , for example , by appropriately setting a division position 

Furthermore , as in the example illustrated in a left part of ( size and shape of each partial region ) , and a position , a size , 
FIG . 13 , it is also possible to combine the longitudinal 35 a shape and the like of each photodiode , or appropriately 
band - type and lateral band - type light - shielding films 121b to selecting the photodiode , the incident light directivity 
provide an L - shaped light - shielding film 121b on the pixel equivalent to the incident light directivity by the above 
121a . In the left part of FIG . 13 , a part in black is the described L - shaped type light - shielding film 121b may be 
light - shielding film 121b . That is , light - shielding films 121b- realized . 
21 to 1216-24 are the light - shielding films of pixels 121a - 21 40 < Second Variation > 
to 121a - 24 , respectively . In the description above , the example in which the lateral 

Each of these pixels ( pixels 121a - 21 to 121a - 24 ) has the band - type , the longitudinal band - type , and the L - shaped 
incident angle directivity as illustrated in a right part of FIG . type light - shielding film is arranged in each pixel such that 
13. A graph in the right part of FIG . 13 illustrates light- the light - shielded range randomly changes is described ; 
receiving sensitivity in each pixel . An incident angle Ox in 45 however , for example , it is also possible to form a light 
the horizontal direction ( x direction ) of incident light is shielding film 121b ( range in black in the drawing ) which 
plotted along the abscissa , and an incident angle Oy in the light - shields a range other than a range in the vicinity of a 
vertical direction ( y direction ) of the incident light is plotted position in which a light beam is received in each pixel in a 
along the ordinate . Then , the light - receiving sensitivity case where a rectangular opening is provided as illustrated 
within a range C4 is higher than that outside the range C4 , 50 in the imaging element 121 ' in FIG . 14 . 
the light - receiving sensitivity within a range C3 is higher That is , it is possible to provide , for each pixel , the 
than that outside the range C3 , the light - receiving sensitivity light - shielding film 121b so as to have an incident angle 
within a range C2 is higher than that outside the range C2 , directivity to receive only a light beam received through the 
and the light - receiving sensitivity within a range C1 is rectangular opening out of the light beams emitted from a 
higher than that outside the range C1 . 55 point light source forming a subject surface at a predeter 

Therefore , for each pixel , it is illustrated that a detection mined subject distance in a case where the rectangular 
signal level of the incident light which satisfies conditions of opening is provided . 
the incident angle Ox in the horizontal direction ( x direction ) Note that , in FIG . 14 , for example , a width in the 
and the incident angle Oy in the vertical direction ( y direc- horizontal direction of the light - shielding film 121b changes 
tion ) within the range C1 is the highest , and the detection 60 to widths dx1 , dx2 , ... , and dxn in pixel arrangement in the 
signal level decreases in the order of the conditions in the horizontal direction , and a relationship dx1 < dx2 < ... < dxn 
range C2 , in the range C3 , in the range C4 , and the range is satisfied . Similarly , a height in the vertical direction of the 
other than the range C4 . Such intensity of the light - receiving light - shielding film 121b changes to heights dyn , dy2 , ... , 
sensitivity is determined by the range light - shielded by the and dym in the pixel arrangement in the vertical direction , 
light - shielding film 121b . 65 and a relationship dyl < dy2 < ... < dxm is satisfied . Further 

Furthermore , in the left part of FIG . 13 , an alphabet in more , an interval in change of the width in the horizontal 
each pixel 121a indicates a color of a color filter ( this is direction and the width in the vertical direction of the 
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light - shielding film 121b depends on subject resolution Furthermore , the position in the horizontal direction of the 
( angular resolution ) to be restored . rectangular opening 2111 in the pixel 121a in the imaging 

In other words , a configuration of each pixel 121a in the element 121 ' is the same in the pixels 121a ( pixels 121a in 
imaging element 121 ' in FIG . 14 is provided with the the same column ) in the same position in the horizontal 
incident angle directivity so as to change the light - shielded 5 direction in the imaging element 121 ' . 
range so as to correspond to the pixel arrangement in the Moreover , a pixel 121a - 3 immediately below the pixel 
imaging element 121 ' in the horizontal direction and the 121a - 1 has a configuration in which the rectangular opening 
vertical direction . 2111 is arranged at such a distance that the left side thereof 

In further detail , the light - shielded range of each pixel is at the width dx1 from the left side of the pixel 121a and 
121a in FIG . 14 is determined , for example , according to a 10 the upper side thereof is at the height dy2 from the upper side 
rule described by using the pixel 121a illustrated in a left of the pixel 121a and the range other than the rectangular 

opening 2111 is light - shielded by the light - shielding film part of FIG . 15 . 121b . Note that , a right part of FIG . 15 illustrates a configuration Hereinafter , similarly , in the pixels 121a adjacent in the of the same imaging element 121 ' as that in FIG . 14 . 15 vertical direction , the upper side of the rectangular opening 
Furthermore , the left part of FIG . 15 illustrates the configu Z111 moves from the upper side of the pixel 121a by the 
ration of the pixel 121a of the imaging element 121 ' in the heights dyn , dy2 , . and dyn as the arrangement shifts 
right part of FIG . 15 ( the same as FIG . 14 ) . downward in the drawing . Note that , a dotted square portion 
As illustrated in the left part of FIG . 15 , it is light - shielded in a lower left part in the range 2102 of FIG . 15 illustrates 

by the light - shielding film 121b by the width dx1 from upper 20 a state in which the rectangular opening 2111 is arranged at 
and lower side ends of the pixel 121a to the inside of the such a distance that the left side thereof is at the width dx1 
pixel 121a , and it is light - shielded by the light - shielding film from the left side of the pixel 121a and the upper side thereof 
121b by the height dy1 from left and right side ends to the is at the height dym from the upper side of the pixel 121a . 
inside of the pixel 121a . Note that , in FIGS . 15 and 16 , the Furthermore , interval between the heights dyn , 
light - shielding film 121b is a range in black . 25 dy2 , ... , and dym is a value obtained by dividing a height 

In the left part of FIG . 15 , a range light - shielded by the obtained by subtracting a height of the rectangular opening 
light - shielding film 121b formed in this manner is herein- 2111 from a height in the vertical direction of the range 2102 
after referred to as a main light - shielded portion 2101 ( in by the number of pixels m in the vertical direction . That is , 
black in the left part of FIG . 15 ) of the pixel 121a , and a the interval in change in the vertical direction is determined 
square range other than this is referred to as a range 2102. 30 by dividing by the number of pixels m in the vertical 

In the pixel 121a , a rectangular opening 2111 not light- direction . 
shielded by the light - shielding film 1216 is provided in the Furthermore , the position in the vertical direction of the 
range 2102. Therefore , in the range 2102 , a range other than rectangular opening 2111 in the pixel 121a in the imaging 
the rectangular opening 2111 is light - shielded by the light- element 121 ' is the same in the pixels 121a ( pixels 121a in 
shielding film 121b . 35 the same row ) in the same position in the vertical direction 
As illustrated in the right part of FIG . 15 ( the same as FIG . in the imaging element 121 ' . 

14 ) , the pixel arrangement in the imaging element 121 ' in Moreover , it is possible to change a field of view by 
FIG . 14 is such that , in a pixel 121a - 1 on a left end and an changing the main light - shielded portion 2101 and the 
upper end , the rectangular opening 2111 is arranged at such rectangular opening 2111 of each pixel 121a forming the 
a distance that a left side thereof is at the width dx1 from the 40 imaging element 121 ' illustrated in FIG . 15 ( FIG . 14 ) . 
left side of the pixel 121a and an upper side thereof is at dy1 A right part of FIG . 16 illustrates a configuration of the 
from the upper side of the pixel 121a . imaging element 121 ' in a case where the field of view is 

Similarly , a pixel 121a - 2 to the right of the pixel 121a - 1 made wider than that of the imaging element 121 ' of FIG . 15 
has a configuration in which the rectangular opening 2111 is ( FIG . 14 ) . Furthermore , a left part of FIG . 16 illustrates a 
arranged at such a distance that the left side thereof is at the 45 configuration of the pixel 121a of the imaging element 121 ' 
width dx2 from the left side of the pixel 121a and the upper in the right part of FIG . 16 . 
side thereof is at the height dy1 from the upper side of the That is , as illustrated in the left part of FIG . 16 , for 
pixel 121a and the range other than the rectangular opening example , in the pixel 121a , a main light - shielded portion 
2111 is light - shielded by the light - shielding film 121b . 2151 ( in black in the left part of FIG . 16 ) having a light 

Hereinafter , similarly , in the pixels 121a adjacent in the 50 shielded range narrower than that of the main light - shielded 
horizontal direction , a right side of the rectangular opening portion 2101 in FIG . 15 is set , and a range other than this is 
Z111 moves from a right side of the pixel 121a by the widths set as a range Z152 . Moreover , a rectangular opening 2161 
dx1 , dx2 , ... , and dxn as the arrangement shifts rightward having a larger opening area than that of the rectangular 
in the drawing . Note that , a dotted square portion in an upper opening 2111 is set in the range 2152 . 
right part in the range 2102 in FIG . 15 illustrates a state in 55 In further detail , as illustrated in the left part of FIG . 16 , 
which the rectangular opening 2111 is arranged at such a it is light - shielded by the light - shielding film 121b by a 
distance that the left side thereof is at the width dxn from the width dxl ' ( < dx1 ) from the upper and lower side ends of the 
left side of the pixel 121a and the upper side thereof is at the pixel 121a to the inside of the pixel 121a , and it is light 
height dy1 from the upper side of the pixel 121a . Further- shielded by the light - shielding film 121b by a height dyl ' 
more , an interval between the widths dx1 , dx2 , ... , and dxn 60 ( < dyl ) from the left and right side ends to the inside of the 
is a value obtained by dividing a width obtained by sub- pixel 121a , so that the rectangular opening 2161 is formed . 
tracting a width of the rectangular opening 2111 from a Herein , as illustrated in the right part of FIG . 16 , the pixel 
width in the horizontal direction of the range 2102 by the 121a - 1 on the left end and the upper end is configured such 
number of pixels n in the horizontal direction . In other that the rectangular opening 2161 is arranged at such a 
words , the interval in change in the horizontal direction is 65 distance that the left side thereof is at the width dxl ' from the 
determined by dividing by the number of pixels n in the left side of the pixel 121a and the upper side thereof is at the 
horizontal direction . height dyl ' from the upper side of the pixel 121a , and a 
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range other than the rectangular opening 2161 is light- made one unit U , and each unit U includes four pixels of a 
shielded by the light - shielding film 121b . pixel 121a - W with wide field of view , a pixel 121a - M with 

Similarly , the pixel 121a - 2 to the right of the pixel 121a - 1 medium field of view , a pixel 121a - N with narrow field of 
has a configuration in which the rectangular opening 2161 is view , and a pixel 121a - AN with extremely narrow field of 
arranged such that the left side thereof is at a width dx2 ' from 5 view . 
the left side of the pixel 121a and the upper side thereof is In this case , for example , in a case where the number of at the height dyl ' from the upper side of the pixel 121a , and all the pixels 121a is X , it becomes possible to restore a the range other than the rectangular opening 2161 is light restored image using a detection image of X / 4 pixels for shielded by the light - shielding film 121b . each of the four types of fields of view . At that time , four Hereinafter , similarly , in the pixels 121a adjacent in the 10 
horizontal direction , the right side of the rectangular opening types of coefficient sets different for each field of view are 

used , and the restored images with different fields of view Z161 moves from the right side of the pixel 121a by the 
widths dx1 ' , dx2 ' , . . . , and dxn ' as the arrangement shifts are restored by four different simultaneous equations . 
rightward in the drawing . Here , an interval between the Therefore , by restoring the restored image with the field 
widths dxl ' , dx2 ' , ... and dxn ' is a value obtained by 15 of view to be restored by using the detection image obtained 
dividing a width obtained by subtracting a width in the from the pixel suitable for imaging the field of view to be 
horizontal direction of the rectangular opening 2161 from a restored , it becomes possible to restore appropriate restored 
width in the horizontal direction of the range 2152 by the images corresponding to the four types of fields of view . 
number of pixels n in the horizontal direction . That is , the Furthermore , it is also possible to interpolate to generate 
interval in change in the vertical direction is determined by 20 the image with the field of view between the four types of 
dividing by the number of pixels n in the horizontal direc- fields of view and the images with the fields of view around 
tion . Therefore , a change interval between the widths dxl ' , the same from the images with the four types of fields of 
dx2 ' , ... , and dxn ' is larger than the change interval between view , and realize pseudo optical zoom by seamlessly gen 
the widths dx1 , dx2 , ... , and dxn . erating the images with the various fields of view . 

Furthermore , the position in the horizontal direction of the 25 Although the light - shielding film is described above , the 
rectangular opening 2161 in the pixel 121a in the imaging description of this example may also be applied to a case of 
element 121 ' in FIG . 16 is the same in the pixels 121a ( pixels providing ( set ) the incident angle directivity by selectively 
121a in the same column ) in the same position in the using a plurality of photo diodes arranged in the pixel . That 
horizontal direction in the imaging element 121 ' . is , for example , by appropriately setting a division position 

Moreover , a pixel 121a - 3 immediately below the pixel 30 ( size and shape of each partial region ) , and a position , a size , 
121a - 1 has a configuration in which the rectangular opening a shape and the like of each photodiode , or appropriately 
2161 is arranged such that the left side thereof is at the width selecting the photodiode , it is possible to realize the incident 
dx1 ' from the left side of the pixel 121a and the upper side light directivity equivalent to the incident light directivity by 
thereof is at the height dy2 ' from the upper side of the pixel the light - shielding film 121b including the above - described 
121a and the range other than the rectangular opening 2161 35 rectangular opening . It goes without saying that , in this case 
is light - shielded by the light - shielding film 121b . also , the imaging element 121 may be realized by combining 

Hereinafter , similarly , in the pixels 121a adjacent in the the pixels 121a with the various fields of view . Furthermore , 
vertical direction , the upper side of the rectangular opening it is also possible to interpolate to generate the image with 
Z161 changes from the upper side of the pixel 121a by the the intermediate field of view and the images with the fields 
heights dyl ' , dy2 , ... , and dym ' as the arrangement shifts 40 of view around the same from the images with a plurality of 
downward in the drawing . Here , a change interval between types of fields of view , and realize pseudo optical zoom by 
the heights dyl ' , dy2 ' , ... , and dym ' is a value obtained by seamlessly generating the images with the various fields of 
dividing a height obtained by subtracting a height of the view . 
rectangular opening 2161 from a height in the vertical < Third Variation > 
direction of the range 2152 by the number of pixels m in the 45 By the way , in a case where a light - shielded range by a 
vertical direction . That is , the interval in change in the light - shielding film 121b of a pixel 121a in an imaging 
vertical direction is determined by dividing by the number of element 121 has randomness , as disorder of a difference in 
pixels m in the vertical direction . Therefore , the change the light - shielded range of the light - shielding film 121b is 
interval between the width heights dyl ' , dy2 ' , and dym ' larger , a processing load by a restoration unit 124 and the 
is larger than the change interval between the heights dyn , 50 like is larger . Therefore , it is possible to make a part of the 
dy2 , ... , and dym . difference in the light - shielded range of the light - shielding 

Furthermore , the position in the vertical direction of the film 121b of the pixel 121a regular and reduce the disorder 
rectangular opening 2161 in the pixel 121a in the imaging of the difference , thereby reducing the processing load . 
element 121 ' in FIG . 16 is the same in the pixels 121a ( pixels For example , an L - shaped type light - shielding film 121b 
121a in the same row ) in the same position in the vertical 55 obtained by combining a longitudinal band - type and a lateral 
direction in the imaging element 121 ' . band - type is formed , and the lateral band - type light - shield 

In this manner , by changing a combination of the light- ing film 121b having the same width is combined in a 
shielded range of the main light - shielded portion and an predetermined column direction and the longitudinal band 
opening range of the opening , it is possible to realize the type light - shielding film 1216 having the same height is 
imaging element 121 ' including the pixels 121a having 60 combined in a predetermined row direction . By doing so , the 
various fields of view ( having various incident angle direc- light - shielded range of the light - shielding film 121b of each 
tivities ) . pixel 121a is set to a value randomly different in each pixel 

Moreover , the imaging element 121 may be realized by with regularity in the column direction and the row direc 
combining not only the pixels 121a having the same field of tion . As a result , the disorder of the difference in the 
view but also the pixels 121a having various fields of view . 65 light - shielded range of the light - shielding film 121b of each 

For example , as illustrated in FIG . 17 , four pixels includ- pixel 121a , that is , a difference of incident angle directivity 
ing two pixels x two pixels indicated by a dotted line are of each pixel may be reduced , and the processing load 
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outside the imaging element 121 such as the restoration unit changed for each unit . Moreover , it is possible to set the 
124 and the like may be reduced . pattern of the range light - shielded by the light - shielding film 

For example , in a case of an imaging element 121 " in FIG . 1216 in the unit including a plurality of pixels sorted into 
18 , the lateral band - type light - shielding films 1215 having different categories or between the units . 
the same width X0 are used for the pixels in the same Although the light - shielding film is described above , the 
column indicated by a range 2130 , the longitudinal band description of this example may also be applied to a case of 
type light - shielding films 121b having the same height YO providing ( set ) the incident angle directivity by selectively 
are used for the pixels in the same row indicated by a range using a plurality of photo diodes arranged in the pixel . That 2150 , and the L - shaped type light - shielding film 1215 is , for example , by appropriately setting a division position obtained by combining them is set for the pixel 121a 10 ( size and shape of each partial region ) , and a position , a size , specified by each column and row . 

Similarly , the lateral band - type light - shielding films 121b a shape and the like of each photodiode , or appropriately 
having the same width X1 are used for the pixels in the same selecting the photodiode , the incident light directivity 
column indicated by a range 2131 adjacent to the range equivalent to the incident light directivity in a case where a 
2130 , the longitudinal band - type light - shielding films 121b 15 part of change in the range light - shielded by the light 
having the same height Y1 are used for the pixels in the same shielding film 121b of the pixel 121a described above is 
row indicated by a range 2151 adjacent to the range 2150 , made regular may be realized . By doing so , the disorder of 
and the L - shaped type light - shielding film 121b obtained by the difference of the incident angle directivity of each pixel 
combining them is set for the pixel 121a specified by each may be reduced , and the processing load outside the imaging 
column and row . 20 element 121 such as the restoration unit 124 and the like may 

Moreover , the lateral band - type light - shielding films hav- be reduced . 
ing the same width X2 are used for the pixels in the same Although the light - shielding film is described above , the 
column indicated by a range 2132 adjacent to the range description of this example may also be applied to a case of 
2131 , the longitudinal band - type light - shielding films hav- providing ( set ) the incident angle directivity by selectively 
ing the same height Y2 are used for the pixels in the same 25 using a plurality of photo diodes arranged in the pixel . That 
row indicated by a range 2152 adjacent to the range 2151 , is , by appropriately setting the division position ( size and 
and the L - shaped type light - shielding film 121b obtained by shape of each partial region ) , and the position , the size , the 
combining them is set for the pixel 121a specified by each shape and the like of each photodiode , or appropriately 
column and matrix . selecting the photodiode , it is possible to realize the incident 
By doing so , it is possible to set the range of the 30 light directivity equivalent to the incident light directivity by 

light - shielding film to different values in each pixel while the light - shielding film having an arbitrary shape such as a 
allowing the width and position in the horizontal direction triangular shape , a circular shape , an oblique linear shape 
and the height and position in the vertical direction of the and the like , for example . 
light - shielding film 121b to have regularity , so that it is Furthermore , for example , the division position ( size and 
possible to control the disorder in the change in the incident 35 shape of each partial region ) may be set , the position , the 
angle directivity . As a result , it becomes possible to reduce size , the shape and the like of each photo diode may be set , 
patterns of the coefficient sets and reduce the processing load and the photo diode may be selected for each unit as is the 
of arithmetic processing on a subsequent stage ( for example , case with the above - described light - shielding film 121b . 
the restoration unit 124 and the like ) . < Control of Photo Diode > 

< Fourth Variation > In a case where a plurality of photo diodes arranged in the 
A variation of the shape of the light - shielding film 121b pixel as described above with reference to FIG . 5 is selec 

in each pixel is arbitrary , and is not limited to the above- tively used , it is possible to variously change the incident 
described example . For example , it is possible to set the angle directivity of the output pixel value of the pixel output 
light - shielding film 121b to have a triangular shape and unit by changing presence or absence of contribution of a 
make a range thereof different , thereby giving ( setting ) 45 plurality of photo diodes 121f to the output pixel value of the 
different incident angle directivities , or to set the light- pixel output unit and a degree thereof . 
shielding film 121b to have a circular shape and make a For example , as illustrated in FIG . 19 , it is assumed that 
range thereof different , thereby giving different incident nine ( three vertical x three horizontal ) photo diodes 121f 
angle directivities . Furthermore , for example , a linear light- which are photo diodes 121f - 111 to 121f - 119 are arranged in 
shielding film in an oblique direction or the like may be 50 the pixel 121a . In this case , it is possible to use this pixel 
used . 121a as a pixel 121a - b including the photo diodes 121f - 111 

Furthermore , it is possible to set the variation ( pattern ) of to 121f - 119 , or as a pixel 121a - s including the photo diodes 
the light - shielding film 121b in units of a plurality of pixels 121f - 111 , 121f - 112 , 121f - 114 , and 121f - 115 . 
forming a unit including the predetermined number of For example , in a case where the pixel 121a is the pixel 
plurality of pixels . This one unit may include any pixel . For 55 121a - b , the incident angle directivity of the output pixel 
example , assuming that an imaging element 121 is provided value is controlled by controlling the presence or absence of 
with a color filter , and this includes pixels forming a unit of the contribution of the photo diodes 121f - 111 to 121f - 119 to 
a color array of the color filter . Furthermore , a pixel group the output pixel value of this pixel 121a and the degree 
obtained by combining pixels having different exposure thereof . In contrast , in a case where the pixel 121a is the 
times may be made a unit . Note that , it is desirable that 60 pixel 121a - s , the incident angle directivity of the output 
randomness of the pattern of the range light - shielded by the pixel value is controlled by controlling the presence or 
light - shielding film 121b in each pixel forming the unit is absence of the contribution of the photo diodes 121f - 111 , 
high , that is , it is desirable that the pixels forming the unit 121f - 112 , 121f - 114 , and 121f - 115 to the output pixel value of 
have different incident angle directivities . this pixel 121a and the degree thereof . In this case , the other 

Furthermore , the arrangement pattern of the light - shield- 65 photo diodes 121f ( photo diodes 121f - 113 , 121f - 116 , and 
ing film 121b may be set between the units . For example , a 121f - 117 to 121f - 119 ) are controlled so as not to contribute 
width and a position of the light - shielding film may be to the output pixel value . 
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That is , for example , in a case where the incident angle drive of unnecessary pixel output unit , ADC , or the like ) . 
directivity of the output pixel value is different between a Therefore , an unnecessary increase in power consumption 
plurality of pixels 121a - b , the presence or absence of the may be suppressed . 
contribution of at least any one of the photo diodes 121f - 111 < Imaging Element Including Area ADC > 
to 121f - 119 to the output pixel value and the degree thereof 5 Note that , the imaging element 121 is provided with the 
are different . In contrast , for example , in a case where the ADC which converts ( A / D converts ) an analog detection 
incident angle directivity of the output pixel value is differ- signal read out from the pixel output unit into a digital 
ent between a plurality of pixels 121a - s , the presence or signal . This ADC is provided in association with the partial 
absence of the contribution of at least any one of the photo region of the pixel region in which the pixel ( pixel output 
diodes 121f - 111 , 121f - 112 , 121f - 114 , and 121f - 115 to the unit ) is formed . That is , the ADC A / D converts the detection 
output pixel value and the degree thereof are different , and signal ( analog signal ) read out from the pixel output unit of 
the other photo diodes 121f - 113 , 1218-116 , and 121f - 117 to the partial region corresponding to itself ( pixel output unit 
121f - 119 do not contribute to the output pixel value in formed in the partial region ) . Such ADC is also referred to 
common among the pixels . as an area ADC . 

Note that , it is possible to set whether the pixel 121a is the < Substrate Configuration > 
pixel 121a - b or the pixel 121a - s for each pixel . Furthermore , For example , as illustrated in FIG . 22 , the circuit con 
this setting may also be performed for each unit ( a plurality figuration of the imaging element 121 is formed on an upper 
of pixels ) . substrate 301 and a lower substrate 302 which are two 

Furthermore , one on - chip lens is formed on each pixel 20 stacked substrates . Each of the upper substrate 301 and the 
( each pixel output unit ) of the imaging element 121. That is , lower substrate 302 may have any size ( largeness or thick 
in a case where the pixel 121a has a configuration as in the ness or both ) and shape , and may differ from each other in 
example illustrated in FIG . 19 , as illustrated in FIG . 20 , one the size or shape or both . The circuit formed on the upper 
on - chip lens 121c is provided for the photo diodes 121f - 111 substrate 301 and the circuit formed on the lower substrate 
to 121f - 119 . Therefore , also in a case where the pixel 121a 25 302 are connected to each other by , for example , a via ( VIA ) 
is the pixel 121a - b and in a case where this is the pixel and the like . 
121a - s as described with reference to FIG . 19 , one pixel ( one Note that , a substrate configuration of the imaging ele 
pixel output unit ) and one on - chip lens 121c corresponds ment 121 is arbitrary , and is not limited to the example in 
one - to - one . FIG . 22. For example , the imaging element 121 may include 
< Resolution Control of Detection Image > 30 three or more substrates , or may be formed on one substrate . 
The imaging device 100 in FIG . 1 uses the imaging Furthermore , a configuration of the circuit and the like 

element 121 having the characteristic described above . As formed on each substrate is arbitrary . 
described the imaging element 121 has the incident < Upper Substrate Configuration > 
angle directivity for each pixel ( pixel output unit ) . For FIG . 23 illustrates an example of a main circuit configu 
example , as illustrated in FIG . 21 , the incident angle direc- 35 ration formed on the upper substrate 301. As illustrated in 
tivity is formed by light - shielding a part of the pixel 121a FIG . 23 , a pixel region 311 is formed on the upper substrate 
( pixel output unit ) with the light - shielding film 121b . 301 , for example . The pixel region 311 is a region where a 

In the conventional imaging element , the resolution of the set of pixels 121a ( pixel output units ) ( that is , a plurality of 
detection image could not be controlled . That is , the detec- pixels 121a ) is formed . In FIG . 23 , a small square in the 
tion signals of all the pixels ( pixel output units ) of the 40 pixel region 311 represents the pixel 121a . That is , in a case 
imaging element were read out , and the detection image was of the example in FIG . 23 , 16 vertical x 20 horizontal pixels 
generated using all the read out detection signals . Then , it is 121a are formed in the pixel region 311. Note that , the 
not disclosed how the detection image is processed to number of pixels 121a formed in the pixel region 311 is 
convert the resolution . Patent Document 1 and the like do arbitrary as long as this is plural , and is not limited to the 
not disclose or suggest this . 45 example in FIG . 23 . 

Therefore , for example , in order to lower the resolution of An arrangement pattern of a plurality of pixels 121a in the 
the imaged image , it has been required to convert the pixel region 311 is arbitrary . For example , in a case of the 
detection image into the imaged image , and then lower the example in FIG . 23 , a plurality of pixels 121a is formed into 
resolution . That is , even in a case where the resolution is a matrix ( array ) in the pixel region 311. The pixels 121a 
lowered , it has been required to read out the detection image 50 ( pixel output units ) arranged into a matrix are also referred 
from the imaging element 121 and convert the detection to as a pixel array ( pixel output unit array ) . However , this 
image into the imaged image image processing ) in a high example is merely an example , and the arrangement pattern 
resolution state . Therefore , there has been a possibility that of a plurality of pixels 121a is not limited to this example . 
a load increases unnecessarily , and power consumption For example , in the pixel region 311 , a plurality of pixels 
increases unnecessarily . 55 121a may be arranged in a honeycomb structure . Further 

In contrast , in the imaging device 100 , the imaging more , a plurality of pixels 121a may be arranged in a line 
element 121 has the incident angle directivity for each pixel shape ( for example , a straight line shape of one row or one 
( pixel output unit ) as illustrated in FIG . 21 , so that it is column , or a curved line shape ( for example , a meandering 
possible to select the detection signal for each pixel ( pixel line shape , a spiral shape or the like ) ) . Furthermore , the 
output unit ) . That is , it is possible to read out the detection 60 pixels may be apart from each other . 
signal only from a part of the pixel output units and include Furthermore , the partial region of the pixel region 311 is 
the same in the detection image . That is , the resolution of the referred to as an area 312. For example , in a case of the 
detection image may be controlled . Therefore , for example , example in FIG . 23 , each partial region surrounded by a 
the resolution of the detection image may be lowered from thick line of the pixel region 311 is the area 312. That is , 
that of the imaging element 121. That is , it is possible to 65 each partial region of four pixels x four pixels is set as the 
drive a required pixel output unit , an analog digital converter area 312. Note that , in FIG . 23 , only one area is numbered , 
( ADC ) and the like according to desired resolution ( suppress but each partial region is the area 312 as described above . 
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That is , in a case of the example in FIG . 23 , four vertical x region obtained by dividing the pixel region 311 into a 
five horizontal areas 312 are set on the upper substrate 301 . plurality of portions including the predetermined number of 

Note that , the area 312 may be set in any layout in the pixels is made the area 312 . 
pixel region 311. That is , a shape , a size , and the number of A vertical scanning unit 313 performs processing regard 
the area 312 in the pixel region 311 are all arbitrary . For 5 ing scanning of the pixel array of the pixel region 311 in a 
example , in a case where a plurality of areas 312 is provided column direction ( vertical direction in the drawing ) . A 
in the pixel region 311 , it is possible that all such parameters horizontal scanning unit 314 performs processing regarding 
are unified among the plurality of areas 312 or not . That is , scanning of the pixel array of the pixel region 311 in a row 
for example , there may be the area 312 different from the direction ( horizontal direction in the drawing ) . That is , 
other areas 312 in shape and / or size . Furthermore , the areas signal readout from the pixel 121a in the pixel region 311 is 
312 may overlap with each other . controlled by the vertical scanning unit 313 and the hori 

Furthermore , a configuration in the area 312 is also zontal scanning unit 314. In other words , the signal is read 
arbitrary . That is , the number , layout and the like of the out from the pixel 121a controlled to drive by the vertical 
pixels 121a included in the area 312 are arbitrary . For 15 scanning unit 313 and the horizontal scanning unit 314 . 
example , in a case where a plurality of areas 312 is provided < Lower Substrate Configuration > 
in the pixel region 311 , it is possible that all such parameters FIG . 24 illustrates an example of a main circuit configu 
are unified among the plurality of areas 312 or not . That is , ration formed on the lower substrate 302. As illustrated in 
for example , there may be the area 312 different from the FIG . 24 , on the lower substrate 302 , for example , an area 
other areas 312 in the number of included pixels and / or pixel 20 ADC 321 corresponding to each area 312 on the upper 
arrangement . substrate 301 is formed . In FIG . 24 , a square illustrated in 

Furthermore , the incident angle directivity of the output the center of the lower substrate 302 indicates the area ADC 
pixel value of the pixel ( pixel output unit ) formed in the area 321. In FIG . 24 , only one square is numbered , but each 
312 with respect to the incident light from the subject is square indicates the area ADC 321. That is , in a case of the 
arbitrary . For example , an entire pixel ( pixel output unit ) 25 example in FIG . 24 , four verticalxfive horizontal area ADCs 
group formed in the area 312 may have the incident angle 321 are formed on the lower substrate 302. These area ADCs 
directivity equivalent to that of the entire pixel ( pixel output 321 are associated with different areas 312 of the upper 
unit ) group formed in the pixel region 311. Furthermore , for substrate 301 , respectively . 
example , the entire pixel ( pixel output unit ) group formed in The number of area ADCs 321 formed on the lower 
the area 312 may have the incident angle directivity different 30 substrate 302 is arbitrary . The number may be the same as 
from that of the entire pixel ( pixel output unit ) group formed that of the areas 312 of the upper substrate 301 , or may be 
in the pixel region 311 . larger or smaller than that of the areas 312. Furthermore , a 

Note that , for example , in a case where a plurality of areas plurality of area ADCs 321 may be associated with one area 
312 is provided in the pixel region 311 , it is possible that the 312 , or a plurality of areas 312 may be associated with one 
incident angle directivities are unified among the areas 312 35 area ADC 321. In a case of the example in FIGS . 23 and 24 , 
or not . That is , there may be the area 312 different from the different areas 312 are associated with the area ADCs 321 , 
other areas 312 in the incident angle directivity . For respectively . 
example , a size of a field of view of the entire pixel output Note that , the term “ to correspond ” herein means a state 
unit group of a predetermined area 312 may be different in which both are connected to each other via a signal line , 
from the size of the field of view of the entire pixel output 40 an element and the like . For example , " to associate A with 
unit group of the other areas 312 or the pixel region 311. For B ” means that A ( or quasi - A ) is connected to B ( or quasi - B ) 
example , the area 312 with wide field of view and the area via a signal line and the like . Furthermore , for example , " the 
312 with narrow field of view may be provided in the pixel area 312 corresponds to the area ADC 321 ” means that each 
region 311. Furthermore , for example , a direction of the field pixel 121a of the area 312 and the area ADC 321 are 
of view of the entire pixel output unit group of a predeter- 45 connected to each other via a signal line and the like . 
mined area 312 may be different from the direction of the The area ADC 321 includes an A / D converter , A / D 
field of view of the entire pixel output unit group of the other converts an input analog signal , and outputs the same as a 
areas 312 or the pixel region 311. For example , the direc- digital signal ( output pixel value ) . In other words , the area 
tions of the fields of view may be different in directions in ADC 321 is a signal processing unit which processes ( A / D 
which parallax between the obtained images increases 50 converts ) a signal read out from the pixel 121a in the area 
between the two areas 312. Furthermore , for example , there 312 corresponding to the same ( the area ADC 321 ) and 
may be the area 312 in which all the incident angle direc- obtains the output pixel value . 
tivities of the respective pixels ( pixel output units ) are Note that , it is only required that this connection be 
perpendicular to the pixel region 311 . established when the signal is transferred from the pixel 

Furthermore , for example , in a case where a plurality of 55 121a to the area ADC 321. For example , the area ADC 321 
areas 312 is provided in the pixel region 311 , an entire set may be connected to any pixel 121a in the area 312 via a 
of predetermined pixels ( pixel output units ) in each area 312 switch and the like ( the pixel 121a to which the area ADC 
may have the incident angle directivity equivalent to that of 321 is connected is switched by the switch and the like ) . 
the entire pixel ( pixel output unit ) group formed in the pixel Furthermore , as illustrated in FIG . 24 , on the lower 
region 311. For example , the entire set of the pixels ( pixel 60 substrate 302 , for example , a digital signal processing unit 
output units ) from which the signals are first read out of the 322 , a timing generation unit 323 , a digital analog converter 
respective areas 312 may have the incident angle directivity ( DAC ) 324 and the like are formed . The digital signal 
equivalent to that of the entire pixel ( pixel output unit ) group processing unit 322 performs processing regarding signal 
formed in the pixel region 311 . processing of the digital signal . Although not illustrated , the 

Note that , in the following , unless otherwise specified , it 65 digital signal processing unit 322 is connected to each area 
is assumed that the pixel array is formed over an entire pixel ADC 321 by a signal line and the like . For example , the 
region 311 as in the example in FIG . 23 , and each partial digital signal processing unit 322 performs signal processing 
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on the digital signal obtained by A / D conversion in the area is , the vertical scanning unit 313 and the horizontal scanning 
ADC 321. A content of this signal processing is arbitrary . unit 314 select the pixel 121a from which the signal is read 

The timing generation unit 323 generates a timing signal out one pixel at a time according to the predetermined 
serving as a reference for an operation timing of each scanning order in the area 312 to be processed . This scan 
configuration in the imaging element 121. Although not 5 ning order is arbitrary . 
illustrated , the timing generation unit 323 is connected to FIG . 26 is a view illustrating an example of this scanning 
other configurations in the imaging element 121 via signal order . In FIG . 26 , each square schematically illustrates the 
lines and the like , and may supply the generated timing pixel 121a formed in one area 312. That is , in a case of the 
signal to a desired component . For example , the pixel region example in FIG . 26 , a pixel array of four pixels x four pixels 
311 , the vertical scanning unit 313 , and the horizontal 10 is formed in one area 312. Furthermore , each numeral 
scanning unit 314 of the upper substrate 301 , and the area outside the square is given for explanation for indicating 
ADC 321 , the digital signal processing unit 322 , and the coordinates of each pixel 121a in the pixel array . For 
DAC 324 of the lower substrate 302 and the like operate at example , the coordinates of the pixel 121a on an upper left 
a timing on the basis of the timing signal supplied from the end in the drawing are ( 0,0 ) , the coordinates of the pixel 
timing generation unit 323 ( perform predetermined process- 15 121a on an upper right end in the drawing are ( 3,0 ) , the 
ing ) . This makes it possible to synchronize the processing coordinates of the pixel 121a on a lower left end in the 
timing among the configurations . drawing are ( 0,3 ) , and the coordinates of the pixel 121a on 

The DAC 324 includes a D / A convertor , performs D / A a lower right end in the drawing are ( 3,3 ) . Furthermore , 
conversion on an input digital signal , and outputs the same arrows in the drawing indicate the scanning order . 
as an analog signal . For example , the DAC 324 generates a 20 That is , in a case of the scanning order in the example in 
ramp signal ( Ramp ) used in the area ADC 321 by the D / A FIG . 26 , the pixels 121a are selected sequentially from the 
conversion . Although not illustrated , the DAC 324 is con- upper row . In each row , one column ( that is , one pixel ) is 
nected to each area ADC 321 and supplies the generated selected from left to right . More specifically , first , the pixels 
ramp signal to each area ADC 321 . are selected one by one from the coordinates ( 0,0 ) toward 

Note that , it is only required that this connection be 25 the coordinates ( 0,3 ) , then , the pixels are selected one by one 
established when the ramp signal is transferred from the from the coordinates ( 1,0 ) toward the coordinates ( 1,3 ) , 
DAC 324 to the area ADC 321. For example , the DAC 324 next , the pixels are selected one by one from the coordinates 
may be connected to any area ADC 321 via a switch and the ( 2,0 ) toward the coordinates ( 2,3 ) , and the pixels are selected 
like ( the area ADC 321 to which the DAC 324 is connected one by one from the coordinates ( 3,0 ) toward the coordinates 
is switched by the switch and the like ) . 30 ( 3,3 ) . 

< Configuration of Area ADC > For example , the signal is read out from one pixel at a 
FIG . 25 is a view illustrating a main configuration time in such scanning order to be supplied to the area ADC 

example of the area ADC 321. As illustrated in FIG . 25 , the 321 corresponding to the area 312 . 
area ADC 321 includes a comparison unit 331 and a latch As described above , the scanning order in the area 312 is 
unit 332. The comparison unit 331 is connected to each pixel 35 arbitrary , and is not limited to the example in FIG . 26. For 
121a in the area 312 corresponding to the area ADC 321 via example , the pixels 121a may be selected one column at a 
a signal line and the like . Furthermore , the comparison unit time ( one row in each column ) , may be selected sequentially 
331 is also connected to the DAC 324 via a signal line and in an oblique direction , or may be selected sequentially in a 
the like not illustrated . The comparison unit 331 compares spiral shape . 
sizes of a signal read out from the pixel 121a selected by the 40 Furthermore , it is possible that the pixels continuously 
vertical scanning unit 313 and the horizontal scanning unit selected are not adjacent to each other or not . For example , 
314 in the area 312 to be supplied and the ramp signal the scanning order may be irregular such as the coordinates 
( Ramp ) supplied from the DAC 324. Furthermore , the ( 0,0 ) , coordinates ( 1,2 ) , coordinates ( 3,1 ) , coordinates ( 0,2 ) , 
comparison unit 331 is also connected to the latch unit 332 coordinates ( 3,3 ) and the like . Furthermore , it is possible to 
via a signal line and the like , and supplies a comparison 45 scan only a part of the pixels 121a in the area 312. Moreover , 
result ( a value indicating a larger one ) to the latch unit 332 . the scanning order may be variable . For example , the 

To the latch unit 332 , a code value indicating a length of scanning order may be adaptively selected from a plurality 
time elapsed after the comparison unit 331 starts comparing of candidates according to a situation . Furthermore , the 
is supplied from a counter not illustrated and the like . That scanning order may be at random . 
is , a value of the code value changes over time . When the 50 Furthermore , in a case where a plurality of areas 312 is 
comparison result supplied from the comparison unit 331 present in the pixel region 311 , signals may be read out from 
changes , the latch unit 332 holds the code value input at that the pixels 121a in the respective areas 312 in parallel or the 
timing . That is , the length of the time elapsed after the signals may be read out from one area 312 at a time . That is , 
comparison unit 331 starts comparing is latched . As the number of areas 312 to be processed ( from which the 
described above , since comparison targets are the signal read 55 signals are read out ) is arbitrary . 
out from the pixel 121a and the ramp signal , the length of Moreover , in a case where a plurality of areas 312 is 
the time indicates the size of the signal read out from the present in the pixel region 311 , the scanning order in each 
pixel 121a . area 312 may be the same or may be different from each 

The latch unit 332 is connected to the digital signal other . 
processing unit 322 via a signal line and the like not 60 < Configuration > 
illustrated . The latch unit 332 supplies the code value ( held That is , it is only required that the imaging element 121 
code value ) indicating the size of the signal read out from the be provided with a plurality of pixel output units which 
pixel 121a to the digital signal processing unit 322 as a receives the incident light incident without intervention of 
digital detection signal . either the imaging lens or the pinhole and each outputs one 

< Readout Scanning > 65 detection signal indicating the output pixel value modulated 
Readout of the signal from each pixel 121a in the area 312 by the incident angle of the incident light , and a signal 

is performed in predetermined order ( scanning order ) . That processing unit provided so as to be associated with an area 
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in which at least two pixel output units out of the plurality detection signals obtained by the pixel output units is not 
of pixel output units are formed which processes the signals visually recognized obtained by imaging the subject by the 
read out from the pixel output units formed in the area and imaging element provided with a plurality of pixel output 
obtains the output pixel values thereof . units which receives the incident light incident without 
By using such imaging element 121 , it is possible to read 5 intervention of either the imaging lens or the pinhole and 

out the detection signals from the pixel output units more each outputs one detection signal indicating the output pixel 
easily and in more various orders as compared with a case value modulated by the incident angle of the incident light , 
of using an imaging element which A / D converts the signals and the signal processing unit provided in association with 
read out from all the pixel output units by one ADC , an the area being the partial region of the pixel region in which 
imaging element which A / D converts the signals read out 10 the pixel output units are formed which processes the signals 
from the pixel output units of each column of the pixel array read out from the pixel output units formed in the area to 
by a column ADC corresponding to the column and the like . obtain the output pixel values thereof . 
Therefore , the imaging device 100 may obtain more various Then , the restoration matrix also is the restoration matrix 
detection images more easily as compared with a case of described above with reference to FIGS . 1 to 26 , and has the 
using the imaging element which A / D converts the signals 15 above - described characteristic . That is , this restoration 
read out from all the pixel output units by one ADC , the matrix is the matrix including the coefficients used when 
imaging element which A / D converts the signals read out restoring the restored image from the detection image in 
from the pixel output units of each column of the pixel array which the subject cannot be visually recognized . The res 
by the column ADC corresponding to the column and the toration unit 124 restores the restored image from the 
like . 20 detection image by using such restoration matrix . 
< Readout Control ( Operation Mode ) > < Pixel Regular Thinning Mode > 
< A11 - Pixel Mode > Furthermore , the imaging device 100 may read out the 
Next , control by the readout control unit 122 is described . detection signals of a part of the pixels of the imaging 

As illustrated in FIG . 27 , the imaging device 100 may read element 121 , use the read out detection signals of a part of 
out the detection signals of all the pixels of the imaging 25 the pixels to make the detection image , and convert the 
element 121 , use all the detection signals to make the detection image into the restored image . Such an operation 
detection image , and convert the detection image into the mode is referred to as a thinning mode . For example , as 
restored image . Such an operation mode is referred to as an illustrated in FIG . 28 , the imaging device 100 may read out 
all - pixel mode . the detection signals of a part of the pixels in a positional 

In FIG . 27 , each square in the imaging element 121 30 relationship with predetermined regularity of the imaging 
indicates the pixel 121a ( pixel unit output ) , and a state of the element 121 , use the read out detection signals of the part of 
pixel array is schematically illustrated in the imaging ele- the pixels in the positional relationship with predetermined 
ment 121. Note that , although the pixel array including eight regularity to make the detection image , and convert the 
pixels in the horizontal direction and six pixels in the vertical detection image into the restored image . Such operation 
direction is illustrated in FIG . 27 , the number of pixels of the 35 mode is referred to as a pixel regular thinning mode . 
imaging element 121 is arbitrary . In this specification , the FIG . 28 illustrates the pixel array in the imaging element 
imaging element 121 includes the pixel array including W 121 as is the case with FIG . 27. In the drawing , the hatched 
pixels in the horizontal direction and H pixels in the vertical pixels 121a indicate the pixels 121a from which the detec 
direction . tion signals are read out . 

In a case of the all - pixel mode , the readout control unit 40 In a case of the pixel regular thinning mode , the readout 
122 supplies a readout control signal to the imaging element control unit 122 supplies the readout control signal to the 
121 to read out the detection signals from all the pixels of the imaging element 121 , and selects a part of the pixels 121a 
imaging element 121. That is , the detection image at reso- ( pixel output units ) in positions in the positional relationship 
lution ( WxH ) is read out from the imaging element 121. In with predetermined regularity out of the pixel array ( a 
FIG . 27 , a hatched pixel 121a indicates the pixel 121a from 45 plurality of pixel output units ) of the imaging element 121 
which the detection signal is read out . That is , in a case of to read out the detection signals from the selected pixels 
the all - pixel mode , the detection signals are read out from all 121a ( hatched pixels in the drawing ) . The readout control 
the pixels in the pixel array of the imaging element 121 . unit 122 may select the arbitrary number of pixels . For 

Furthermore , the readout control unit 122 supplies the example , W2 horizontalxH2 vertical pixels may be selected . 
readout control signal to the restoration matrix setting unit 50 That is , the detection image at resolution ( W2xH2 ) is read 
123 , too . In a case of generating the restored image at out from the imaging element 121 . 
resolution ( WxH ) , the restoration matrix setting unit 123 By doing so , it is possible to reduce the resolution of the 
sets the restoration matrix including ( WxH ) verticalx ( WxH ) detection image . Furthermore , drive of the pixel 121a and 
horizontal coefficients corresponding to the detection image the area ADC 321 may be reduced , a processing load ( for 
at resolution ( WxH ) and the restored image at resolution 55 example , power consumption ) regarding readout of the 
( WxH ) according to the readout control signal . detection signal may be reduced . 

In a case of generating the restored image by the resto- The pixel from which the signal is read out in this case 
ration unit 124 , the restoration unit 124 obtains the detection may be , for example , the pixel in a predetermined position 
image at resolution ( WxH ) read out from the imaging in each area 312 formed in the pixel region 311. For 
element 121 , obtains the restoration matrix including ( WxH ) 60 example , it is assumed that the areas 312 including four 
verticalx ( WxH ) horizontal coefficients set by the restoration pixels x four pixels are set in the pixel region 311 without an 
matrix setting unit 123 , and generates the restored image at interval as illustrated in FIG . 29 . 
resolution ( WxH ) by using them . In this manner , in a case where the respective areas 312 

This detection image is obtained by the imaging element have the same shape and size , when the readout control unit 
121 , information having the characteristic described above 65 122 reads out the detection signal from the pixel in a 
with reference to FIGS . 1 to 26. That is , the detection image predetermined position of each area 312 ( for example , an 
is the detection image in which the subject including the upper left end pixel ( hatched pixel ) , this may easily read out 
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the detection signals from the pixels ( one in every four detection signal is read out in the area 312 is also arbitrary , 
pixels ) in the positional relationship with predetermined and is not limited to that in the example in FIG . 29 ( upper 
regularity . left end ) ( any position is available ) . 
As described above , in this case , the number of pixels It is possible to determine in advance ( the detection signal 

from which the detection signals are read out is smaller than 5 of ) the pixel to be selected ( determine the pixel from which 
that in the all - pixel mode . That is , in this case , the number the detection signal is read out , or the pixel the detection of pixels 121a to be driven may be reduced as compared signal read out from which is to be selected ) may be with that in the all - pixel mode . Furthermore , in this case , it determined in advance . Furthermore , it is also possible that is only required that each area ADC 321 A / D converts the a plurality of candidates of setting of the pixel to be selected signals read out from a part of the pixels 121a in the area 312 10 ( pixel selection setting ) is prepared in advance , and the corresponding to the same . That is , in this case , a processing readout control unit 122 selects from the plurality of can amount of each area ADC 321 may be reduced as compared 
with that in the all - pixel mode . Therefore , it is possible to didates . In this case , the readout control unit 122 may select 
reduce the processing load ( for example , power consump on the basis of an arbitrary condition such as an operation 
tion ) regarding readout of the detection signal . mode of imaging , a frame rate , resolution setting , a subject 

Moreover , the scanning order in each area 312 may be the distance , brightness , time , a position , a user instruction and 
same . For example , the scanning order in all the areas 312 the like , for example . 
may be the order in the example in FIG . 26. By unifying the Note that , the candidates of the pixel selection setting may 
scanning order in each area 312 in this manner , a readout be stored in an arbitrary processing unit and the like of the 
timing of the pixel in the same position in each area 312 20 imaging device 100 such as a memory ( not illustrated ) in the 
becomes substantially the same . That is , a generation timing readout control unit 122 and the storage unit 113. In this 
of the detection signal read out from each area 312 ( that is , case , the candidates may be stored at the time of factory 
a timing of the incident light from the subject for generating shipment of the imaging device 100 , or may be stored ( or 
the detection signal ) is substantially the same . Therefore , it updated ) after the factory shipment . It goes without saying 
is possible to obtain the detection image including the 25 that , the candidates of the pixel selection setting may be 
detection signals at substantially the same timing , so that it prepared outside the imaging device 100 , and the readout 
is possible to obtain the detection image capable of gener- control unit 122 may select from the external candidates . 
ating the restored image with less distortion and the like Furthermore , the readout control unit 122 may arbitrarily 
( subjectively high - quality restored image ) as compared with set ( the detection signal of ) the pixel to be selected . In this 
a case where the generation timings of the detection signals 30 case , for example , it is possible to prepare an initial value 
are unsynchronized ( not conform to each other ) . ( initial setting ) of the pixel selection setting , and the readout 

For example , in a case of imaging a moving object , a control unit 122 updates the initial setting on the basis of an 
deforming object and the like as the subject , if the generation arbitrary condition ( for example , the operation mode of the 
timing ( imaging timing ) of the detection signal is different imaging , the frame rate , the resolution setting , the subject 
between the pixels , a state of the subject might change while 35 distance , the brightness , the time , the position , the user 
the detection signal is generated in each pixel . Therefore , in instruction and the like ) . Furthermore , for example , the 
the imaged image ( restored image ) , the state of the subject readout control unit 122 may set the pixel to be selected on 
differs between the pixels , and the subjective image quality the basis of arbitrary information . 
might be reduced . As described above , since the scanning Note that , the readout control unit 122 may supply the 
order in each area 312 is the same , the generation timing of 40 readout control signal to the imaging element 121 to read out 
the detection signal read out from each area 312 becomes the detection signals from all the pixels 121a of the pixel 
substantially the same , so that reduction in subjective image array of the imaging element 121 , and select the detection 
quality of the restored image due to such factors may be signals read out from a part of pixels in the positional 
suppressed relationship having predetermined regularity out of the 

It goes without saying that , even if the scanning order in 45 readout detection signals as the detection signals to be 
each area 312 is not unified , a similar effect may be obtained included in the detection image . However , in this case , all 
as long as reading order of the pixel 121a in the area 312 the pixels 121a of the pixel array of the imaging element 121 
( when this is read out ) is the same . are driven ( all the area ADCs 321 are driven as is the case 

Note that , only when the scanning order in each area 312 with the all - pixel mode ) , so that it is possible to reduce the 
is approximated , the generation timing of the detection 50 processing load ( for example , power consumption ) regard 
signal in each pixel ( imaging timing ) is approximated , so ing the readout of the detection signal in a case of reading 
that the reduction in the subjective image quality of the out the detection signals from a part of the pixels 121a as 
restored image may be suppressed as compared with a case described above as compared to a case of this method . 
where the generation timings of the detection signals read Furthermore , the readout control unit 122 supplies the 
out from the respective areas 312 are completely unsynchro- 55 readout control signal to be supplied to the imaging element 
nized . 121 to the restoration matrix setting unit 123 , too . For 

Moreover , the pixel 121a from which the detection signal example , in a case of generating the restored image at 
is read out may be made a first pixel in the scanning order resolution ( W2xH2 ) , the restoration matrix setting unit 123 
in the area 312 ( that is , the pixel from which the signal is sets the restoration matrix including ( W2xH2 ) verticalx 
read out first in the area 312 ) . By doing so , the detection 60 ( W2xH2 ) horizontal coefficients corresponding to the detec 
signal may be read out earlier than in a case where the tion image at resolution ( W2xH2 ) and the restored image at 
detection signal is read out from another pixel . resolution ( W2xH2 ) according to the readout control signal . 

Note that , in FIG . 29 , for simplification of description , In a case of generating the restored image by the resto 
only six areas 312 including four pixels x four pixels are ration unit 124 , the restoration unit 124 obtains the detection 
illustrated , but the shape , size , number , and the like of the 65 image at resolution ( W2xH2 ) from the imaging element 121 
areas 312 are arbitrary as described above . Furthermore , the or the readout control unit 122 , obtains the restoration matrix 
position of the pixel 121a ( pixel output unit ) from which the including ( W2xH2 ) vertical x ( W2xH2 ) horizontal coeffi 
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cients set by the restoration matrix setting unit 123 , and restored image ) as compared with a case where the genera 
generates the restored image at resolution ( W2xH2 ) by tion timings of the detection signals are unsynchronized ( not 
using them . conform to each other ) . That is , it is possible to suppress 
< Pixel Arbitrary Thinning Mode > reduction in subjective image quality of the restored image . 
Furthermore , the imaging device 100 may read out the 5 Note that , only when the scanning order in each area 312 

detection signals of an arbitrary part of the pixels of the is approximated , the generation timing of the detection imaging element 121 , use the read out detection signals of signal in each pixel ( imaging timing ) is approximated , so the arbitrary part of the pixels as the detection image , and that the reduction in the subjective image quality of the convert the detection image into the restored image as 
illustrated in FIG . 30 in a thinning mode . Such an operation 10 where the generation timings of the detection signals read 

restored image may be suppressed as compared with 
mode is referred to as a pixel arbitrary thinning mode . 
FIG . 30 illustrates the pixel array in the imaging element out from the respective areas 312 are completely unsynchro 

nized . 121 as is the case with FIG . 27. In the drawing , the hatched 
pixels 121a indicate the pixels 121a from which the detec Moreover , the pixel 121a from which the detection signal 
tion signals are read out . is read out may be made a first pixel in the scanning order 

In a case of the pixel arbitrary thinning mode , the readout in the area 312 ( that is , the pixel from which the signal is 
control unit 122 supplies the readout control signal to the read out first in the area 312 ) . By doing so , the detection 
imaging element 121 , and selects a part of the pixels 121a signal may be read out earlier than in a case where the 
( pixel output units ) in arbitrary positions out of the pixel detection signal is read out from another pixel as is the case 
array ( a plurality of pixel output units ) of the imaging 20 of the pixel regular thinning mode . 
element 121 to read out the detection signals from the Note that , in FIG . 31 , as is the case with FIG . 29 , for 
selected pixels 121a ( hatched pixels in the drawing ) . The simplification of description , only six areas 312 including 
readout control unit 122 may select the arbitrary number of four pixelsxfour pixels are illustrated , but the shape , the size , 
pixels . For example , T pixels may be selected . That is , the the number and the like of the areas 312 are arbitrary as 
detection image including T detection signals is read out 25 described above . Furthermore , the position of the pixel 121a 
from the imaging element 121 . ( pixel output unit ) from which the detection signal is read 
By doing so , it is possible to reduce the resolution of the out in the area 312 is also arbitrary , and is not limited to that detection image as is the case with the pixel regular thinning in the example in FIG . 31 ( any position is available ) . 

mode . Furthermore , drive of the pixel 121a and the area Moreover , the number of pixels 121a from which the ADC 321 may be reduced , a processing load ( for example , 30 detection signal is read out of each area 312 is arbitrary , and power consumption ) regarding readout of the detection 
signal may be reduced . a plurality of pixels may be read out from each area 312 . 

Furthermore , it is possible that the number of pixels 121a The pixel from which the signal is read out in this case 
may be , for example , the pixel in an arbitrary position in from which the detection signal is read out in each area 312 
each area 312 formed in the pixel region 311. For example , 35 is unified or not . The pixel to be selected may be determined 
as illustrated in FIG . 31 , the pixel 121a ( hatched pixel in the in advance as is the case with the pixel regular thinning 
drawing ) in an arbitrary position in each of the areas 312 mode , the readout control unit 122 may select this from a 
including four pixels x four pixels set without any interval plurality of candidates , or the readout control unit 122 may 
in the pixel region 311 may be the pixel 121a from which the arbitrarily set the same . 
detection signal is read out . The number of pixels 121a from 40 Note that , the readout control unit 122 may supply the 
which the detection signal is read out in each area 312 is readout control signal to the imaging element 121 to read out 
arbitrary , and it is possible that this is unified or not in all the the detection signals from all the pixels 121a of the pixel 
areas 312 . array of the imaging element 121 , and select the detection 
As described above , in this case also , as is the case with signals read out from an arbitrary part of the pixels out of the 

the pixel regular thinning mode , the number of pixels from 45 read out detection signals as the detection signals to be 
which the detection signal is read out is smaller than that in included in the detection image . However , in this case , all 
the all - pixel mode . That is , in this case , the number of pixels the pixels 121a of the pixel array of the imaging element 121 
121a to be driven may be reduced as compared with that in are driven ( all the area ADCs 321 are driven as is the case 
the all - pixel mode . Furthermore , in this case , it is only with the all - pixel mode ) , so that it is possible to reduce the 
required that each area ADC 321 A / D converts the signals 50 processing load ( for example , power consumption ) regard 
read out from a part of the pixels 121a in the area 312 ing the readout of the detection signal in a case of reading 
corresponding to the same . That is , in this case , a processing out the detection signals from a part of the pixels 121a as 
amount of each area ADC 321 may be reduced as compared described above as compared to a case of this method . 
with that in the all - pixel mode . Therefore , it is possible to Furthermore , the readout control unit 122 supplies the 
reduce the processing load ( for example , power consump- 55 readout control signal to be supplied to the imaging element 
tion ) regarding readout of the detection signal . 121 to the restoration matrix setting unit 123 , too . In 

Moreover , it is possible that the scanning order in each of generating the restored image at resolution ( W1xH1 ) , the 
area 312 is not unified . For example , the scanning order in restoration matrix setting unit 123 sets the restoration matrix 
each area 312 may be set such that the reading order in the including ( W1xH1 ) vertical x T horizontal coefficients cor 
area 312 of the pixel 121a ( hatched pixel in the drawing ) 60 responding to the detection image including the T detection 
from which the detection signal is read out of each area 312 signals and the restored image at resolution ( W1xH1 ) 
( when this is read out ) is the same . By doing so , as is the case according to the readout control signal . 
with the pixel regular thinning mode , it is possible to obtain In a case of generating the restored image by the resto 
the detection image including the detection signals at sub- ration unit 124 , the restoration unit 124 obtains the detection 
stantially the same timing , so that it is possible to obtain the 65 image including the T detection signals from the imaging 
detection image capable of generating the restored image element 121 or the readout control unit 122 , obtains the 
with less distortion and the like ( subjectively high - quality restoration matrix including ( W1xH1 ) vertical x T horizon 
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tal coefficients set by the restoration matrix setting unit 123 , 351-1 to 351-8 in the respective pixels are shifted from left 
and generates the restored image at resolution ( W1xH1 ) by to right in the horizontal direction , and the opening 351-1 is 
using them . formed on a leftmost side in the pixel and the opening 351-8 < Thinning Mode > is formed on a rightmost side in the pixel . When the pixels 
As described above , the imaging device 100 may read out 5 121a - 1 , 121a - 3 , 121a - 5 , and 121a - 7 are selected therefrom , 

the detection image from the imaging element 121 in the for example , the angular difference between the centers of thinning mode ( pixel regular thinning mode or pixel arbi gravity of the incident angle directivities of the respective trary thinning mode ) . That is , in the imaging element 121 , pixels is approximately doubled , and it is possible to reduce the signal may be read out from a predetermined pixel 121a the resolution with the field of view 363 substantially ( pixel output unit ) of a plurality of areas 312 formed in the 10 equivalent . pixel region 311 , and each area ADC 321 ( signal processing 
unit ) associated with each of the plurality of areas 312 may That is , by increasing the angular difference between the 
perform processing ( A / D conversion ) on the detection signal centers of gravity of the incident angle directivities repre 
read out from the pixel of the area 312 corresponding to the sented by the respective pixel output units of the detection 
same . By doing so , the resolution of the detection image may 15 image to reduce the resolution so as to maintain the field of 
be reduced as described above . Furthermore , it is possible to view 363 , it is possible to make the incident angle directivity 
reduce the processing load ( for example , power consump of the detection image equivalent before and after the 
tion ) regarding the readout of the detection signal . resolution is reduced . 
< Field of View Setting > Although the horizontal direction is described above , it is 
Note that , in a case where the resolution of the detection 20 similar to the vertical direction . That is , by increasing the 

image is reduced as in the above - described thinning mode angular difference between the centers of gravity of the 
( pixel arbitrary thinning mode or pixel regular thinning incident angle directivities represented by the respective 
mode ) , the incident angle directivity of the entire detection pixel output units of the detection image to reduce the 
image after the resolution reduction may be equivalent to the resolution so as to maintain the field of view , it is possible 
incident angle directivity of the entire detection image 25 to make the incident angle directivity of the detection image 
before the resolution reduction , that is , the entire detection equivalent before and after the resolution is reduced . 
image in the all - pixel mode . That is , an entire set of pixels By doing so , it is possible to reduce the resolution without 
( pixel output units ) from which the detection signals are read reducing the field of view ( FOV ) of the restored image . That 
out in each area 312 may have the incident angle directivity is , it is possible to reduce the resolution without changing a 
equivalent to that of an entire pixel group in the pixel region 30 content of the restored image . 
311 . In order to do this in the pixel regular thinning mode , the 

The fact that the incident angle directivity is equivalent is entire pixel output unit group in the positional relationship 
intended to mean that the same range of the subject surface having predetermined regularity of the imaging element 121 
may be imaged , that is , the field of view is equivalent . For is designed to have the incident angle directivity equivalent 
example , as illustrated in an upper part of FIG . 32 , suppose 35 to that of all the pixel output units of the imaging element 
that a range 362 is imaged when the imaging element 121 121. The readout control unit 122 is only required to select 
images the subject surface 361 at a field of view 363. In a the pixel output unit group designed in this manner . 
case of considering only the horizontal direction in the In order to do this in the pixel arbitrary thinning mode , the 
drawing , the center of gravity of the incident angle direc- readout control unit 122 is only required to select the pixel 
tivity of each pixel 121a of the imaging element 121 is 40 output unit such that all the selected pixel output units has 
distributed in a range of the field of view 363. In other the incident angle directivity equivalent to that of all the 
words , an angular range of the center of gravity of the pixel output units of the imaging element 121 . 
incident angle directivity of each pixel 121a of the imaging It goes without saying that the incident angle directivity of 
element 121 is the field of view 363. That is , in a case of the entire pixel ( pixel output unit ) group selected as the 
selecting the pixel such that the incident angle directivity is 45 pixels from which the detection signals are read out is made 
equivalent , ( the detection signal of ) the pixel is selected such different from the incident angle directivity of all the pixel 
that the angular range of the center of gravity of the incident output units of the imaging element 121 in a case of the pixel 
angle directivity of each pixel is equivalent before and after regular thinning mode and in a case of the pixel arbitrary 
the reduction in resolution . thinning mode . In any mode , it is only required that the 
When target resolution of the range 362 is determined , a 50 incident angle directivity of the entire pixel ( pixel output 

size of resolution 364 of the field of view is determined . In unit ) group selected as the pixels from which the detection 
other words , the resolution 364 is an angular difference signals are read out be made such that the image quality of 
between the centers of gravity of the incident angle direc- the restored image is more appropriate . That is , it is only 
tivities of the respective pixels . That is , when the resolution required to design the directivity of each pixel ( pixel output 
is reduced , it is necessary to increase the angular difference 55 unit ) selected as the pixel from which the detection signal is 
between the centers of gravity of the incident angle direc- read out such that such incident angle directivity may be 
tivities of the respective pixels . obtained ( the image quality of the restored image is 

This may also be said from the fact that the number of improved ) . 
pixels for realizing the field of view 363 is reduced . For < Imaging Processing Flow > 
example , as illustrated in a lower part of FIG . 32 , it is 60 An example of a flow of imaging processing in which the 
assumed that the field of view 363 is realized by the pixels imaging device 100 performs imaging in the above - de 
( pixels 121a - 1 to 121a - 8 ) having openings formed in eight scribed all - pixel mode or thinning mode is described with 
positions in the horizontal direction . An opening 351-1 is reference to a flowchart in FIG . 33 . 
formed on a light incident surface of the pixel 121a - 1 . When the imaging processing is started , the control unit 
Similarly , openings 351-2 to 351-8 are formed on light 65 101 selects the operation mode ( all - pixel mode or thinning 
incident surfaces of the pixels 121a - 2 to 121a - 8 , respec- mode ) at step S101 . At step S102 , the control unit 101 
tively . As illustrated in FIG . 32 , the positions of the openings determines whether the operation mode selected at step 
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S101 is the all - pixel mode or not . In a case where the mode device . Moreover , for example , in a case where the output is 
is determined to be the all - pixel mode , the procedure shifts “ storage ” , the restoration unit 124 supplies the data and the 
to step S103 . like of the raw image to the storage unit 113. The storage 

At step S103 , the imaging device 100 executes all - pixel unit 113 stores the data and the like of the raw image in its 
mode imaging processing and performs the imaging in the 5 own storage medium . Furthermore , for example , in a case 
all - pixel mode . When the processing at step S103 is finished , where the output is “ transmission ” , the restoration unit 124 
the procedure shifts to step S105 . Furthermore , in a case supplies the data and the like of the raw image to the 
where the selected operation mode is determined not to be communication unit 114. The communication unit 114 com 
the all - pixel mode at step S102 ( determined to be the municates with another device using a predetermined com 
thinning mode ) , the procedure shifts to step S104 . munication method , and transmits the data and the like of the 

At step S104 , the imaging device 100 performs the raw image to the communication partner . Moreover , for 
imaging in the thinning mode . When the processing at step example , in a case where the output is “ recording ” , the 
S104 is finished , the procedure shifts to step S105 . restoration unit 124 supplies the data and the like of the raw 
At step S105 , the control unit 101 determines whether to image to the recording / reproducing unit 115. The recording / 

finish the imaging processing or not . In a case where it is reproducing unit 115 records the data and the like of the raw 
determined that the imaging processing is not finished , the image on the recording medium 116 mounted thereon . 
procedure returns to step S101 . That is , at step S105 , each Next , a case where the data of the detection image and the 
processing at steps S101 to S105 is repeatedly executed until image restoration coefficients and the like associated with 
it is determined that the imaging processing is finished . each other are output is described . For example , in a case 

In a case where it is determined at step S105 that the where the output is “ display " , the association unit 125 
imaging processing is finished , the imaging processing is 20 supplies the data of the detection image and the image 
finished . restoration coefficients and the like associated with each 

< Flow of all - Pixel Mode Imaging Processing > other to the output unit 112. The output unit 112 displays 
Next , an example of a flow of the all - pixel mode imaging information of an image , a character and the like regarding 

processing executed at step S103 in FIG . 33 is described the data of the detection image and the image restoration 
with reference to a flowchart in FIG . 34 . 25 coefficients and the like on an image display device ( for 
When the all - pixel mode imaging processing is started , example , a liquid crystal display ( LCD ) and the like ) or 

the readout control unit 122 sets all the pixels 121a in the projects the same from a projector . Furthermore , for 
pixel region 311 of the imaging element 121 as a target from example , in a case where the output is " output ” , the asso 
which the detection signals are read out at step S121 . ciation unit 125 supplies the data of the detection image and 

At step S122 , the imaging element 121 images the sub the image restoration coefficients and the like associated 
ject . At step S123 , the readout control unit 122 reads out the with each other to the output unit 112. The output unit 112 
detection signals obtained by the processing at step S122 outputs the data of the detection image and the image 

restoration coefficients and the like associated with each from all the pixels in the pixel region 311 of the imaging 
element 121 and generates the detection image by using other from the external output terminal to another device . 
them . Moreover , for example , in a case where the output is 

At step S124 , the restoration matrix setting unit 123 sets “ storage ” , the association unit 125 supplies the data of the 
the restoration matrix according to all the pixels ( all - pixel detection image and the image restoration coefficients and 
mode ) and the subject distance . the like associated with each other to the storage unit 113 . 

At step S125 , the restoration unit 124 generates output The storage unit 113 stores the data of the detection image 
data ( for example , the restored image ) from the detection and the image restoration coefficients and the like associated 
image obtained by the processing at step S123 by using the 40 with each other to a storage medium of its own . Further 
restoration matrix set at step S124 . more , for example , in a case where the output is “ transmis 

For example , the restoration unit 124 converts the detec sion ” , the association unit 125 supplies the data of the 
tion image into the restored image by using the restoration detection image and the image restoration coefficients and 
coefficients . The restoration unit 124 makes data of the the like associated with each other to the communication 
restored image the output data . Furthermore , for example , 45 unit 114. The communication unit 114 communicates with 
the association unit 125 associates data of the restoration another device using a predetermined communication 
coefficients with the data of the detection image and makes method , and transmits the data of the detection image and 
the same the output data . the image restoration coefficients and the like associated 

At step S126 , the output data is output . This output with each other to the communication partner . Moreover , for 
includes an arbitrary method . For example , this output may 50 example , in a case where the output is “ recording ” , the 
include image display , data output to another device and association unit 125 supplies the data of the detection image 
printing , storage in a storage medium , transmission to a and the image restoration coefficients and the like associated 
communication partner , recording on a recording medium with each other to the recording / reproducing unit 115. The 
116 and the like . recording / reproducing unit 115 records the data of the 

First , a case is described in which the raw image ( this may 55 the like associated with each other to the recording medium detection image and the image restoration coefficients and 
be the restored image subjected to the synchronization 116 mounted thereon . processing , the color separation processing and the like ( for 
example , the demosaic processing and the like ) ) is output . When the output data is output , the all - pixel mode imag 
For example , in a case where the output is “ display ” , the ing processing ends , and the procedure returns to FIG . 33 . 
restoration unit 124 supplies data and the like of the raw < Flow of Thinning Mode Imaging Processing > 
image to the output unit 112. The output unit 112 displays Next , an example of a flow of thinning mode imaging 
the raw image on an image display device ( for example , a processing executed at step S104 in FIG . 33 is described 
liquid crystal display ( LCD ) and the like ) or projects the with reference to a flowchart in FIG . 35 . 
same from a projector . Furthermore , for example , in a case When the thinning mode imaging processing is started , at 
where the output is “ output ” , the restoration unit 124 sup- step S141 , the readout control unit 122 sets the pixel from 
plies the data and the like of the raw image to the output unit 65 which the detection signal is read out ( also referred to as a 
112. The output unit 112 outputs the data and the like of the readout pixel ) from each area 312 in the pixel region 311 of 
raw image from an external output terminal to another the imaging element 121 . 
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At step S142 , the imaging element 121 images the sub- As described above , in a case of the area driving mode , 
ject . At step S143 , the readout control unit 122 reads out the the readout pixels are selected for each area 312 ( in units of 
detection signal obtained by the processing at step S142 the area 312 ) . For example , it is assumed that the areas 312 
from the readout pixel set at step S141 and generates the each including four pixels x four pixels are set in the pixel 
detection image by using the same . 5 region 311 without an interval as illustrated in FIG . 37. In a 

At step S144 , the restoration matrix setting unit 123 sets case of the area driving mode , the readout control unit 122 
the restoration matrix according to the readout pixel ( thin- selects the pixels 121a in any one area 312 out of the areas 
ning mode ) and the subject distance . 312 as the pixels ( readout pixels ) from which the detection 

At step S145 , the restoration unit 124 generates the output signals are read out . In a case of an example in FIG . 37 , the 
data ( for example , the restored image ) from the detection 10 pixels 121a in an upper left end area 312 are selected . 
image obtained by the processing at step S143 by using the In this manner , the imaging device 100 may read out the 
restoration matrix set at step S144 . detection image from the imaging elements 121 by the area 

For example , the restoration unit 124 converts the detec- driving mode . That is , in the imaging element 121 , the 
tion image into the restored image by using the restoration signals may be read out from the respective pixel output 
coefficients . The restoration unit 124 makes data of the 15 units of a predetermined partial area 312 out of a plurality of 
restored image the output data . Furthermore , for example , areas 312 formed in the pixel region 311 , and the area ADC 
the association unit 125 associates data of the restoration 321 ( signal processing unit ) associated with the partial area 
coefficients with the data of the detection image and makes 312 may perform processing ( A / D conversion ) on the detec 
the same the output data . tion signals read out from the respective pixel output units 

At step S146 , the output data is output . This output 20 of the area 312 corresponding to the same . 
includes an arbitrary method . For example , this output may Note that , in FIG . 37 , as is the case with FIG . 29 , for 
include image display , data output to another device and simplification of description , only six areas 312 each includ 
printing , storage in a storage medium , transmission to a ing four pixels x four pixels are illustrated , but a shape , a 
communication partner , recording on a recording medium size , the number and the like of the areas 312 are arbitrary 
116 and the like . 25 as described above . 
The output of the output data is similar to that in a case By the way , the area ADC 321 is associated with each area 

of the all - pixel mode , so that the description thereof is 312 as described above . Therefore , all the signals read out 
omitted . When the output data is output , the thinning mode from the respective pixels 121a in one selected area 312 are 
imaging processing ends , and the procedure returns to FIG . A / D converted by the corresponding area ADC 321. For 
33 . 30 example , if one area ADC 321 is associated with each area 
By executing each processing as described above , the 312 , in a case where the pixels 121a in one area 312 are 

resolution of the detection image may be controlled . selected as the readout pixels as illustrated in the example in 
Note that , a case where the imaging may be performed in FIG . 37 , it is sufficient that only one area ADC 321 corre 

both the all - pixel mode and the thinning mode is described sponding to the area 312 is driven . That is , in a case of the 
above ; however , for example , it is also possible that the 35 area driving mode , when the area 312 from which the 
imaging may be performed only in the thinning mode . In this detection signals are read out is selected , the area ADC 321 
case , the imaging device 100 may execute the thinning mode to be driven is also selected . Therefore , in a case of the area 
imaging processing . driving mode , the number of the area ADCs 321 to be driven 

may be reduced ( the number of the area ADCs 321 to be 
2. Second Embodiment 40 driven unnecessarily may be suppressed ) , so that it is 

possible to reduce the processing load ( for example , power 
< Area Driving Mode > consumption ) regarding readout of the detection signal . 
Furthermore , an imaging device 100 may read out detec- With reference to FIG . 36 again , the readout control unit 

tion signals of pixels 121a ( hatched pixels in the drawing ) 122 supplies the readout control signal to be supplied to the 
formed in an area 312 formed in a pixel region 311 of an 45 imaging element 121 to a restoration matrix setting unit 123 , 
imaging element 121 , use the read out detection signals to too . In a case of generating the restored image at resolution 
make a detection image , and convert the detection image ( W3xH3 ) , the restoration matrix setting unit 123 sets a 
into a restored image as illustrated in FIG . 36. That is , it is restoration matrix including ( W3xH3 ) vertical x ( W3xH3 ) 
possible that the pixels 121a ( pixel output units ) ( also horizontal coefficients corresponding to the detection image 
referred to as readout pixels ) from which the detection 50 at resolution ( W3xH3 ) and the restored image at resolution 
signals are read out is selected in units of the area 312. Such ( W3xH3 ) according to the readout control signal . 
an operation mode is referred to as an area driving mode . In a case of generating the restored image by the resto 
FIG . 36 illustrates a pixel array in the imaging element ration unit 124 , the restoration unit 124 obtains the detection 

121 as is the case with FIG . 22. In the drawing , the hatched image at resolution ( W3xH3 ) from the imaging element 121 
pixels 121a indicate the pixels 121a from which the detec- 55 or the readout control unit 122 , obtains the restoration matrix 
tion signals are read out . For example , in a case where a including ( W3xH3 ) vertical x ( W3xH3 ) horizontal coeffi 
predetermined area 312 includes W3 horizontal pixels x H3 cients set by the restoration matrix setting unit 123 , and 
vertical pixels , and a readout control unit 122 selects the generates the restored image at resolution ( W3xH3 ) by 
pixels in this area 312 as the readout pixels , the detection using them . 
image at resolution ( W3xH3 ) is read out from the imaging 60 Note that , an incident angle directivity with respect to 
element 121 . incident light from a subject of each pixel 121a may be set 

That is , by imaging in the area driving mode in this independently for each area 312. As described above , in a 
manner , the resolution of the detection image may be case of the area driving mode , the readout pixels are selected 
reduced . Furthermore , drive of the pixel 121a and the area in units of the area 312 , so that a field of view of the restored 
ADC 321 may be reduced , a processing load ( for example , 65 image corresponds to a field of view of an entire pixel output 
power consumption ) regarding readout of the detection unit group of the selected area 312. That is , by setting the 
signal may be reduced . incident angle directivity ( field of view ) for each area 312 , 
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it is possible to set the incident angle directivity ( field of incident light on the pixels 121a are uniform , there is no 
view ) of the restored image generated from the detection need to consider the incident angle . 
image obtained in the area 312 . Therefore , the closer the incident light from the subject on 

For example , as illustrated in FIG . 38 , a configuration of each pixel is to parallel light , the easier the setting of the 
each pixel 121a in the area 312 may be similar to a 5 restoration matrix for obtaining a correct restored image . For 
configuration of each pixel 121a in an entire pixel region 311 example , in theory , the light from the subject located at 
illustrated in FIG . 14. For example , a light - shielding pattern infinity from the imaging element 121 is the parallel light . 
of the pixels 121a in the area 312-1 illustrated in FIG . 38 In a case of the example in FIG . 39 , the incident light on 
( distribution of light - shielding films 121b and positions of the pixels on both the ends of the pixel region 311 ( dotted 
rectangular openings in the respective pixels 121a ) may be 10 arrows 384 and 385 ) has a larger difference in incident angle 
similar to that of the example in FIG . 14. That is , an entire than that of the incident light on the pixels on both the ends 
pixel output unit group formed in the area 312-1 may be of the area 312 ( dotted arrows 386 and 387 ) . That is , in a 
designed to have the incident angle directivity equivalent to case where a distance from the imaging element 121 to the 
that of all the pixel output units in the pixel region 311 . subject 383 ( length of dashed - dotted double arrow 388 ) is 

Note that , the number of pixels in a region to be processed 15 the same , it is easier to set the restoration matrix for 
is different between the example in FIG . 14 ( the entire pixel obtaining the correct restored image in the detection image 
region 311 ) and the example in FIG . 38 ( area 312-1 ) . obtained from the area 312 than in the detection image 
However , the equivalent incident angle directivity may be obtained from the entire pixel region 311. That is , it is 
obtained by thinning the pixels as described with reference possible to easily obtain the correct restored image in a case 
to FIG . 32 . 20 of the area driving mode than in a case of the all - pixel mode 

In this manner , by making the entire pixel ( pixel output or the thinning mode . 
unit ) group in the area 312 from which the signals are read Furthermore , in other words , in a case of the area driving 
out have the incident angle directivity equivalent to that of mode , it is possible to regard a closer subject 383 than in a 
the entire pixel ( pixel output unit ) group in the pixel region case of the all - pixel mode or the thinning mode as located at 
311 , it is possible to obtain the restored image with the field 25 infinity . That is , the restored image with a deeper subject 
of view equivalent to that of the restored image obtained depth may be obtained in a case of the area driving mode 
from the entire pixel region 311 from the area 312. That is , than in a case of the all - pixel mode or the thinning mode . In 
in the area driving mode also , the restored image with the this manner , by imaging in the area driving mode , the 
field of view similar to that in a case of the all - pixel mode resolution and the subject depth of the restored image may 
may be obtained . Therefore , in this case , by imaging in the 30 be controlled . 
area driving mode , it is possible to control the resolution It goes without saying that the entire pixel ( pixel output 
while suppressing a change in the field of view of the unit ) group in the area 312 from which the signals are read 
restored image . out may have the incident angle directivity different from 

Furthermore , the incident angle directivity of the other that of the entire pixel ( pixel output unit ) group in the pixel 
areas 312 such as areas 312-2 , 312-3 and the like in FIG . 38 35 region 311. In this case , by setting the area driving mode , the 
may be set to be similar to that of the area 312-1 . In this case , restored image having a different field of view from that in 
the restored image having the similar field of view may be a case of the all - pixel mode may be obtained . That is , in this 
obtained regardless of the area 312 selected . case , the resolution and the field of view of the restored 

Since the area 312 is a partial region of the pixel region image may be controlled by switching between the area 
311 , a distribution range of the pixels 121a is narrow in at 40 driving mode and the all - pixel mode . 
least one direction . For example , as illustrated in FIG . 39 , For example , the incident angle directivity of each of all 
assuming that the distribution range of the pixels 121a in the the pixels 121a ( pixel output units ) in a predetermined area 
pixel region 311 is indicated by double arrow 381 in a 312 may be perpendicular to the pixel region 311. That is , it 
certain direction , the distribution range of the pixels 121a in is possible that the incident angle directivity of each pixel 
the area 312 is narrower than this as indicated by double 45 121a in the area 312 from which the signal is read out is 
arrow 382. That is , the distribution range of the pixels 121a unified , and there is no bias ( the direction is perpendicular 
from which the signals are read out in a case of the area to the pixel region 311 ) . By making the imaging element 121 
driving mode is narrower than that in a case of the all - pixel have such structure , the imaging in the area driving mode 
mode . Note that , in a case of the thinning mode , basically , may be used for a specific application such as medical 
there is no restriction in the range of the pixels 121a , so that 50 treatment and the like , for example . 
the distribution range of the pixels 121a is equivalent to that For example , a size of the field of view of the entire pixel 
in a case of the all - pixel mode ( double arrow 381 ) . 121a ( pixel output unit ) group in a predetermined area 312 

For example , it is assumed that the incident light from a may be different from the size of the field of view of the 
subject 383 is indicated by dotted arrows 384 to 387. In this entire pixel 121a ( pixel output unit ) group in the pixel region 
case , the incident light on the pixels on both ends of the pixel 55 311. For example , the field of view of the entire pixel 121a 
region 311 is as indicated by dotted arrows 384 and 385 . group in a predetermined area 312 may be larger or smaller 
Furthermore , the incident light on the pixels on both ends of than the field of view of the entire pixel 121a group in the 
the area 312 is as indicated by dotted arrows 386 and 387 . pixel region 311. The resolution and the size of field of view 

Strength ( output pixel value ) of the detection signal of the restored image may be controlled by switching 
obtained in each pixel 121a depends on the incident angle 60 between the area driving mode and the all - pixel mode by 
directivity of each pixel 121a and intensity of the incident making a structure of the imaging element 121 like this . 
light ( that is , intensity and angle ) . In other words , in order Furthermore , for example , a direction of the field of view 
to correctly obtain the restored image ( correctly obtain a of the entire pixel 121a ( pixel output unit ) group in a 
ratio of pixel values ) , in a case where the incident angles of predetermined area 312 may be different from the direction 
the incident light on the respective pixels 121a are different 65 of the field of view of the entire pixel 121a ( pixel output 
from each other , the incident angles must be taken into unit ) group in the pixel region 311. The resolution and the 
consideration , but in a case where the incident angles of the direction of field of view of the restored image may be 
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controlled by switching between the area driving mode and At step S184 , the restoration matrix setting unit 123 sets 
the all - pixel mode by making the structure of the imaging the restoration matrix according to the area 312 being the 
element 121 like this . readout area and the subject distance . 

Note that , the readout control unit 122 may supply the At step S185 , the restoration unit 124 generates output 
readout control signal to the imaging element 121 to read out 5 data ( for example , the restored image ) from the detection 
the detection signals from all the pixels 121a ( pixel output image obtained by the processing at step S183 by using the 
units ) of the pixel region 311 of the imaging element 121 , restoration matrix set at step S184 . 
and select the detection signals read out from the pixels 121a For example , the restoration unit 124 converts the detec 
formed in a predetermined area 312 out of the read out tion image into the restored image by using the restoration 
detection signals as the detection signals to be included in 10 coefficients . The restoration unit 124 makes data of the 
the detection image . However , in this case , all the pixels restored image the output data . Furthermore , for example , 
121a ( pixel output units ) of the pixel region 311 of the the association unit 125 associates data of the restoration 
imaging element 121 are driven ( all the area ADCs 321 are coefficients with the data of the detection image and makes 
driven as is the case with the all - pixel mode ) , so that it is the same the output data . 
possible to reduce the processing load ( for example , power 15 At step S186 , the output data is output . This output 
consumption ) regarding readout of the detection signal in a includes an arbitrary method . For example , this output may 
case of reading out the detection signals from the pixels include image display , data output to another device and 
121a in a partial area 312 as described above than in the case printing , storage in a storage medium , transmission to a 
of this method . communication partner , recording on a recording medium 

< Imaging Processing Flow > 20 116 and the like . 
An example of a flow of the imaging processing in which The output of the output data is similar to that in a case 

the imaging device 100 images in the above - described of the all - pixel mode , so that the description thereof is 
all - pixel mode or area driving mode is described with omitted . When the output data is output , the area driving 
reference to a flowchart in FIG . 40 . mode imaging processing is finished , and the procedure 
When the imaging processing is started , a control unit 101 25 returns to FIG . 40 . 

selects the operation mode ( all - pixel mode or area driving By executing each processing as described above , the 
mode ) at step S161 . At step S162 , the control unit 101 resolution of the detection image may be controlled . 
determines whether the operation mode selected at step < Application Example of Area Driving Mode > 
S161 is the all - pixel mode or not . In a case where the mode For example , in a case where a still image is imaged by 
is determined to be the all - pixel mode , the procedure shifts 30 the imaging device 100 , imaging for obtaining an imaged 
to step S163 . image for output ( display , output , transmission , recording 

At step S163 , the imaging device 100 executes all - pixel and the like ) may be performed in the all - pixel mode , and 
mode imaging processing and images in the all - pixel mode . capturing ( imaging ) of a captured image to be displayed on 
The all - pixel mode imaging processing in this case is similar a monitor and the like before the imaging may be performed 
to that in a case described with reference to the flowchart in 35 in the area driving mode . 
FIG . 34 , so that the description thereof is omitted . The captured image for display is generally a moving 
When the processing at step S163 is finished , the proce- image displayed on a relatively small monitor , and is mainly 

dure shifts to step S165 . Furthermore , in a case where the for checking a composition and the like when obtaining the 
selected operation mode is determined not to be the all - pixel imaged image , so that a required image quality level is lower 
mode ( determined to be the area driving mode ) at step S162 , 40 than that of the imaged image . For example , a size of the 
the procedure shifts to step S164 . monitor which displays the captured image is generally 

At step S164 , the imaging device 100 images in the area small , and its display resolution is often lower than that of 
driving mode . When the processing at step S164 is finished , the imaged image . Furthermore , for example , a required 
the procedure shifts to step S165 . level of accuracy of a focal distance is also low , and it is 

At step S165 , the control unit 101 determines whether to 45 often sufficient if the entirety may be roughly grasped . 
finish the imaging processing or not . In a case where it is By capturing the captured image in the area driving mode , 
determined that the imaging processing is not finished , the a subject depth may be made deeper than that in a case of the 
procedure returns to step S161 . That is , at step S165 , each all - pixel mode , so that it is possible to obtain the captured 
processing at steps S161 to $ 165 is repeatedly executed until image in which more subjects are seemed to be focused on . 
it is determined that the imaging processing is finished . 50 Furthermore , by imaging ( capturing ) in the area driving 

In a case where it is determined at step S165 that the mode , the resolution may be reduced as described above , so 
imaging processing is finished , the imaging processing is that it is possible to suppress the resolution of the captured 
finished . image from becoming unnecessarily high . That is , an image 

< Flow of Area Driving Mode Imaging Processing > suitable for the captured image may be obtained . Moreover , 
Next , an example of a flow of area driving mode imaging 55 an increase in load may be suppressed as described above . 

processing executed at step S164 in FIG . 40 is described In contrast , by imaging for obtaining the imaged image 
with reference to a flowchart in FIG . 41 . ( still image ) in the all - pixel mode , it is possible to obtain a 
When the area driving mode imaging processing is higher - resolution imaged image than that in the imaging in 

started , at step S181 , the readout control unit 122 sets the the area driving mode . Furthermore , since the subject depth 
area 312 from which the detection signals are read out ( also 60 may be made shallower than that in a case of the area driving 
referred to as a readout area ) from each area 312 in the pixel mode , more accurate focal distance control may be per 
region 311 of the imaging element 121 . formed . 

At step S182 , the imaging element 121 images the sub- By selectively using the all - pixel mode and the area 
ject . At step S183 , the readout control unit 122 reads out the driving mode depending on the application in this manner , 
detection signal obtained by the processing at step S182 65 it is possible to obtain the captured image of more appro 
from each pixel 121a in the readout area set at step S181 and priate image quality while suppressing the reduction in the 
generates the detection image by using the same . resolution and image quality of the imaged image ( still 
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image ) and suppressing the increase in load . That is , it is imaging the still image . For example , the imaging of the 
possible to perform the imaging suitable for more various moving image may be performed in the area driving mode 
applications . with a relatively small load , and the imaging of the still 

< Imaging Processing Flow > image may be performed in the all - pixel mode in which a 
An example of a flow of the imaging processing in a case 5 higher - quality image may be obtained . By doing so , as is the 

where such imaging is performed is described with reference case with the captured image and the imaged image 
to a flowchart in FIG . 42 . described above , it is possible to more appropriately control 

In this case , when the imaging processing is started , the the image quality and load depending on whether the 
control unit 101 sets the operation mode to the area driving obtained image is the moving image or the still image . 
mode at step S201 . < Area Selection > 

At step S202 , an input unit 111 starts receiving an For example , a plurality of areas 312 available in the area 
instruction of still image imaging . driving mode may be provided in the pixel region 311 and 

At step S203 , processing units such as the imaging any one of them may be selected to be used . 
element 121 , the readout control unit 122 , the restoration For example , in a case where a plurality of areas 312 is set 
matrix setting unit 123 , the restoration unit 124 , the output 15 as in the pixel region 311 in FIG . 23 , any of the areas 312 
unit 112 and the like execute the area driving mode imaging may be selected in the area driving mode . That is , in that 
processing , image the subject in the area driving mode to case , the readout control unit 122 selects the area 312 to be 
generate the captured image , and display the generated used from a plurality of candidates , and reads out the 
captured image on the monitor . This area driving mode detection signals from the pixels 121a in the selected area 
imaging processing is executed in a flow basically similar to 20 312 . 
that in a case described with reference to the flowchart in The basis for selection of this area 312 ( criterion by which 
FIG . 41. Therefore , the description is omitted . it is selected ) is arbitrary . For example , in a case where there 
At step S204 , the input unit 111 determines whether the is a defective pixel from which the detection signal cannot 

instruction of still image imaging is received or not . In a case be read out normally in the area 312 ( for example , there is 
where it is determined that the instruction of still image 25 a predetermined number or more of defective pixels ) , the 
imaging is not received , the procedure returns to step S203 . readout control unit 122 may switch to another area 312 
That is , the area driving mode imaging processing is repeat- ( another area 312 may be selected ) . The defective pixel may 
edly executed until the instruction of still image imaging is be detected , for example , on the basis of ( the output pixel 
received . That is , the captured image is generated as the value of ) the obtained detection image . 
moving image and displayed on the monitor . By doing so , it is possible to suppress a reduction in image 

Then , at step S204 , in a case where it is determined that quality of the restored image due to aging , manufacturing 
the instruction of still image imaging is received , for failure and the like . 
example , by pressing of an imaging button ( shutter button ) Furthermore , for example , it is possible that a plurality of 
by a user and the like , the procedure shifts to step S205 . areas 312 having different characteristics is provided in the 

At step S205 , the control unit 101 sets the operation mode 35 pixel region 311 and the readout control unit 122 selects the 
to the all - pixel mode ( switches from the area driving mode area 312 having a desired characteristic out of the areas 312 . 
to the all - pixel mode ) . For example , a plurality of areas 312 with different incident 

At step S206 , processing units such as the imaging angle directivities of the entire pixel output unit group in the 
element 121 , the readout control unit 122 , the restoration area 312 may be provided , and the readout control unit 122 
matrix setting unit 123 , the restoration unit 124 , the asso- 40 may select the area 312 with a desired incident angle 
ciation unit 125 , the output unit 112 and the like execute the directivity from the areas 312 according to the application 
all - pixel mode imaging processing , image the subject in the and the like . 
all - pixel mode to generate the output data , and output the For example , as illustrated in FIG . 43 , it is possible to 
output data . This all - pixel mode imaging processing is provide a plurality of areas 312 with different sizes of the 
executed in a flow basically similar to that in a case 45 field of view of the entire pixel output unit group included 
described with reference to the flowchart in FIG . 34. There- therein in the pixel region 311. In a case of FIG . 43 , in the 
fore , the description is omitted . pixel region 311 , an area 312-11 having a relatively wide 

That is , the output data obtained in this imaging is output field of view of the entire pixel output unit group of the area 
as data corresponding to the imaged image ( still image ) . 312 ( with wide field of view ) and an area 312-12 having a 

At step S207 , the control unit 101 determines whether to 50 relatively narrow field of view of the entire pixel output unit 
finish the imaging processing or not . In a case where it is group of the area 312 ( with narrow field of view ) are 
determined not to finish the imaging processing , the proce- provided . The readout control unit 122 selects any one of 
dure returns to step S201 and the subsequent processing is them according to the size of the field of view required for 
performed . That is , each processing at steps S201 to $ 207 is the restored image . For example , in a case where it is desired 
repeatedly executed until the imaging processing is finished . 55 to obtain the restored image with wide field of view , the 

Then , in a case where it is determined at step S207 that the readout control unit 122 selects the area 312-11 . Further 
imaging processing is finished , the imaging processing is more , for example , in a case where it is desired to obtain the 
finished . restored image with narrow field of view , the readout control 
By performing the imaging using the all - pixel mode and unit 122 selects the area 312-12 . 

the area driving mode as described above , the imaging 60 Furthermore , for example , it is possible to provide a 
suitable for more various applications may be performed . plurality of areas 312 with different directions of the field of 

Note that , in the above description , the all - pixel mode and view of the entire pixel output unit group included therein in 
the area driving mode are described to be selectively used the pixel region 311 . 
for capturing the captured image and for obtaining the Note that , parameters compared between a plurality of 
imaged image ; however , the selective use of both the modes 65 areas 312 in this manner are arbitrary , and may be other than 
is not limited to this example . For example , both the modes the incident angle directivity ( field of view ) . For example , 
may be selectively used for imaging the moving image and this may be the size and shape of the area 312 , and the 
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number , size , shape , layout and the like of the included When the processing at step S225 is finished , the proce 
pixels 121a . Furthermore , the number of parameters com- dure shifts to step S227 . Furthermore , in a case where the 
pared between a plurality of areas 312 is arbitrary , this may selected operation mode is determined not to be the thinning 
be singular or plural . mode ( determined to be the area driving mode ) at step S224 , 
By doing so , it is possible to obtain the restored image 5 the procedure shifts to step S226 . 

having appropriate characteristics according to more various At step S226 , the imaging device 100 executes the area 
applications and the like . driving mode imaging processing and performs the imaging 

Note that , the number of areas 312 to be selected may be in the area driving mode . This area driving mode imaging 
variable . processing is executed in a flow similar to that in a case 

< Plural Area Selection > 10 described with reference to the flowchart in FIG . 41. There 
For example , the readout control unit 122 may select a fore , the description is omitted . 

plurality of areas 312 and read out the detection image from At step S227 , the control unit 101 determines whether to 
each area 312. That is , the signal may be read out from each finish the imaging processing or not . In a case where it is 
pixel 121a ( pixel output unit ) of a plurality of areas 312 , and determined that the imaging processing is not finished , the 
a signal processing unit associated with each of the plurality 15 procedure returns to step S221 . That is , at step S227 , each of areas may process the signal read out from each pixel processing at steps S221 to S227 is repeatedly executed until output unit of the area 312 corresponding to the same . it is determined that the imaging processing is finished . For example , it is possible to simultaneously select the In a case where it is determined at step S227 that the area 312 provided on the left side of the pixel region 311 and imaging processing is finished , the imaging processing is the area 312 provided on the right side of the pixel region 20 finished . 311 , and read out the detection images from both the areas 
312. By doing so , the restored images obtained from the < Mode Selection According to Application Etc. > 
respective detection images may be used as images for By performing the imaging processing in this manner , it 
stereoscopic viewing mutually having parallax . Further is possible to switch between the thinning mode and the area 
more , for example , depth information and the like may be driving mode . The basis for this switching ( mode selection ) 
obtained by using the parallax between both the restored 25 is arbitrary . 
images ( the areas 312 ) . For example , it is possible to switch between the thinning 

mode and the area driving mode according to the application 
3. Third Embodiment and the like . For example , the readout control unit 122 may 

select a more appropriate one of the thinning mode and the 
Switching of Low - Resolution Operation Mode > 30 area driving mode in order to give a desired characteristic to 
The thinning mode and the area driving mode are the restored image to be generated ( that is , for creating a 

described above . These operation modes are operation picture ) 
modes of a lower resolution than that of the all - pixel mode . For example , in a case where a subject depth of the 
The imaging device 100 may have both the thinning mode restored image is made relatively shallow , the readout con 
and the area driving mode as such low - resolution operation 35 trol unit 122 may select the thinning mode . Furthermore , in mode . That is , the imaging device 100 may include the a case where the subject depth of the restored image is made all - pixel mode , the thinning mode , and the area driving relatively deep , the readout control unit 122 may select the mode as the operation modes . < Imaging Processing Flow > area driving mode . 
An example of a flow of the imaging processing in this By doing so , the imaging device 100 may generate the 

case is described with reference to a flowchart in FIG . 44. 40 restored images with more various characteristics . 
When the imaging processing is started , the control unit 101 < Mode Selection According to Subject Distance > 
selects the operation mode ( all - pixel mode , thinning mode , Furthermore , for example , it is possible to switch between 
or area driving mode ) at step S221 . At step S222 , the control the thinning mode and the area driving mode according to a 
unit 101 determines whether the operation mode selected at distance to the subject ( also referred to as a subject distance ) . 
step S221 is the all - pixel mode or not . In a case where the 45 For example , as described with reference to FIG . 39 , a 
mode is determined to be the all - pixel mode , the procedure pixel distribution range is narrower in a case of the area 
shifts to step S223 . driving mode ( double arrow 382 ) than in a case of the 
At step S223 , the imaging device 100 executes the all- thinning mode ( double arrow 381 ) . Therefore , incident light 

pixel mode imaging processing and performs the imaging in is closer to parallel light in a case of the area driving mode 
the all - pixel mode . This all - pixel mode imaging processing 50 than in a case of the thinning mode . That is , the subject depth 
is executed in a flow similar to that in a case described with may be made deeper in a case of the area driving mode than 
reference to the flowchart in FIG . 34. Therefore , the descrip- in a case of the thinning mode . Therefore , in the restored 
tion is omitted . image , it is possible that the subject at a distance shorter than 
When the processing at step S223 is finished , the proce- the subject distance ( double - dotted arrow 388 ) is appeared 

dure shifts to step S227 . Furthermore , in a case where the 55 to be focused in a case of the area driving mode than in a selected operation mode is determined not be the all - pixel 
mode at step S222 ( determined to be the thinning mode or case of the thinning mode . 
the area driving mode ) , the procedure shifts to step S224 . Therefore , the readout control unit 122 may select the area 
At step S224 , the control unit 101 determines whether the driving mode in a case where the subject distance is shorter 

operation mode selected at step S221 is the thinning mode than a predetermined threshold , and select the thinning 
or not . In a case where the mode is determined to be the 60 mode in a case where the subject distance is longer than the 

threshold . thinning mode , the procedure shifts to step S225 . 
At step S225 , the imaging device 100 executes the thin- By doing so , it is possible to focus on the subject in a 

ning mode imaging processing and performs the imaging in wider range of the subject distance . 
the thinning mode . This thinning mode imaging processing < Control of Pixel Density > 
is executed in a flow similar to that a case described with 65 Moreover , it is possible to perform both of mode selection 
reference to the flowchart in FIG . 35. Therefore , the descrip- between the thinning mode and the area driving mode and 
tion is omitted . selection of the area 312 described in the second embodi 
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