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57 ABSTRACT 
An object detection system and a state transition detec 
tion system capable of realizing the improved robust 
ness, general applicability, and customizability. In the 
system, features for the target image are calculated, 
where the features including at least one of a quantity 
expressing a difference of contributions by principal 
axis components and secondary axis components in a 
distribution of brightness of corresponding points in 
each target area on the target image and the reference 
image, and a quantity expressing a difference between a 
direction of a principal axis with respect to a vector (1, 
1) direction in the distribution of brightness of corre 
sponding points in each target area on the target image 
and the reference image; and the calculated features for 
the target image is classified into a first class corre 
sponding to a presence of the target object and a second 
class corresponding to an absence of the target by using 
a classifier, according to which a detection result indi 
cating the presence or absence of the target object is 
outputted. 

24 Claims, 10 Drawing Sheets 
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METHOD AND APPARATUS FOR DETECTION 
OF TARGET OBJECT WITH IMPROVED 

ROBUSTNESS 

BACKGROUND OF THE INVENTION 
1. Field of the Invention 
The present invention relates to a method and an 

apparatus for detecting a presence of an object belong 
ing to a prescribed category, in a region defined over 
the background. 

2. Description of the Background Art 
Various types of a service using the image data as the 

inputs are becoming available as a result of the recent 
advances in the fields of computer and the communica 
tion. 
Among such a service, the object detection method 

for detecting a presence of an object in a prescribed 
region on a basis of an image of the region is the core 
technique in the following practical applications. 

(1) A remote administration support system in which 
an open space in the parking area or a hall such as a 
concert hall is detected for the purpose of guiding the 
Customers. 

(2) An automatic monitoring system for detecting the 
occurrence of an abnormality such as an intruding per 
son or object. 

(3) An automatic counting system for counting a 
number of vehicles, persons, or traffic flows. 
Now, as a conventional method for detecting an ob 

ject in a prescribed region on a basis of an image of the 
region taken from a fixed camera position, the following 
two methods have been known. 

(1) A method in which the presence of the object is 
estimated by calculating features such as an edge feature 
or an edge direction obtained from a brightness of the 
region, or a shape of the object estimated from such 
features, and then comparing the similar features ob 
tained in advance for the object to be detected. 

(2) A method utilizing a mean brightness of the re 
gion, a mean brightness of the partitioned regions, or 
frequency distribution of direction codes in a differen 
tial image. 

However, these conventional methods are associated 
with the following problems. 

Namely, in the method (1), it is necessary to have a 
model for the object to be detected in advance. Here, in 
a case the object to be detected has a specific invariable 
shape it is possible to devise such a model, but in a case 
the object to be detected is defined only in terms of a 
category it belongs to such as a human being or a car, it 
is difficult to devise a general model applicable to all the 
objects belonging to the particular category. 

In addition, in this method (1), it is further necessary 
to have the quantities that can be used in characterizing 
the object to be detected. For example, the difference 
values and the correlation coefficients have been used as 
such quantities for characterizing the object to be de 
tected conventionally. However, when these quantities 
are used to characterize the object to be detected, a 
satisfactory detection result could not have been ob 
tained under the adverse condition such as a case of 
detecting a black object in a dark environment or a case 
of detecting a white object in a bright environment. 
On the other hand, the method (2) has been associated 

with the problems that there is a tendency for the detec 
tion result to be affected by the irregular pattern on the 
background image, the variation of the overall environ 
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2 
mental brightness, and the local variation of the bright 

SS 

Generally speaking, the conventional object detec 
tion method has been dissatisfactory in the following 
three points. 

(1) A lack of robustness with respect to the environ 
mental variations. The conventional method has been 
capable of operating properly only at the specific envi 
ronmental condition for which it is designed to work, so 
that the detection result could be severely affected by 
the environmental variations. 

(2) A lack of general applicability. The conventional 
method has been capable of operating only with respect 
to the specific object to be detected for which it is de 
signed to work, so that the same method was not readily 
applicable to the detection of other objects. 

(3) A lack of customizability. The conventional 
method has been designed for a specific setting alone, 
and could not have been adapted to particularities of the 
other circumstances in which the method may be oper 
ated. 

Furthermore, as a conventional method for detecting 
a state transition in a prescribed region on a basis of an 
image of the region taken by a fixed camera, there has 
been a method in which the state transition is detected 
on a basis of the difference of two sequential images. 

However, in this method for detection a state transi 
tion, a time interval between the two sequential images 
for which the difference is to be taken must be quite 
short in order to detect the state transition accurately. 
Moreover, in this method for detecting a state transi 

tion, it has been difficult to detect a presence of a partic 
ular target object along with the state transition. 

SUMMARY OF THE INVENTION 

It is therefore an object of the present invention to 
provide a method and an apparatus for object detection 
capable of realizing the improved robustness, general 
applicability, and customizability. 

It is another object of the present invention to pro 
vide a method and an apparatus for state transition 
detection capable of realizing the improved robustness, 
general applicability, and customizability, which is also 
capable of detecting a presence of a particular target 
object along with the state transition at a high reliabil 
ity. 
According to one aspect of the present invention 

there is provided an object detection apparatus for de 
tecting a presence of a target object in prescribed target 
areas on a target image taken from a fixed camera posi 
tion, comprising: feature calculation means for calculat 
ing features for the target image, the features including 
at least one of a quantity expressing a difference of 
contributions by principal axis components and second 
ary axis components in a distribution of brightness of 
corresponding points in each target area on the target 
image and a reference image, and a quantity expressing 
a difference between a direction of a principal axis with 
respect to a vector (1, 1) direction in the distribution of 
brightness of corresponding points in each target area 
on the target image and the reference image, where the 
reference image is an image taken from said fixed cam 
era position in which the target object is known to be 
absent; classifier means for classifying the features into a 
first class corresponding to a presence of the target 
object and a second class corresponding to an absence 
of the target by using a classifier; and output means for 
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outputting a detection result indicating the presence of 
the target object in the prescribed target areas on the 
target image when the features for the target image are 
classified into the first class, and the absence of the 
target object in the prescribed target areas on the target 
image when the features for the target image are classi 
fied into the second class. 
According to another aspect of the present invention 

there is provided a method for detecting a presence of a 
target object in prescribed target areas on a target image 
taken from a fixed camera position, comprising the steps 
of taking a reference image in which the target object 
is known to be absent from said fixed camera position; 
taking the target image from said fixed camera position; 
calculating features for the target image, the features 
including at least one of a quantity expressing a differ 
ence of contributions by principal axis components and 
secondary axis components in a distribution of bright 
ness of corresponding points in each target area on the 
target image and the reference image, and a quantity 
expressing a difference between a direction of a princi 
pal axis with respect to a vector (1, 1) direction in the 
distribution of brightness of corresponding points in 
each target area on the target image and the reference 
image; classifying the features into a first class corre 
sponding to a presence of the target object and a second 
class corresponding to an absence of the target by using 
a classifier; and outputting a detection result indicating 
the presence of the target object in the prescribed target 
areas on the target image when the features for the 
target image are classified into the first class, and the 
absence of the target object in the prescribed target 
areas on the target image when the features for the 
target image are classified into the second class. 
Other features and advantages of the present inven 

tion will become apparent from the following descrip 
tion taken in conjunction with the accompanying draw 
1ngS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a first embodiment of an 
object detection system according to the present inven 
tion. 
FIGS. 2A to 2D are illustrations of possible partition 

ing patterns to be used at an area partition unit of the 
object detection system of FIG. 1. 
FIG. 3 is a plot of a distribution of brightness of cor 

responding points on a normalized reference image and 
a normalized target image, for illustrating meanings of 
the normalized principal component features to be used 
at a feature calculation unit of the object detection sys 
tem of FIG. I. 
FIGS. 4A to 4H are plots of a distribution of bright 

ness of corresponding points on a normalized reference 
image and a normalized target image, for various exem 
plary cases. 
FIG. 5 is a flow chart for a calculational process to be 

carried out by a normalization unit, an area partition 
unit, and a feature calculation unit in the object detec 
tion system of FIG. 1. 
FIG. 6 is a flow chart for an overall operation of the 

object detection system of FIG. 1. 
FIG. 7 is an illustration of parking spaces in a parking 

lot in which the presence of cars has been detected by 
the object detection system of FIG. 1 in a practical 
example of the application of the present invention. 

FIG. 8 is an illustration of a reference image in the 
practical example of FIG. 7. 
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4. 
FIG. 9 is an illustration of a normalized target image 

in the practical example of FIG. 7. 
FIG. 10 is an illustration of a classification result 

obtained by the object detection system of FIG. 1 in the 
practical example of FIG. 7. 
FIG. 11 is a block diagram of a second embodiment 

of an object detection system according to the present 
invention. w 

FIG. 12A is a graph of the recognition rate as a func 
tion of a time of a day, obtained by the experiments 
using the systems of FIG. 1 and FIG. 11, as well as the 
conventional systems. 
FIG. 12B is a graph of the mean brightness as a func 

tion of a time of a day under which the experimental 
results of FIG. 12A have been obtained. 

DETALED DESCRIPTION OF THE 
PREFERRED EMBOOMENTS 

Referring now to FIG. 1, a first embodiment of an 
object detection system according to the present inven 
tion will be described in detail. 

In this first embodiment, the object detection system 
comprises: an image input unit 1 for inputting images to 
be processed in the system; a training image memory 2 
for storing training images inputted from the image 
input unit 1; a reference image memory 3 for storing a 
reference image inputted from the image input unit 1; a 
target image memory inputted from the image input 
unit 1; a target image memory 4 for storing target in 
ages inputted from the image input unit 1; a target area 
data memory 5 for storing a target area data indicating 
target areas in which a target object is to be detected by 
the system; a normalization unit 6 for normalizing the 
brightness in the images stored in the image memories 2, 
3 and 4 to obtain the normalized images; a training 
object presence data input unit 7 for inputting object 
presence data indicating the already known presence or 
absence of the target object within the target areas in 
the training images; an object presence data memory 8 
for storing the inputted object presence data as teacher 
data for a training process; an area partition unit 9 for 
dividing each of the target areas in the normalized im 
ages into partitions; a feature calculation unit 10 for 
calculating features from the brightness in each of the 
partitions; a feature vector memory 11 for storing a 
feature vector by arranging the features calculated by 
the feature calculation unit 10 in a predetermined order 
assigned to the partitions; a classifier construction unit 
12 for constructing a classifier for classifying the pres 
ence and the absence of the target object in the target 
areas by using the object presence data stored in the 
object presence data memory 8 and the feature vector in 
the feature vector memory 11 obtained from the train 
ing images and the reference image; a classifier unit 13 
for applying the constructed classifier to the feature 
vectors obtained from the reference image and target 
images in order to obtain a classification result indicat 
ing the presence or absence of the target object in the 
target areas; and a result output unit 14 for outputting 
the obtained classification result as the detection result 
obtained by the system. 

In this object detection system, three types of images 
including the training image, reference image, and tar 
get image are used. The target image is an actual image 
taken from a fixed camera position in which the pres 
ence or absence of the target object is to be determined 
by the system. The reference image is a purely back 
ground image taken from the same fixed camera posi 
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tion from which the target image is to be taken, in 
which it is known that there is no target object pres 
ence. The training image is an image to be used in a 
training process, which is taken from the same camera 
position from which the target image is to be taken, in 
which the presence or absence of the target object is 
already known. 
On each of these training images, reference image, 

and target images, the normalization of the brightness is 
carried out at the normalization unit 6 such that the 
mean and variance of the brightness within the target 
areas become uniform in the resulting normalized im 
ages. 
More specifically, this normalization is carried out as 

follows. 
Namely, by expressing a position on an image by a 

vector x, a set of position vectors for pixels in the i-th 
area on the image by Ali, a number of pixels contained 
within the i-th area on the image by an integer Ni, and 
brightness of the reference image, training image, and 
target image by go(x), g1(x) and g2(x), respectively, the 
brightness value N(gk (x)) of the pixel at the position x 
belonging to Ai in the normalized image can be given 
by: 

- lik (1) 
o 

(x e A) 

where u and or are the mean and variance of the i-th 
area on the image before the normalization, respec 
tively, which are defined as: 

* - - - (2) 
xeAli 

and 

k--- - k2 (3) or = Ni x, (gk(x) uf) 

where Ni is a number of pixels in the i-th area. 
Here, it is to be noted that the mean pik and the vari 

ance of of the brightness in each area of the normalized 
image take the definite values of 0 and 1, respectively, as 
follows. 

(4) 
i: = , , Ng () = 0 

and 

ok=1 (5) 

where 

(6) 
k = 0, 1, 2 
i = 1, -, NA 

where NA is a number of target areas on the image under 
the consideration. 

Next, on each of the normalized images obtained by 
the normalization unit 6, the partitioning of each of the 
target areas in the normalized images into the partitions 
is carried out at the area partition unit 9. 

5 

O 

15 

20 

25 

30 

35 

45 

50 

55 

6 
Here, the partitioning can be carried out in any one of 

various possible manners including the examples for a 
case of a rectangular region shown in FIGS. 2A to 2D. 

In an example of FIG. 2A, the partitions are obtained 
by dividing each of the horizontal sides of a rectangle 
into Lt equivalent sections and each of the vertical sides 
of a rectangle into M1 equivalent sections, and joining 
the mutually facing dividing points by a line segment, 
such that a number of partitions Nin this case is given 
by: 

N=LXM (7) 

In an example of FIG. 2B, the partitions are obtained 
by dividing a rectangle by diagonal lines, dividing each 
line segment between an intersection P of the diagonal 
lines and each corner of a rectangle into L2 section in 
which the i-th section li has a length given by: 

(8) 
li = Nova X it2 

where llz is a length of a line segment between the 
intersection P of the diagonal lines and each corner of a 
rectangle, and the length of the i-th section l is defined 
to make the area of each partition approximately equal 
to that of the other partition, and then joining the mutu 
ally facing dividing points by a line segment, such that 
a number of partitions Np in this case is given by: 

N=4XL2 (9) 

In an example of FIG. 2C, the partitions are obtained 
by dividing each of the horizontal sides of a rectangle 
into L3 equivalent sections and each of the vertical sides 
of a rectangle into M3 equivalent sections, and joining 
each dividing point and an intersection P of the diago 
nal lines by a line segment, such that a number of parti 
tions NP in this case is given by: 

N=L3XM3 (10) 

In an example of FIG. 2D, the partitions are obtained 
by dividing each of the horizontal sides of a rectangle 
into two equivalent sections and each of the vertical 
sides of a rectangle into M4 equivalent sections, and 
joining the mutually facing dividing points by a line 
segment, such that a number of partitions Nin this case 
is given by: 

N=2XM4 (11) 

Next, for each of the partitions in the normalized 
images, the prescribed types of features are calculated 
by the feature calculation unit, 10, and the calculated 
features are arranged in a predetermined order assigned 
to the partitions in order to yield the feature vector at 
the feature vector memory 11. 
More specifically, the features to be used in this em 

bodiment are given as follows. w 
Namely, by expressing a set of position vectors for 

pixels in the j-th partition of the i-th area on the image 
by Rii, a number of pixels contained within the j-th 
partition of the i-th area on the image by an integer Ni 

65 j, where is 1, 2, ..., NA, andji=1,2,...,NR, the mean 
and variance of the brightness in the j-th partition of the 
i-th area on the image before the normalization can be 
given by: 
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(12) p5 = g(x) (k=0,1,2) xe Rij 

and 

!--- (13) 
oi = Nij x 

(k, l = 0, 1, 2) 

respectively, while the mean and variance of the bright 
ness in the j-th partition of the i-th area on the normal 
ized image can be given by: 

is = , Note) (k=0,1,2) (14) 
and 

(15) 

a;= Ni i {(N(gk(x) - i)x (N(g(x) - ap) 

(k, l = 0, 1, 2) 

respectively. 
Then, the features called the normalized principal 

component features are defined by the present inventors 
as at least one of a quantity expressing a difference of 
contributions by the principal axis components and the 
secondary axis components in the distribution of the 
brightness of corresponding points in each target area 
on the normalized reference image and the normalized 
target image, and a quantity expressing a difference 
between a direction of the principal axis with respect to 
a vector (1, 1) direction in the distribution of the bright 
ness of corresponding points in each target area on the 
normalized reference image and the normalized target 
image. 
For example, the normalized principal component 

features can be given by: 

e. (16) 
B: , p r k (k = 1, 2) 
I 

and 

(17) 

l * k 
-- N. when p 7- 0 

i - p? 

\ i? when 69* = 0 
(k = 1, 2) 

where 

ai Pk=dip0+ di?k *(K=1,2) (18) 

Bok-(300-6**)2+4(a): (k= 1.2 (19) 

yi Pk=dip k(k=1,2) (20) 

These normalized principal component features d 
and I of the equations (16) and (17) can be re-expressed 
by considering the distribution of points (x, y), where 
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8 
j=1,..., Ni) in two-dimensional space shown in FIG. 
3, where X axis represents a brightness value in the j-th 
partition of the i-th area on the normalized target image, 
and Y axis represents a brightness value in the j-th parti 
tion of the i-th area on the normalized reference image. 
In FIG. 3, vectors u and vector v represent the direc 
tions of the principal axis and the secondary axis when 
the principal component analysis is applied to this distri 
bution. 
Now, when the angle between the direction of the 

principal axis represented by the vector u and the direc 
tion of the (1,1) vector represented by a line Y =X is 
denoted by 6, and the eigenvalues corresponding to the 
vectors u and v are denoted by A and A, the normalized 
principal component features d and of the equations 
(16) and (17) can be re-expressed as follows: 

,--- (k = 1, 2) (21) 
y - * +g - 

and 

wi = cos 0 (k = 1, 2) (22) 
Here, the featured defined by the equation (21) evalu 
ates the distribution linearity, so that db = 0 when the 
distribution is isotropic and d = 1 when the distribution 
lies on a line, while the feature defined by the equa 
tion (22) evaluates the distribution direction, so that 
V=0 when the direction of the principal axis of the 
distribution is (l, - 1) and = 1 when the direction of 
the principal axis of the distribution is (1, 1). If the nor 
malized target image and the normalized reference 
image are identical, all the points lie on the line Y=X, 
so that both of these normalized principal component 
features becomes equal to 1, i.e., db = y = 1. 
Now, with references to FIGS. 4A to 4-H, it will be 

discussed that the normalized principal component fea 
tures d and 1 defined above are advantageous with 
respect to the conventionally utilized features such as 
Pearson correlation coefficient for the distribution of 
the brightness of corresponding points in each target 
area on the normalized reference image and the normal 
ized target image, which are defined by the following 
equation (23). 

(23) 
O when o o: = 0 

k k 

(aga') (ofos)! 
re 

otherwise 

(k = 1, 2) 

Namely, each of FIGS. 4A to 4H shows the two-di 
mensional space similar to that shown in FIG. 3, where 
X axis represents a brightness value in the j-th partition 
of the i-th area on the normalized target image, and Y 
axis represents a brightness value in the j-th partition of 
the i-th area on the normalized reference image, and in 
which the bold arrow indicates the direction of the 
principal axis of the distribution, and the squared values 
for the normalized principal component features d and 
V of the equations (21) and (22) and the value for the 
Pearson correlation coefficient r of the equation (23) are 
indicated along with the figures. 
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As can be seen from FIGS. 4A to 4-H, the normalized 
principal component features d2 and 2 take the values 
different from the Pearson correlation coefficient r. 
This difference of the values taken by the normalized 
principal component features and the Pearson correla 
tion coefficient has the following significance in the 
object detection. 
For example, when a relatively uniform target object 

is present on an irregular background, the distribution 
becomes as shown in FIG. 4B, for which rac0, d2st 1, 
and d2=0.5. If there is no object, rat 1, d2st 1, and 
V2s. 1 as shown in FIG. 4A, so that FIG. 4B is correctly 
indicating the presence of the target object for both the 
normalized principal component features and the 
Pearson correlation coefficient. 
However, when the principal axis of the distribution 

is slightly inclined by the influence of noises as shown in 
FIG. 4D or FIG. 4E, for which rat-1, d2st 1, and 

at 0.5, so that the values of the normalized principal 
component features d and are stable with respect to 
the slight variations and capable of detecting the pres 
ence of the target object correctly, whereas the value of 
the Pearson correlation coefficient is so severely af. 
fected by the slight variations that the presence of the 
target object cannot be detected correctly in the pres 
ence of the slight variations. 

It is to be noted that the features of the forms other 
than those expressed in the equations (16) and (17), or 
(21) and (22) may be used similarly, instead of the nor 
malized principal component features defined above. 
For example, the following quantities can be used as 

a quantity expressing a difference of contributions by 
the principal axis components and the secondary axis 
components in the distribution of the brightness of cor 
responding points in each target area on the normalized 
reference image and the normalized target image, in 
stead of d defined by the equation (16) or (21). 

5 
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()1 - - (24) 
(2) xx (25) . 

(3) + - (26) 

():- (27) 
In addition, any linear sum or a product forms ob 

tained from quantities defined in the equations (21) and 
(24) to (27) may also be used. 
Moreover, more than one of these possible quantities 

may also be used simultaneously. 
Similarly, the following quantities can be used as a 

quantity expressing a difference between a direction of 
the principal axis with respect to a vector (1, 1) direc 
tion in the distribution of the brightness of correspond 
ing points in each target area on the normalized refer 
ence image and the normalized target image, instead of 
V defined by the equation (17) or (22). 

(1) 8 (28) 

(2) cos h6 (29) 

50 

55 
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65 
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(30) (3) 8 arctan 6 

In addition, any linear sum or a product forms ob 
tained from quantities defined in the equations (22) and 
(28) to (30) may also be used. 
Moreover, more than one of these possible quantities 

may also be used simultaneously. 
It is to be noted that any one or any combinations of 

these quantities enumerated above can be used as the 
features in the present invention. 

Thus, the calculational steps involved in the opera 
tions at the normalization unit 6, area partition unit 9 
and feature calculation unit 10 can be summarized as a 
flow chart shown in FIG. 5. 
Namely, in the normalization process 100 at the nor 

malization unit 6, the brightness g(x), k=0, 1, 2 is ob 
tained for each image at the step 101, then uik is calcu 
lated according to the equation (2) at the step 102, then 
oil is calculated according to the equation (3) at the 
step 103, and then N(gk(x)) is calculated according to 
the equation (4) at the step 104. 

Next, the positions x belonging to each Rii, i=1,... 
, NA andji=1,..., Ni, are determined as the target area 
is partitioned in the partitioning process by the area 
partition unit 9 at the step 200. 

Next, in the feature calculation process 300 at the 
feature calculation unit 10, iik is calculated according 
to the equation (14) at the step 301, and oil is calcu 
lated according to the equation (15) at the step 302. 
Then, afok is calculated according to the equation (18) 
at the step 303, (30k is calculated according to the equa 
tion (19) at the step 304, and yok is calculated according 
to the equation (20) at the step 305. Then, d is calcu 
lated according to the equation (21) at the step 306, and 

is calculated according to the equation (22) at the step 
307, and finally the calculated normalized principal 
component features d and are outputted at the step 
308. 
Now, in this object detection system, before the ac 

tual target images are to be processed in order to deter 
mine the presence or absence of the target object in the 
prescribed target areas at the classifier unit 13, the clas 
sifier to be used at the classifier unit 13 must be con 
structed at the classifier construction unit 12 by the 
training process as follows. 
Namely, in the training process, first the object pres 

ence data indicating the already known presence or 
absence of the target object in the target areas in the 
training images stored in the training image memory 2 
are inputted at the object presence data input unit 7 and 
stored in the object presence data memory 8, in order to 
be used as teacher data in the training process. 
Then, on a basis of the object presence data stored in 

the object presence data memory 8 and the feature 
vector in the feature vector memory 11 obtained from 
the training image and the reference image in a manner 
described in detail above, the classifier construction unit 
12 constructs the classifier to be used in the classifier 
unit 13 by applying a training algorithm usually used in 
a pattern recognition such as the Fisher's linear discrim 
ination method, k-nearest neighbor method, stratified 
linear discrimination method, and neural network 
method, on the object presence data and the feature 
Vector. 

Here, the classifier is constructed by determining a 
manner of distinguishing the cases in which the target 
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object is present from the cases in which the target 
object is absent in terms of the features. Namely, in an 
m-th dimensional feature vector space defined in terms 
of m features, a border between a region for the cases in 
which the target object is present and a region for the 
cases in which the target object is absent is determined 
by using the training sample data obtained from the 
training images, such that when the classifier is actually 
used, the presence or absence of the target object can be 
determined by looking at which one of these regions in 
the m-th dimensional feature vector space does a point 
defined by the values of the features belongs to. 

After the classifier is constructed by this training 
process, the system is ready to carry out the actual 
object detection process for determining the presence 
or absence of the target object in the target areas of the 
actual target images. 
Thus, the entire operation of this object detection 

system is carried out according to the flow chart shown 
in FIG. 6, as follows. 

First, at the step 401, the reference image IR is entered 
from the image input unit 1 to the reference image mem 
ory 3. 
Then, at the step 402, the entered reference image IR 

is normalized at the normalization unit 6. This step 402 
is repeated for each of NR target areas by the means of 
the steps 403 and 404, where NR is a total number of 
target areas in a single image. 
Then, at the step 405, each target area of the normal 

ized reference image IR is partitioned at the area parti 
tion unit 9. This step 405 is repeated for each of m parti 
tions by means of the steps 406 and 407, where m is a 
total number of partitions in each target area. 

Next, at the step 501, the training image IL is entered 
from the image input unit 1 to the training image mem 
ory 2. 
Then, at the step 502, the entered training image IL is 

normalized at the normalization unit 6. This step 502 is 
repeated for each of NR target areas by the means of the 
steps 503 and 504. 
Then, at the step 505, each target area of the normal 

ized training image IL is partitioned at the area partition 
unit 9. This step 505 is repeated for each of m partitions 
by means of the steps 506 and 507. 
These steps 501 to 507 are also repeated for each of 

N(IL) training images by means of the steps 508 and 509, 
where N(IL) is a total number of training images to be 
used. 
Then, at the step 510, the feature vector is calculated 

from the partitioned and normalized reference image IR 
and each partitioned and normalized training image IL 
at the feature calculation unit 10 and the feature vector 
memory 11. This step 510 is repeated for each of NR 
target areas by means of the steps 511 and 512. 
Then, at the step 513, the object presence data are 

generated at the object presence data generation unit 7 
and stored in the object presence data memory 8 ac 
cording to the training images stored in the training 
image memory 2 and the target area data stored in the 
target area data memory 5. 
Then, at the step 514, the classifier is constructed by 

the classifier construction unit 12 by applying the train 
ing process to the object presence data stored in the 
object presence data memory 8 and the feature vector in 
the feature vector memory 11 obtained from the train 
ing images and the reference image, and stored in the 
classifier unit 13. 
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Next, at the step 601, the target image IT is entered 

from the image input unit 1 to the target image memory 
4. 
Then, at the step 602, the entered target image IT is 

normalized at the normalization unit 6. This step 602 is 
repeated for each of NR target areas by the means of the 
steps 603 and 604. 
Then, at the step 605, each target area of the normal 

ized target image Iris partitioned at the area partition 
unit 9. This step 605 is repeated for each of m partitions 
by means of the steps 606 and 607. 

Then, at the step 608, the feature vector is calculated 
from the partitioned and normalized reference image IR 
and each partitioned and normalized target image IT at 
the feature calculation unit 10 and the feature vector 
memory 11. This step 608 is repeated for each of NR 
target areas by means of the steps 609 and 610. 

Finally, at the step 611, the classification process is 
carried out by the classifier unit 13 with respect to the 
feature vector obtained from the reference image and 
target images in the feature vector memory 11, in order 
to obtain a classification result indicating the presence 
or absence of the target object in the target areas of the 
target image, and the obtained classification result is 
outputted by the result output unit 14 as the detection 
result obtained by the system. 
These steps 601 to 611 are also repeated for each of 

N(IT) target images by means of the steps 612 and 613, 
where N(IT) is a total number of target images in which 
the presence or absence of the target object is to be 
determined by the system. 
Now, a practical example for a case of detecting the 

presence of cars in a parking lot using this object detec 
tion system will be described with references to FIG. 7 
to FIG. 0. 

In this example, the presence of cars in the 64 parking 
spaces No. 0 to No. 63 in the parking lot shown in FIG. 
7 is to be detected on a basis of the images taken from a 
fixed camera position. Thus, in this case, the target areas 
are the parking spaces No. 0 to No. 63, and there are 64 
target areas in each image. 
For this example, the reference image appears as 

shown in FIG. 8, in which no car is present in any one 
of the parking spaces No. 0 to No. 63, which is taken 
from the fixed camera position beforehand. 
Then, as the target images are taken from the fixed 

camera position, the target images are processed in the 
system as described in detail above. For example, after 
the normalization by the normalization unit 6, the nor 
malized target image appears as shown in FIG. 9, in 
which the shaded regions indicate the darker sections in 
the target image, while the blank regions indicate the 
brighter sections in the target image. 
As a result of the classification operation at the classi 

fier unit 13, the result shown in FIG. 10 can be obtained 
from the result output unit 14, in which the crossed out 
regions indicate the parking spaces in which the pres 
ence of the car is detected, while the blank regions 
indicate the parking spaces in which the absence of the 
car is detected. 

In this example, the result shown in FIG. 10 is ob 
tained by using the partition pattern shown in FIG. 2C 
at the partitioning process and the feature given by 
d2xW2 at the feature calculation process, along with 
the Fisher's linear discrimination method in the training 
process for training the classifier. 
As described, according to this first embodiment, it is 

possible to provide a method and an apparatus for ob 
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ject detection capable of realizing the improved robust 
ness because of the use of the normalized principal com 
ponent features. In particular, the object detection sys 
tem of this first embodiment possesses the robustness 
with respect to the following. 

(1) The positions of the target areas. 
(2) The irregular patterns on the background. 
(3) The variation of the background state due to the 

environmental conditions such as weather. 
(4) The variations of the brightness of the target ob 

ject and the background due to the seasonal and tem 
poral change of the position of the sun. 

(5) The shadows due to the nearby buildings, clouds, 
and other objects obstructing the sunshine. 

(6) The other objects located nearby the target object 
by which the view of the target object is partially ob 
structed. 

(7) The small object other than the target object 
which is present in the target areas. 
Moreover, the object detection system of this first 

embodiment is applicable to the target objects belong 
ing to any specific category regardless of the exact 
shapes and colors of the target objects to be detected 
because of the use of the normalized principal compo 
nent features which are not dependent on the specific 
characteristics of the target objects to be detected, so 
that it is possible to provide a method and an apparatus 
for object detection capable of realizing the general 
applicability. 

Furthermore, the object detection system of this first 
embodiment is capable of carrying out the statistical 
learning in the training process as described above, so 
that it is possible to provide a method and an apparatus 
for object detection capable of realizing the customiza 
bility. 

Referring now to FIG. 11, a second embodiment of 
an object detection system according to the present 
invention will be described in detail. 

In this second embodiment, the system includes all 
the elements of the object detection system of FIG. 1 
for which the same reference numerals are attached in 
the figure and the detailed description is omitted here. 
In this embodiment, the classifier constructed by the 
classifier construction unit 12 is referred to as the first 
classifier, and further comprises: a training state transi 
tion data input unit 15 for inputting state transition data 
indicating the already known occurrence of the state 
transition within the target areas in the sequential train 
ing images stored in the training image memory 2; a 
state transition data memory 16 for storing the inputted 
state transition data as teacher data for a training pro 
cess; and a second classifier construction unit 17 for 
constructing a second classifier for classifying the oc 
currence and the absence of the state transition in the 
target areas by using the state transition data stored in 
the state transition data memory 16 and the feature 
vector in the feature vector memory 11 obtained from 
the training images and the reference image, where the 
classifier unit 13 stores and utilizes both the first classi 
fier and the second classifier. 

In this system, the second classifier construction unit 
17 carries out the training process similar to that used by 
the classifier construction unit 12, with respect to two 
sequential training images. 

In addition, in this system, the feature vector is also 
calculated for the two sequential target images between 
which the occurrence of the state transition is to be 
detected by the system. 
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Thus, in this object detection system, the presence or 

absence of the target object in each target area on each 
target image is detected by using the first classifier just 
as in the system of FIG. 1 described above, and in addi 
tion, the occurrence or absence of the state transition in 
each target area between two sequential target images is 
also detected by using the second classifier. 
The result to be outputted from the result output unit 

14 is determined according to the following expression: 

(31) 

S(t) 
S(f - 6t) when Jr(I, I-5) = 0 
JR(I, IR) when Jr(It, t-st) = i 

where, S(t) is a function indicating the presence or ab 
sence of the target object at a time t which is to be 
determined by the system, and which is to take a value 
1 in a case the target object is detected, and a value 0 in 
a case the target object is not detected, JR is a function 
indicating the presence or absence of the target object 
at a time t which is determined by using the first classi 
fier and which takes a value 1 when the target object is 
presence or a value 0 when the target object is absent, 
IR is a reference image, It is a target image at the time t, 
I-8 is a target image at a time immediately preceding 
the time t such that it is sequential to the target image It, 
and JT is a function indicating the occurrence or ab 
sence of the state transition at the time t which is deter 
mined by using the second classifier and which takes a 
value 1 when the state transition occurred or a value 0 
when the state transition is absent. 

Thus, the output S(t) outputted from the result output 
unit 14 in this system has the same value as the previous 
time (t-6t) when the state transition is not detected, or 
the value indicated by the function JR when the state 
transition is detected. 
The result concerning the recognition rate as a func 

tion of a time of a day has been obtained in the experi 
ments using the system of FIG. 1, the system of FIG. 11, 
a conventional system using a difference method, and a 
conventional method using a correlation method, as 
shown in FIG. 12A, where these experimental results 
are obtained under the condition in which the mean 
brightness as a function of a time of a day varied as 
shown in FIG. 12B. 

It can be seen from FIG. 12A that the system of FIG. 
1 is capable of achieving much higher recognition rate 
than the conventional methods for the most time of the 
day, and the system of FIG. 11 is capable of achieving 
even higher recognition rate than the system of FIG. 1 
in any time of a day. In particular, the system of FIG. 11 
is capable of achieving the recognition rate significantly 
higher than that achieved by the system of FIG. 1 under 
very bright or dark environmental conditions, 

In the object detection system of this second embodi 
ment, the advantageous effects similar to that of the 
object detection system of FIG. 1, i.e., the robustness, 
general applicability, and customizability, can be 
achieved. 

In addition, this object detection system is capable of 
achieving an even higher recognition rate than the ob 
ject detection system of FIG. 1, especially in adverse 
circumstances such as those under the very bright or 
dark environmental conditions. 
Moreover, this object detection system is capable of 

achieving even higher robustness than the object detec 
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tion system of FIG. 1, with respect to the small object 
other than the target object which is present in the 
target areas. 

Furthermore, in this object detection system, the 
requirement for the shortness of the time interval be 
tween the sequential target images for which the state 
transition is to be detected can be relaxed compared 
with the conventional state transition detection system. 

It is to be noted that many modifications and varia 
tions of the above embodiments may be made without 
departing from the novel and advantageous features of 
the present invention. Accordingly, all such modifica 
tions and variation are intended to be included within 
the scope of the appended claims. 
What is claimed is: 
1. An object detection apparatus for detecting a pres 

ence of a target object in prescribed target areas on a 
target image taken from a fixed camera position, com 
prising: 
camera means, located at said fixed camera position, 

for taking the target image, a reference image in 
which the target object is known to be absent, and 
training images taken in which the target object is 
known to be present; 

feature calculation means for calculating features for 
the target image taken by the camera means, the 
features including at least one of a quantity express 
ing a difference of contributions by principal axis 
components and secondary axis components in a 
distribution of brightness of corresponding points 
in each target area on the target image and the 
reference image, and a quantity expressing a differ 
ence between a direction of a principal axis with 
respect to a vector (1,1) direction in the distribu 
tion of brightness of corresponding points in each 
target area on the target image and the reference 
image; 

training means for training a classifier to classify the 
features calculated by the feature calculation 
means into those corresponding to a presence of 
the target object and those corresponding to an 
absence of the target object, by applying a training 
process using the training images taken by the cam 
era means; 

classifier means for classifying the features calculated 
by the feature calculation means into a first class 
corresponding to a presence of the target object 
and a second class corresponding to an absence of 
the target object by using the classifier trained by 
the training means; and 

output means for outputting a detection result indi 
cating the presence of the target object in the pre 
scribed target areas on the target image taken by 
the camera means when the features for the target 
image calculated by the feature calculation means 
are classified into the first class by the classifier 
means, and the absence of the target object in the 
prescribed target areas on the target image taken 
by the camera means when the features for the 
target image calculated by the feature calculation 
means are classified into the second class by the 
classifier means. 

2. The apparatus of claim 1, further comprising nor 
malization means for normalizing brightness in each of 
the target image and the reference image, and wherein 
the feature calculation means calculates the features by 
using the target image and the reference image normal 
ized by the normalization means. 
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3. The apparatus of claim 2, wherein the normaliza 

tion means normalizes the brightness in each of the 
target image and the reference image such that a mean 
and a variance of the brightness in every target area of 
each of the target image and the reference image be 
come uniform. 

4. The apparatus of claim 1, further comprising parti 
tioning means for dividing each target area on the target 
image and the reference image into a prescribed form of 
partitions, and wherein the feature calculation means 
calculates the features for each of the partitions. 

5. The apparatus of claim 4, wherein the classifier 
means classifies the features in terms of a feature vector 
in which the features calculated by the feature calcula 
tion means for each of the partitions are arranged in a 
prescribed order assigned to the partitions. 

6. The apparatus of claim 1, wherein the training 
means applies one of a Fisher's linear discrimination 
method, a k-nearest neighbor method, a neural network 
method, and a stratified linear discrimination method as 
the training process. 

7. The apparatus of claim 1, wherein in the training 
process, the feature calculation means calculates the 
features for the training images, the features including at 
least one of a quantity expressing a difference of contri 
butions by principal axis components and secondary 
axis components in a distribution of brightness of corre 
sponding points in each target area on each of the train 
ing images and the reference image, and a quantity 
expressing a difference between a direction of a princi 
pal axis with respect to a vector (1, 1) direction in the 
distribution of brightness of corresponding points in 
each target area on each of the training images and the 
reference image, and the training means utilizes the 
features for the training images in training the classifier. 

8. The apparatus of claim 1, wherein the feature cal 
culation means also calculates features for sequential 
target images, the features includes at least one of a 
quantity expressing a difference of contributions by 
principal axis components and secondary axis compo 
nents in a distribution of brightness of corresponding 
points in each target area on the sequential target in 
ages, and a quantity expressing a difference between a 
direction of a principal axis with respect to a vector (1, 
1) direction in the distribution of brightness of corre 
sponding points in each target area on the sequential 
target images; and which further comprises state transi 
tion classifier means for classifying the features for the 
sequential target images into a first class corresponding 
to an occurrence of a state transition between the se 
quential target images and and a second class corre 
sponding to an absence of the state transition by using a 
state transition classifier. 

9. The apparatus of claim 8, wherein the output 
means outputs the detection result indicating the pres 
ence of the target object and the absence of the target 
object according to a classification by the classifier 
means and a classification by the state transition classi 
fier means. 

10. The apparatus of claim 8, further comprising 
training means for training the state transition classifier 
used in the state transition classifier means by applying 
a training process using sequential training images taken 
from said fixed camera position in which the target 
object is known to be present. 

11. The apparatus of claim 10, wherein the training 
means applies one of a Fisher's linear discrimination 
method, a k-nearest neighbor method, a neural network 
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method, and a stratified linear discrimination method as 
the training process. 

12. The apparatus of claim 10, wherein in the training 
process, the feature calculation means calculates the 
features for the sequential training images, the features 
including at least one of a quantity expressing a differ 
ence of contributions by principal axis components and 
secondary axis components in a distribution of bright 
ness of corresponding points in each target area on the 
sequential training images, and a quantity expressing a 
difference between a direction of a principal axis with 
respect to a vector (1,1) direction in the distribution of 
brightness of corresponding points in each target area 
on the sequential training images, and the training 
means utilizes the features for the sequential training 
images in training the state transition classifier. 

13. A method for detecting a presence of a target 
object in prescribed target areas on a target image taken 
from a fixed camera position, comprising the steps of: 

taking a reference image in which the target object is 
known to be absent from said fixed camera posi 
tion; 

taking the target image from said fixed camera posi 
tion; 

calculating features for the target image, the features 
including at least one of a quantity expressing a 
difference of contributions by principal axis com 
ponents and secondary axis components in a distri 
bution of brightness of corresponding points in 
each target area on the target image and the refer 
ence image, and a quantity expressing a difference 
between a direction of a principal axis with respect 
to a vector (1, 1) direction in the distribution of 
brightness of corresponding points in each target 
area on the target image and the reference image; 

taking training images in which the target object is 
known to be present from said fixed camera posi 
tion; 

training a classifier to be used in classifying the fea 
tures into those corresponding to a presence of the 
target object and those corresponding to an ab 
sence of the target object, by applying a training 
process using the training images to the classifier; 

classifying the features into a first class corresponding 
to a presence of the target object and a second class 
corresponding to an absence of the target object by 
using the classifier trained at the training step; and 

outputting a detection result indicating the presence 
of the target object in the prescribed target areas on 
the target image when the features for the target 
image calculated at the calculating step are classi 
fied into the first class at the classifying step, and 
the absence of the target object in the prescribed 
target areas on the target image when the features 
for the target image calculated at the calculating 
step are classified into the second class at the classi 
fying step. 

14. The method of claim 13, further comprising the 
step of normalizing brightness in each of the target 
image and the reference image, and wherein at the cal 
culating step the features are calculated by using the 
target image and the reference image normalized at the 
normalization step. 

15. The method of claim 14, wherein at the normaliz 
ing step the brightness in each of the target image and 
the reference image is normalized such that a mean and 
a variance of the brightness in every target area of each 
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of the target image and the reference image become 
uniform. 

16. The method of claim 13, further comprising the 
step of dividing each target area of the target image and 
the reference image into a prescribed form of partitions, 
and wherein at the calculating step the features are 
calculated for each of the partitions. 

17. The method of claim 16, wherein at the classifying 
step, the features are classified in terms of a feature 
vector in which the features calculated at the calculat 
ing step for each of the partitions are arranged in a 
prescribed order assigned to the partitions. 

18. The method of claim 13, wherein at the training 
step, one of a Fisher's linear discrimination method, a 
k-nearest neighbor method, a neural network method, 
and a stratified linear discrimination method is applied 
to the classifier as the training process. 

19. The method of claim 13, wherein at the training 
step, the features for the training images are calculated 
in the training process, the features including at least 
one of a quantity expressing a difference of contribu 
tions by principal axis components and secondary axis 
components in a distribution of brightness of corre 
sponding points in each target area on each of the train 
ing images and the reference image, and a quantity 
expressing a difference between a direction of a princi 
pal axis with respect to a vector (1, 1) direction in the 
distribution of brightness of corresponding points in 
each target area on each of the training images and the 
reference image, and the features for the training images 
are utilized in the training process. 

20. The method of claim 13, further comprising the 
steps of: 

calculating features for sequential target images, the 
features including at least one of a quantity express 
ing a difference of contributions by principal axis 
components and secondary axis components in a 
distribution of brightness of corresponding points 
in each target area on the sequential target images, 
and a quantity expressing a difference between a 
direction of a principal axis with respect to a vector 
(1, 1) direction in the distribution of brightness of 
corresponding points in each target area on the 
sequential target images; and 

classifying the features for the sequential target im 
ages into a first class corresponding to an occur 
rence of a state transition between the sequential 
target images and a second class corresponding to 
an absence of the state transition by using a state 
transition classifier. 

21. The method of claim 20, wherein at the outputting 
step the detection result indicating the presence of the 
target object is outputted according to a classification 
using the classifier means and a classification using the 
state transition classifier. 

22. The method of claim 20, further comprising the 
steps of: 

taking sequential training images in which the target 
object is known to be present, from said fixed cam 
era position; and 

training the state transition classifier used at the step 
for classifying the features for the sequential target 
images by applying a training process using the 
sequential training images to the state transition 
classifier. 

23. The method of claim 22, wherein at the training 
step, one of a Fisher's linear discrimination method, a 
k-nearest neighbor method, a neural network method, 
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and a stratified linear discrimination method is applied 
to the state transition classifier as the training process. 

24. The method of claim 22, wherein at the training 
step, the features for the sequential training images are 
calculated in the training process, the features including 5 
at least one of a quantity expressing a difference of 
contributions by principal axis components and second 
ary axis components in a distribution of brightness of 
corresponding points in each target area on the sequen 
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20 
tial training images, and a quantity expressing a differ 
ence between a direction of a principal axis with respect 
to a vector (1,1) direction in the distribution of bright 
ness of corresponding points in each target area on the 
sequential training images, and the features for the Se 
quential training images are utilized in the training pro 
CeSS. 


