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(57) ABSTRACT 

A moving picture coding apparatus (1) includes: a map 
creation unit (113) for creating variable speed reproduction 
information Map that is information necessary for variable 
Speed reproduction according to a picture type Ptype; a 
variable length coding unit (112) for coding the variable 
Speed reproduction information Map and placing it in a bit 
stream Str; a detection unit (114) for detecting the need of 
coding a picture parameter set PPS referred to by a current 
picture to be coded; and a common information addition unit 
(115) for adding the picture parameter set PPS to the current 
picture to be coded when the detection unit (114) detects the 
need of coding the picture parameter set PPS. 
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MOVING PICTURE CODING METHOD AND 
MOVING PICTURE DECODING METHOD 

TECHNICAL FIELD 

0001. The present invention relates to a moving picture 
coding method for coding moving pictures So as to repro 
duce them at variable Speed, a moving picture decoding 
method for decoding a stream which has been SO coded 
generated by Such coding, and the Stream. 

BACKGROUND ART 

0002. In the age of multimedia which integrally handles 
audio, Video and other pixel values, existing information 
media, i.e., newspapers, magazines, televisions, radios, tele 
phones and other means through which information is 
conveyed to people, have recently come to be included in the 
Scope of multimedia. Generally, multimedia refers to Some 
thing that is represented by associating not only characters 
but also graphics, Voices, and especially pictures and the like 
together, but in order to include the aforementioned existing 
information media in the Scope of multimedia, it appears as 
a prerequisite to represent Such information in digital form. 
0003. However, when calculating the amount of infor 
mation contained in each of the aforementioned information 
media as the amount of digital information, while the 
amount of information per character is 1-2 bytes, the 
amount of information to be required for voice is 64 Kbits 
or over per second (telephone quality), and 100 Mbits or 
over per Second for moving pictures (current television 
reception quality), and thus it is not realistic for the afore 
mentioned information media to handle Such an enormous 
amount of information as it is in digital form. For example, 
although Videophones are already in the actual use via 
Integrated Services Digital Network (ISDN) which offers a 
transmission speed of 64 Kbps/S-1.5 Mbps/s, it is not 
practical to transmit Video shot by television cameras 
directly through ISDN. 
0004. Against this backdrop, information compression 
techniques have become necessary, and moving picture 
compression techniques compliant with H.261 and H.263 
standards suggested by ITU-T (International Telecommuni 
cation Union-Telecommunication Standardization Sector) 
are employed for Videophones, for example. Moreover, 
according to information compression techniques compliant 
with the MPEG-1 standard, it is possible to store picture 
information in an ordinary music CD (compact disc) 
together with Sound information. 
0005) Here, MPEG (Moving Picture Experts Group) is an 
international Standard on compression of moving picture 
signals standardized by ISO/IEC (International Standards 
Organization/International Electrotechnical Commission), 
and MPEG-1 is a Standard for compressing moving picture 
Signals, namely, television signal information, approxi 
mately into one hundredth. Furthermore, since MPEG-1 
targets for moderate picture quality which can be realized by 
a transmission speed of about 1.5 Mbps, MPEG-2, which 
was Standardized with a view to Satisfy requirements for 
further improved picture quality, allows data transmission of 
moving picture Signals at a rate of 2-15 Mbps. So as to realize 
TV broadcasting quality. 
0006 Under the present situation, MPEG-4 that achieves 
a higher compression ratio than that of MPEG-1 and MPEG 

Jul. 7, 2005 

2, allows coding, decoding and operation in the unit of an 
object, and realizes new functions required for the multi 
media age, has been Standardized by the working group 
(ISO/IEC JTC1/SC29/WG 11) which has been engaged in 
the Standardization of MPEG-1 and MPEG-2. MPEG-4 was 
initially aimed at Standardization of a coding method for a 
low bit rate, but now it is extended to standardization of a 
more versatile coding method further including interlaced 
images and higher bit rates. Furthermore, ISO/IEC and 
ITU-T are now jointly making efforts to standardize 
MPEG-4 AVC and ITU H.264 as a next-generation picture 
coding method that allows a still higher compression ratio. 
AS of May 2002, a next-generation picture coding method 
called Committee Draft (CD) has been issued (See Text of 
Committee Draft of Joint Video Specification (ITU-T Rec. 
H.264 ISO/IEC 14496-10 AVC) 04: Overview of the 
syntax 0.4.1 Temporal processing 8.2.2 Parameter set 
decoding, for example). 
0007 Generally in the moving picture coding, the 
amount of information is compressed by reducing redun 
dancies in the Spatial and temporal directions. In the inter 
picture prediction coding for reducing the temporal redun 
dancies, motion of a current picture is estimated and its 
predictive picture is obtained on a block-by-block basis with 
reference to a temporarily forward or backward picture, and 
the difference between the predictive picture and the current 
picture is coded. Here, the term "picture' represents a single 
sheet of an image, and it represents a frame when used in a 
context of a progressive image, whereas it represents a frame 
or a field in a context of an interlaced image. The interlaced 
image here is an image corresponding to a single frame that 
is made up of two fields having different times respectively. 
In the process of coding and decoding the interlaced image, 
a single frame can be handled as a frame itself, as two fields, 
or as a frame Structure or a field Structure on every block in 
the frame. 

0008. A picture which is intra picture prediction coded 
with reference to no picture is called an I-picture. A picture 
which is inter picture prediction coded with reference to 
only one picture is called a P-picture. And a picture which 
is inter picture prediction coded with reference to two 
pictures at the same time is called a B-picture. A B-picture 
can be coded with reference to two pictures of arbitrary 
combinations of preceding and Subsequent pictures in dis 
play order. Reference pictures can be specified on every 
block that is a basic unit for coding and decoding, but 
distinction is made between a first reference picture that is 
described earlier in a bit stream obtained by coding and a 
Second reference picture that is described later there. These 
reference pictures must have been already coded and 
decoded for coding and decoding above-mentioned pictures. 
0009 Motion compensation inter picture prediction cod 
ing is used for coding P-pictures and B-pictures. Motion 
compensation inter picture prediction coding is a coding 
method by inter picture prediction coding to which motion 
compensation is applied. Motion compensation is a method 
for improving prediction accuracy and reducing an amount 
of data by estimating an amount of motion (hereinafter 
referred to as a motion vector) of each region in a picture and 
performing prediction in consideration of the estimated 
motion, not performing prediction just based on pixel values 
of reference pictures. For example, an amount of data is 
reduced by estimating a motion vector of a current picture to 
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be coded and coding a prediction error between the current 
picture and a predictive picture that is obtained by shifting 
the current picture by an amount of that motion vector. Since 
this method requires motion vector information for decod 
ing, the motion vector is also coded and recorded or trans 
mitted. 

0010. A motion vector is estimated per macroblock or 
block. To be more specific, a motion vector is estimated by 
fixing a macroblock or a block in a current picture to be 
coded,-moving a macroblock or a block in a reference 
picture within a Search range and then estimating a location 
of the reference macroblock or blork which is most similar 
to the fixed macroblock or block. 

0011 FIG. 1A and FIG. 1B are structure diagrams of a 
conventional MPEG-2 stream, and more specifically, FIG. 
1A shows a sequence of pictures and FIG. 1B shows a 
hierarchical structure of a stream. As shown in FIGS. 1A 
and 1B, an MPEG-2 stream has the following hierarchical 
Structure. A Stream is made up of a plurality of groups of 
pictures (GOPs), and editing of and random access to a 
moving picture can be done based on this GOP as a basic 
unit for coding processing. A group of pictures is made up 
of a plurality of pictures, namely, I-pictures, P-pictures or 
B-pictures. Each of a Stream, a GOP and a picture as a unit 
includes a synchronizing signal (sync) indicating a separa 
tion of each unit and a header that is data common to the 
unit. 

0.012 FIG. 2 is a diagram showing another hierarchical 
Structure of a conventional Stream. This stream corresponds 
to a stream for JVT (H.264/MPEG-4 AVC) which is now 
being developed jointly by ITU-T and ISO/IEC for stan 
dardization. JVT has no concept of a header, and common 
data called a parameter Set PS is placed at the head of the 
stream. Also, JVT has no concept of a GOP, but a random 
accessible unit that corresponds to a GOP can be structured 
by dividing data per special unit of pictures that can be 
decoded independent of other pictures. This unit is referred 
to as a random access unit RAU. 

0013 There are two types of a parameter set PS: a picture 
parameter Set PPS that is data corresponding to a header of 
each picture; and a Sequence parameter Set SPS correspond 
ing to a header of each GOP or sequence of MPEG-2. Each 
picture is assigned an identifier indicating which one of a 
plurality of candidate picture parameter sets PPSs and 
sequence parameter sets SPSs the picture is to refer to. To be 
more specific, a plurality of sets of PPSs and SPSs are coded 
only once and an identifier indicates which one of the Sets 
each picture is to refer to, and thus it is possible to omit 
waste of coding a header (or a parameter Set) of the same 
value repeatedly in each picture of MPEG-2, so as to 
improve a compression ratio. 
0.014) A picture number PN is an identification number 
for identifying a picture. A Sequence parameter Set SPS 
includes the maximum number of reference pictures, a 
picture size and others, and a picture parameter Set PPS 
includes a type of variable length coding (Huffman coding 
and arithmetic coding are Switched), an initial value for a 
quantization Step, the number of reference pictures and 
others. 

0.015 FIG. 3 is a block diagram showing a structure of a 
moving picture coding apparatus that realizes a conventional 
moving picture coding method. 
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0016 A moving picture coding apparatus 3 is an appa 
ratus for compressing and coding an inputted picture 
(image) signal Vin and outputting an bit stream Strobtained 
by transformation Such as variable length coding, and 
includes a motion estimation unit 101, a motion compensa 
tion unit 102, a subtraction unit 103, an orthogonal trans 
formation unit 104, a quantization unit 105, an inverse 
quantization unit 106, an inverse orthogonal transformation 
unit 107, an addition unit 108, a picture memory 109, a 
Switch 110, a prediction structure determination unit 111 and 
a variable length coding unit 301. 
0017. The image signal Vin is inputted to the subtraction 
unit 103 and the motion estimation unit 101. The Subtraction 
unit 103 calculates a differential value between the inputted 
image Signal Vin and a predictive image and outputs it to the 
orthogonal transformation unit 104. The orthogonal trans 
formation unit 104 transforms the differential value into a 
frequency coefficient and outputs it to the quantization unit 
105. The quantization unit 105 quantizes the inputted fre 
quency coefficient and outputs a quantized value Qcoef to 
the variable length coding unit 301. 
0018. The inverse quantization unit 106 inverse-quan 
tizes the quantized value Qcoef to reconstruct it as the 
frequency coefficient and outputs it to the inverse orthogonal 
transformation unit 107. The inverse orthogonal transfor 
mation unit 107 performs inverse frequency transformation 
on the frequency coefficient into a pixel differential value 
and outputs it to the addition unit 108. The addition unit 108 
adds the pixel differential value and the predictive image 
outputted from the motion compensation unit 102 so as to be 
a decoded image. The Switch 110 turns ON when it is 
instructed to store the decoded image (picture), and the 
decoded picture is stored in the picture memory 109. 
0019. On the other hand, upon receipt of the image signal 
Vin per macroblock, the motion estimation unit 101 searches 
the decoded pictures stored in the picture memory 109 to 
estimate an image area which is most Similar to the inputted 
image Signal and determines a motion vector MV pointing 
the location of the image area. Motion vectors are estimated 
per block which is a unit Smaller than a macroblock. Since 
a plurality of pictures can be used as reference pictures for 
that purpose, an identification number (a reference index 
Index) for specifying a reference picture is needed for each 
block. It is possible to Specify a reference picture by the 
reference indeX Index indicating correspondence between a 
picture number of each picture in the picture memory 109 
and its reference picture. 
0020. The motion compensation unit 102 extracts an 
image area which is most Suitable for a predictive image 
from decoded pictures stored in the picture memory 109 
using the motion vector MV and the reference index Index 
estimated by the above processing. 
0021. If a current picture is a random access unit start 
picture RAUin indicating the Start position of a random 
acceSS unit RAU, the prediction Structure determination unit 
111 instructs the motion estimation unit 101 and the motion 
compensation unit 102 to code (perform intra picture coding 
on) the current picture as a special picture that can be 
random accessed, depending on its picture type Ptype. And 
the prediction Structure determination unit 111 outputs the 
picture type Ptype to the variable length coding unit 301. 
0022. The variable length coding unit 301 performs vari 
able length coding on the quantized values Qcoef, the 
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reference indices Index, the picture types Ptype and the 
motion vectors MV So as to be a bit stream Str. 

0023 FIG. 4 is a block diagram showing a structure of a 
moving picture decoding apparatus that realizes a conven 
tional moving picture decoding method. In this figure, the 
Same reference numbers are assigned to the units that 
operate in the same manner as the moving picture coding 
apparatus that realizes the conventional moving picture 
coding method as shown in FIG. 3, and the explanation 
thereof is omitted. 

0024. The variable length decoding unit 401 decodes a bit 
Stream Str and outputs quantized values Qcoef, reference 
indices Index, picture types Ptype and motion vectors MV. 
The quantized values Qcoef, the reference indices Index and 
the motion vectors MV are inputted to the picture memory 
208, the motion compensation unit 204 and the inverse 
quantization unit 205 and decoded, and the operation of the 
decoding is Same as that performed by the conventional 
moving picture coding apparatus as shown in FIG. 3. 
0.025 However, decoding can be performed using only 
the pictures in the random acceSS unit RAU itself, but 
information for variable speed reproduction, which is impor 
tant for a storage apparatuS Such as a VTR and a disc 
recorder, cannot be obtained using the conventional JVT 
coding method and its stream. This is because JVT has 
introduced a very flexible inter picture prediction Structure 
in order to improve coding efficiency (compression ratio) 
Substantially. 

0026 FIG. 5A and FIG. 5B are schematic diagrams 
showing examples of reference relationships between pic 
tures. FIG. 5A is a prediction structure between pictures 
used in MPEG-2. Diagonally shaded pictures in this diagram 
are referred to other pictures. In MPEG-2, P-pictures (P4 
and P7) can be predictively coded with reference to only one 
I-picture or P-picture immediately preceding in display 
order. B-pictures (B1, B2, B3, B5 and B6) can be predic 
tively coded with reference to one I-picture or P-picture 
immediately preceding in display order and one I-picture or 
P-picture immediately Subsequent in display order. In addi 
tion, the order in which pictures are arranged in a Stream is 
determined, and I-pictures and P-pictures are arranged in 
display order, while B-pictures are arranged immediately 
Subsequent to I-pictures or P-pictures which are to be 
displayed immediately after the B-pictures. As a result, the 
following three types of decoding can be performed: i) 
decoding of all the pictures; ii) decoding of only the streams 
of I-pictures and P-pictures for display of only the I-pictures 
and the P-pictures; and iii) decoding of only the Streams of 
I-pictures for display. Therefore, three types of high-speed 
reproduction can be realized easily: i) normal-speed repro 
duction; ii) medium-speed reproduction; and iii) high-speed 
reproduction. 

0027. In JVT, B-pictures can also be predictively coded 
with reference to B-pictures. FIG. 5B shows an example of 
prediction in JVT, where B-pictures (B1 and B3) refer to a 
B-picture (B2). In this example, the following four types of 
decoding can be realized: i) decoding of all the pictures; ii) 
decoding of only the Streams of reference I-pictures, P-pic 
tures and B-pictures for display; iii) decoding of only the 
Streams of I-pictures and P-pictures for display of only the 
I-pictures and the P-pictures; iv) decoding of only the 
Streams of I-pictures for display. 

Jul. 7, 2005 

0028. Furthermore, P-pictures can refer to B-pictures in 
JVT, and a P-picture (P7) can refer to a B-picture (B2) as 
shown in FIG. 6. In this case, since the P-picture (P7) cannot 
be decoded unless the B-picture (B2) has not yet been 
decoded, the following three types of decoding can be 
realized: i) decoding of all the pictures; ii) decoding of only 
the Streams of reference I-pictures, P-pictures and B-pictures 
for display; and iii) decoding of the Streams of I-pictures for 
display. 

0029. As mentioned above, since JVT accepts a very 
flexible prediction structure, it is not known what kind of 
variable Speed reproduction can be realized unless an actual 
prediction structure is unknown. Therefore, only the follow 
ing two types of decoding, at most, can be realized inde 
pendent of the prediction Structure in View of the examples 
in FIGS. 5A, 5B and 6: i) decoding of all the pictures; and 
ii) decoding of only the Streams of I-pictures for display. 
These are too few choices, compared with the number of 
variable speed reproductions realized by MPEG-2. 
0030 The present invention has been conceived in view 
of the above circumstances, and aims at providing a moving 
picture coding method, a moving picture decoding method 
and the like by which pictures which need to be decoded for 
variable Speed reproduction can be easily Specified and 
coding and decoding Suitable for variable Speed reproduc 
tion can be performed. 

DISCLOSURE OF INVENTION 

0031. In order to achieve this object, the moving picture 
coding method according to the present invention is a 
moving picture coding method for coding a moving picture 
Signal on a picture-by-picture basis and generating a bit 
Stream, comprising: an information creation Step of creating 
variable Speed reproduction information for Specifying pic 
tures to be reproduced at variable Speed; and a coding Step 
of coding the variable speed reproduction information and 
adding Said information to the bit stream. 
0032. Accordingly, since pictures which are to be repro 
duced at a desired variable Speed can be specified based on 
variable Speed reproduction information when the variable 
Speed reproduction is performed, and thus, by decoding only 
the Specified pictures, the variable Speed reproduction can be 
realized easily without decoding unnecessary pictures. 
0033 Here, in the information creation step, the variable 
Speed reproduction information may be created for each 
random access unit that is made up of a plurality of pictures, 
Said random access unit being a unit in which a current 
picture to be decoded can be decoded with reference to 
another picture only in the random access unit. 
0034. Accordingly, pictures which are to be reproduced 
at a desired variable Speed can be specified based on the 
variable Speed reproduction information when the variable 
Speed reproduction is performed, even if a reference Struc 
ture between the pictures in each random access unit differs 
from each other. 

0035. The above-mentioned moving picture coding 
method may further comprise a detection Step of detecting 
whether common information needs to be coded or not, Said 
common information being referred to by the pictures to be 
reproduced at variable Speed; and a common information 
addition Step of adding the common information to the 
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pictures when it is detected in the detection Step that Said 
information needs to be coded. 

0036). Accordingly, even if common information has 
already been added to pictures which are to be reproduced 
at Slower than N times Speed, the common information can 
also always be added to pictures which are to be reproduced 
at N times Speed if the pictures require the common infor 
mation. Therefore, it is possible to avoid the Situation in 
which there is no common information to be referred to 
when the variable speed reproduction is performed. 
0037 Also, the moving picture decoding method accord 
ing to the present invention is a moving picture decoding 
method for decoding a bit Stream on a picture-by-picture 
basis, comprising: an information extraction Step of extract 
ing variable Speed reproduction information for Specifying 
pictures to be reproduced at variable Speed; and a decoding 
Step of decoding the variable speed reproduction informa 
tion and Specifying and decoding the pictures to be repro 
duced at variable Speed based on the variable Speed repro 
duction information. 

0.038 Accordingly, pictures which are to be reproduced 
at a desired variable Speed can be specified based on the 
variable speed reproduction information when the variable 
Speed reproduction is performed, and thus, by decoding only 
the Specified pictures, the variable Speed reproduction can be 
realized easily without decoding unnecessary pictures. 

0039 Here, in the information extraction step, the vari 
able speed reproduction information may be extracted from 
each random access unit that is made up of a plurality of 
pictures, Said random access unit being a unit in which a 
current picture to be decoded can be decoded with reference 
to another picture only in the random acceSS unit. 
0040 Accordingly, pictures which are to be reproduced 
at a desired variable Speed can be specified based on the 
variable speed reproduction information when the variable 
Speed reproduction is performed, even if a reference Struc 
ture between the pictures in each random access unit differs 
from each other. 

0041. In addition, the above-mentioned moving picture 
decoding method may further comprise a memory control 
Step of controlling a picture on the assumption that the 
picture is Stored in a picture memory when the reproduction 
is performed at variable Speed, Said picture being not to be 
reproduced at variable speed but referred to by another 
picture. 

0042. Accordingly, even if a reference picture is specified 
relatively, it can be avoided that the picture Specified as a 
reference picture for a current picture to be decoded for 
variable Speed reproduction differs from a reference picture 
used for the current picture when it has been coded. 
0043. The present invention can be realized not only as 
the above-mentioned moving picture coding method and 
moving picture decoding method, but also as a moving 
picture coding apparatus and a moving picture decoding 
apparatus including, as units, characteristic Steps included in 
these moving picture coding method and moving picture 
decoding method. Or, the present invention can be realized 
as a program causing a computer to execute those Steps, or 
as a bit Stream obtained by coding using the moving picture 
coding method. It is needless to Say that the program and the 
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bit Stream can be distributed via a recording medium Such as 
a CD-ROM and a transmission medium Such as the Internet. 

0044 As described above, the moving picture coding 
method and the moving picture decoding method according 
to the present invention allows easy Specification of pictures 
which need to be decoded for variable speed reproduction in 
a random access unit RAU, SO coding and decoding Suitable 
for the variable Speed reproduction can be easily realized, 
and thus its practical value is extremely high. 

BRIEF DESCRIPTION OF DRAWINGS 

004.5 FIG. 1A and FIG. 1B are structure diagrams of a 
conventional MPEG-2 stream, and more specifically, FIG. 
1A shows a sequence of pictures and FIG. 1B shows a 
hierarchical Structure of the Stream. 

0046 FIG. 2 is a diagram showing a hierarchical struc 
ture of another conventional Stream. 

0047 FIG. 3 is a block diagram showing a structure of a 
moving picture coding apparatus that realizes a conventional 
moving picture coding method. 
0048 FIG. 4 is a block diagram showing a structure of a 
moving picture decoding apparatus that realizes a conven 
tional moving picture decoding method. 
0049 FIG. 5A and FIG. 5B are schematic diagrams 
showing examples of reference relationships between pic 
tures, and more specifically, FIG. 5A is an example of inter 
picture prediction structure of MPEG-2 and FIG. 5B is an 
example of prediction structure of JVT. 
0050 FIG. 6 is a schematic diagram showing an example 
of reference relationship between pictures. 
0051 FIG. 7 is a block diagram showing a structure of a 
moving picture coding apparatus that realizes a moving 
picture coding method according to the present invention. 
0.052 FIG. 8A-FIG. 8D are structure diagrams of 
Streams (in a first embodiment) of the present invention, and 
more specifically, FIG. 8A is an example of a structure of a 
random access unit RAU, FIG. 8B is an example of a 
variable speed reproduction map RAM, FIG. 8C is another 
example of the variable Speed reproduction map RAM, and 
FIG. 8D is still another example of the variable speed 
reproduction map RAM. 

0053 FIG.9A-FIG.9C are schematic diagrams showing 
examples of reference relationships between pictures (in the 
first embodiment), and more specifically, FIG. 9A is an 
example of reference relationship between pictures, FIG.9B 
is another example of reference relationship between pic 
tures, and FIG. 9C is still another example of reference 
relationship between pictures. 
0054 FIG. 10 is a flowchart showing an operation for 
creating a variable Speed reproduction map RAM. 
0055 FIG. 11 is a flowchart showing an operation for 
adding a picture parameter Set PPS. 

0056 FIG. 12 is a flowchart showing an operation for 
coding a current picture. 

0057 FIG. 13A and FIG. 13B are diagrams of a struc 
ture of a stream (in a second embodiment) of the present 
invention, and more specifically, FIG. 13A is an example of 
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a structure of a random access unit RAU and FIG. 13B is an 
example of a variable Speed reproduction map table 
RAMTBL. 

0.058 FIG. 14 is a flowchart showing an operation for 
creating a variable Speed reproduction map identifier 
RAMID. 

0059 FIG. 15 is a block diagram showing a structure of 
a moving picture decoding apparatus that realizes a moving 
picture decoding method of the present invention. 
0060 FIG. 16A and FIG. 16B are flowcharts showing 
operations of the moving picture decoding apparatus, and 
more specifically, FIG. 16A is a flowchart showing an 
operation for the Structure of the Stream as shown in the first 
embodiment and FIG. 16B is a flowchart showing an 
operation for the Structure of the Stream as shown in the 
Second embodiment. 

0061 FIG. 17A-FIG. 17C are schematic diagrams 
showing how a picture memory Stores pictures, and more 
specifically, FIG. 17A shows the stored pictures for normal 
speed reproduction, FIG. 17B shows the stored pictures for 
conventional quad-speed reproduction, and FIG. 17C shows 
the Stored pictures for quad-speed reproduction of the 
present invention. 
0.062 FIG. 18 is a flowchart showing an operation for 
decoding a current picture. 

0063 FIG. 19A and FIG. 19B are flowcharts showing 
other operations of the moving picture decoding apparatus, 
and more specifically, FIG. 19A is a flowchart showing an 
operation for the Structure of the Stream as shown in the first 
embodiment and FIG. 19B is a flowchart showing an 
operation for the Structure of the Stream as shown in the 
Second embodiment. 

0064 FIG.20A-FIG.20C are illustrations of a recording 
medium for Storing a program for realizing the moving 
picture coding method and the moving picture decoding 
method in each of the embodiments using a computer 
system, and more specifically, FIG. 20A is an illustration 
showing a physical format of a flexible disk as a main unit 
of the recording medium, FIG. 20B is an illustration show 
ing a front view of the appearance of a flexible disk, a 
cross-sectional view of the flexible disk and the flexible disk 
itself, and FIG. 20O is an illustration showing a configu 
ration for recording and reproducing the above program on 
and from the flexible disk FD. 

0065 FIG. 21 is a block diagram showing an overall 
configuration of a content Supply System that realizes a 
content distribution Service. 

0.066 FIG. 22 is a diagram showing an example of a 
mobile phone. 
0067 FIG. 23 is a block diagram showing an internal 
Structure of. the mobile phone. 
0068 FIG. 24 is a block diagram showing an overall 
configuration of a digital broadcasting System. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

0069 Too flexible prediction structure of JVT makes 
variable speed reproduction difficult. So if it can be known 
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which type of prediction Structure has been used for pictures 
in a random access unit RAU before decoding the random 
acceSS unit RAU, more than two types of variable Speed 
reproduction can be realized, as shown in respective 
examples in FIG. 5A, FIG. 5B and FIG. 6. 
0070 The embodiments of the present invention will be 
explained below with reference to FIG.7-FIG. 24. 
0071 Arandom access unit RAU used for explanation in 
the embodiments does not necessarily need to be a special 
unit for JVT, but may be a set of pictures starting with an 
intra coded picture (I-picture) because a parameter set PS is 
placed in each random access unit RAU. 

FIRST EMBODIMENT 

0072 FIG. 7 is a block diagram showing a structure of a 
moving picture coding apparatus in an embodiment using a 
moving picture coding method according to the present 
invention. Note that the same reference numbers are 
assigned to the units that operate in the Same manner as the 
units in the conventional moving picture coding apparatus 3 
as shown in FIG. 3, and the explanation thereof is omitted. 
0073. A moving picture coding apparatus 1 is an appa 
ratus for compressing and coding an inputted picture Signal 
Vinto transform it into a bit stream by performing variable 
length coding or the like, and outputting the bit Stream Str, 
and includes the motion estimation unit 101, the motion 
compensation unit 102, the subtraction unit 103, the 
orthogonal transformation unit 104, the quantization unit 
105, the inverse-quantization unit 106, the inverse orthogo 
nal transformation unit 107, the addition unit 108, the 
picture memory 109, the Switch 110, the prediction structure 
determination unit 111, the variable length coding unit 112, 
a map creation unit 113, a detection unit 114 and a common 
information addition unit 115. 

0074 The map creation unit 113 creates variable speed 
reproduction information Map necessary for variable Speed 
reproduction (for example, a variable speed reproduction 
map RAM, a variable Speed reproduction map table 
RAMTBL, or a variable speed reproduction map identifier 
RAMID to be described later) according to a picture type 
Ptype, and outputs it to the variable length coding unit 112. 
The variable length coding unit 112 codes the variable speed 
reproduction information Map and places it into a bit Stream 
Str. 

0075) When a current picture to be coded is a picture to 
be reproduced (decoded) at N times or faster Speed, the 
detection unit 114 judges whether or not a picture parameter 
set PPS that is common information referred to by the 
current picture has already been coded when coding another 
picture to be reproduced at N times or faster Speed, and 
detects the need of coding the picture parameter set PPS. The 
common information addition unit 115 adds the picture 
parameter set PPS to the current picture if the need of coding 
is detected by the detection unit 114. 
0.076 FIG. 8A-FIG. 8D are structure diagrams of 
streams in the first embodiment. This structure is different 
from that of the conventional stream in FIG. 2 in that a 
variable Speed reproduction map RAM is placed in the 
random acceSS unit RAU. 

0.077 FIG. 8A shows an example of the structure of the 
random access unit RAU. In this structure example, the 
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variable speed reproduction map RAM is placed before 
pictures in the random access unit RAU, and information 
indicating the Stream of which picture needs to be decoded 
for desired variable Speed reproduction is described in the 
variable Speed reproduction map RAM. The moving picture 
decoding apparatus decodes only the pictures necessary for 
desired variable Speed reproduction according to the infor 
mation described in the variable Speed reproduction map 
RAM, and thus allows variable speed reproduction easily 
without decoding unnecessary pictures. 

0078 FIG. 8B is an example of the variable speed 
reproduction map RAM. Reproduction Speed required for 
decoding a picture is described in the variable Speed repro 
duction map RAM for each picture number that is a picture 
identifier in the random access unit RAU. In other words, 
information indicating reproduction Speed required for 
decoding the picture (Speed) is described following each 
number of the picture PN. As a result, it can be known easily 
which picture needs to be decoded at a desired reproduction 
speed. Note that all the picture numbers PN may be placed 
together at the head of the random access unit RAU and all 
the information indicating reproduction Speed required for 
decoding (Speed) may be placed together following the 
picture numbers PN. 

007.9 FIG. 8C is another example of the variable speed 
reproduction map RAM. Reproduction Speeds required for 
decoding respective pictures in the random access unit RAU 
are described in Sequence. As a result, picture numbers PN 
do not necessarily need to be placed in the variable Speed 
reproduction map RAM, and thus Space required for placing 
the picture numbers PN can be saved. 

0080 FIG. 8D is still another example of the variable 
Speed reproduction map RAM. The information indicating 
reproduction speed required for decoding (Speed) is placed 
first, and following that, picture numbers PN of pictures 
necessary for reproduction at that speed is described. 

0081. The information indicating reproduction speed 
required for decoding (Speed) is described as “N” if it is 
described in that information that a picture M needs to be 
decoded at N times speed. In a case of N-K where the 
reproduction speed is K, the picture M does not need to be 
decoded, whereas it needs to be decoded in a case of N>=K. 

0082 FIG.9A-FIG.9C are schematic diagrams showing 
examples of reference relationships between-pictures. Here, 
the diagonally shaded pictures are referred to by other 
pictures. 

0083) In the example as shown in FIG.9A, the pictures 
I0, P3 and P6 are reproduced at triple speed. In the example 
as shown in FIG. 9B, the pictures I0 and P4 are reproduced 
at quad speed, and the pictures I0, B2, P4 and B6 are 
reproduced at double Speed. In the example as shown in 
FIG. 9C, the pictures I0, P3 and P6 are reproduced at triple 
speed, and the pictures I0, P1, P3, P4, P6 and P7 are 
reproduced at 1.5 times Speed. 

0084. Therefore, the information indicating reproduction 
Speed required for decoding (Speed) is “3” for the pictures 
I0, P3 and P6 and “1” for the other pictures in the example 
of FIG. 9A, “4” for the pictures I0 and P4, “2” for the 
pictures B2 and B6 and “1” for the other pictures in the 
example of FIG.9B, and “3” for the pictures I0, P3 and P6, 
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“15” for the pictures P1, P4 and P7 and “1” for the other 
pictures in the example of FIG. 9C. 
0085 Next, the operation of the moving picture coding 
apparatuS 1 Structured as mentioned above will be 
explained. FIG. 10 is a flowchart showing the operation for 
creating a variable Speed reproduction map RAM. 

0086 The map creation unit 113 judges whether or not a 
current picture to be coded is a picture at a random access 
point, namely, the first picture in the random access unit 
RAU (Step S10). If it is the picture at the random access 
point as a result of the judgment (YES in Step S10), the map 
creation unit 113 creates a variable Speed reproduction map 
RAM and outputs it to the variable length coding unit 112 
(Step S11). Next, the variable length coding unit 112 codes 
the variable speed reproduction map RAM (Step S12). The 
variable length coding unit 112 further codes the current 
picture (Step S13). 
0087. On the other hand, if the current picture is not a 
picture at a random acceSS point as a result of the judgment 
(NO in Step S10), the variable length coding unit 112 codes 
the current picture (Step S13). 
0088 Next, it is judged whether there are any uncoded 
pictures or not (Step S14), the above operation (Step S10 
Step S14) is repeated if there are any uncoded pictures, and 
the processing is ended if there is no uncoded picture. 
0089. By the way, when decoding the bit stream Str, a 
picture parameter set PPS is referred to for decoding, as 
mentioned above. When the picture parameter set PPS was 
changed, this new picture parameter Set PPS has already 
been sent as a bit stream Str before data of a reference 
picture. However, variable Speed reproduction causes a 
situation where this changed new picture parameter set PPS 
does not exist when decoding a picture which should refer 
to this new picture parameter set PPS. For example, in the 
example as shown in FIG. 9B, the pictures I0, P4, B2, B1, 
B3, P8, B6, B5 and B7 are coded in this order. It is assumed 
here that a picture parameter set PPS is changed in the 
picture B2 and the changed new picture parameter set PPS 
is added to the data of the picture B2 referring to that new 
picture parameter set PPS. In this case, there is no problem 
in reproduction at normal Speed and double speed. However, 
for quad-speed reproduction, for example, the pictures I0, 
P4 and P8 are reproduced but the picture B2 is not decoded, 
and thus the changed new picture parameter Set PPS is not 
decoded, too. Therefore, the picture parameter set PPS that 
should be referred to by the picture P8 has not been decoded, 
a problem that the picture P8 cannot be decoded occurs. 
0090 Against this backdrop, in the present embodiment, 
when a picture parameter Set PPS is necessary for a picture 
which is to be reproduced at N times Speed, it is always 
added to that picture to be reproduced at N times Speed even 
if it has been added to a picture which is to be reproduced 
at slower speed than N. In other words, in the above 
example, the new picture parameter Set PPS changed in the 
picture B2 is also added to the data of the picture P8. 
0091 FIG. 11 is a flowchart showing an operation for 
adding a picture parameter Set PPS. 

0092. The detection unit 114 judges whether or not a 
current picture to be coded is to be reproduced (decoded) at 
N times or faster speed (Step S20). When the current picture 
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is to be reproduced at N times or faster Speed as a result of 
the judgment (YES in Step S20), it is judged whether or not 
a picture parameter set PPS referred to by the current picture 
has already been coded when coding a picture which is to be 
reproduced at N times or faster speed (Step S21). Here, the 
picture parameter set PPS has not yet been coded when 
coding the picture to be reproduced at N times or faster 
speed (NO in Step S21), the common information addition 
unit 115 outputs the picture parameterset PPS to the variable 
length coding unit 112 in order to add it to the current picture 
(Step S22). Next, the variable length coding unit 112 codes 
the picture parameter set PPS (Step S23). The variable 
length coding unit 112 further codes the current picture (Step 
S24). 
0093. On the other hand, when the picture is not to be 
reproduced at N times or faster Speed as a result of the above 
judgment (NO in Step S20), and when the picture parameter 
set PPS which is referred to by the current picture has 
already been coded when coding the picture to be repro 
duced at N times or faster speed (YES in Step S21), the 
variable length coding unit 112 codes the current picture 
(Step S24). 
0094) Next, it is judged whether there are any uncoded 
pictures or not (Step S25), and the above operation (Steps 
S20-S25) is repeated if there are any, and the processing is 
ended if there is no uncoded picture. 
0.095 FIG. 12 is a flowchart showing an operation for 
coding a current picture. 
0096. The detection unit 114 judges whether or not a 
current picture to be coded is to be reproduced (decoded) at 
N times or faster speed (Step S30). When the current picture 
is to be reproduced at N times or faster Speed as a result of 
the judgment (YES in Step S30), it is coded with reference 
to a picture to be reproduced at N times or faster Speed (Step 
S31). On the other hand, when the current picture is not to 
be reproduced at N times or faster speed (NO in Step S30), 
it is coded with reference to an arbitrary picture (Step S32). 
0097 Next, it is judged whether or not the current picture 
is referred to when coding another picture (Step S33). When 
the current picture is referred to by another picture as a result 
of the judgment (YES in Step S33), it is stored in the picture 
memory 109 (Step S34). On the other hand, when the current 
picture is not referred to by another picture (NO in Step 
S33), it is not stored in the picture memory 109. 
0.098 Next, it is judged whether there are any uncoded 
pictures or not (Step S35), the above operation (Steps 
S30-S35) is repeated if there are any uncoded pictures, and 
the processing is ended if there is no uncoded picture. 
0099 AS described above, a variable speed reproduction 
map RAM is placed before pictures in a random acceSS unit 
RAU, and information indicating which picture Stream 
should be decoded for desired variable speed reproduction is 
described in the variable speed reproduction map RAM. 
Even if a picture parameter set PPS has already been added 
to a picture to be reproduced at leSS than N times Speed, the 
picture parameter Set PPS is also always added to a picture 
to be reproduced at N times Speed if it is necessary for that 
picture to be reproduced at N times speed. Therefore, the 
moving picture decoding apparatus decodes only pictures 
necessary for desired variable Speed reproduction according 
to the information described in the variable Speed reproduc 
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tion map RAM, and thus allows variable Speed reproduction 
easily without decoding unnecessary pictures. 

0100 When creating a variable speed reproduction map 
RAM in the present embodiment, Since pictures which are 
not referred to by other pictures have no influence on 
decoding the other pictures, the variable Speed reproduction 
map RAM may be created So as to be used for only pictures 
referred to by other pictures and having influence on the 
other pictures. Or, Something having a function correspond 
ing to the variable Speed reproduction map RAM, for 
example, operation information by category, Such as pictures 
which are not referred to by other pictures, I-pictures, 
P-pictures and B-pictures, may be placed instead of infor 
mation of each picture. 

0101 Furthermore, identification information indicating 
that the entire Stream is made up of these random access 
units RAUS that can be easily reproduced at variable Speed 
may be added. 

0102 Explanation has been made assuming that a picture 
M does not need to be decoded in a case of NCK, whereas 
the picture M needs to be decoded in a case of N>=K, where 
N is Speed of the picture M (information indicating the 
speed at which the picture M needs to be decoded) and K is 
reproduction speed, for example. But the picture M may be 
decoded even in a case of N-K in order to improve image 
quality for variable Speed reproduction when a difference 
between N and K is Small. 

0103) In addition, the above-mentioned information indi 
cating the reproduction speed required for decoding (Speed) 
may be a value indicating a level of reproduction Speed, not 
a value representing an actual reproduction speed. For 
example, “1”, “2 and “3” can be assigned to pictures 
necessary for only normal Speed reproduction, pictures 
necessary for faster Speed reproduction and pictures neces 
Sary for Still faster Speed reproduction, respectively. 

SECOND EMBODIMENT 

0104. The first embodiment shows an example in which 
variable Speed reproduction maps RAMs are placed in 
respective random access units RAUS, but there is no need 
to place the variable Speed reproduction maps RAMS in the 
respective random acceSS units RAUS if they have the same 
COntentS. 

0105 FIG. 13A and FIG. 13B are diagrams of a struc 
ture of a Stream in the Second embodiment. 

0106. In the present embodiment, a variable speed repro 
duction map table RAMTBL, as shown in FIG. 13B, 
including a plurality of variable Speed reproduction maps 
RAMS based on reference relationships between pictures as 
shown in FIGS. 9A-9C, for example, is created. And in each 
random access unit RAU, a variable Speed reproduction map 
identifier RAMID indicating to which variable speed repro 
duction map RAM in the variable Speed reproduction map 
table RAMTBL the random access unit RAU corresponds is 
placed, as shown in FIG. 13A. 

0107 The variable speed reproduction map table 
RAMTBL may be placed at the head of the stream, coded as 
added information in another Stream, or implemented in a 
device by predetermining values for the table. 
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0108 FIG. 14 is a flowchart showing an operation for 
creating a variable Speed reproduction map identifier 
RAMID. Here, creation and coding of the variable speed 
reproduction map identifier RAMID are performed (Steps 
S41-S42) instead of creation and coding of the variable 
speed reproduction map RAM in the first embodiment 
(Steps S11-S12 in FIG. 10). 
0109 As a result of the above creation and coding, what 
is realized in the first embodiment can also be realized in the 
present embodiment using the variable speed reproduction 
map identifier RAMID. 
0110. When creating a variable speed reproduction map 
RAM which is to be included in the variable speed repro 
duction map table RAMTBL, pictures which are not referred 
to by other pictures have no influence on decoding of the 
other pictures, and therefore, variable Speed reproduction 
maps RAMs may be created only for the pictures referred to 
by the other pictures and having influence on the other 
pictures. Or, Something with a function corresponding to that 
of the variable speed reproduction map RAM, for example, 
operation information by category Such as pictures which 
are not referred to by other pictures, I-pictures, P-pictures 
and B-pictures, may be placed, instead of placing informa 
tion of each picture. 
0111 Furthermore, identification information indicating 
that the entire Stream is made up of these random acceSS 
units RAU that can be easily reproduced at variable Speed 
may be added. 
0112) In the first and second embodiments, variable speed 
reproduction map RAM and a variable Speed reproduction 
map identifier RAMID are added to each random access unit 
RAU, but the present invention is not limited to this. For 
example, all the random access units in the entire Stream 
have the same Structure, the variable Speed reproduction 
map RAM and the variable Speed reproduction map identi 
fier RAMID may be placed in each stream. 
0113. In addition, in the first and second embodiments, 
only a case where at least one variable Speed reproduction 
map RAM is coded has been explained. But a fixed variable 
Speed reproduction map RAM could be used depending on 
the operation, and in Such a case, the variable Speed repro 
duction map RAM does not need to be coded. In order to 
allow this operation, it is only necessary to detect in advance 
the need of coding common information referred to by a 
current picture to be reproduced at variable Speed and to add 
the common information to the current picture if the need of 
coding that common information is detected. 

THIRD EMBODIMENT 

0114 FIG. 15 is a block diagram showing a structure of 
a moving picture decoding apparatus using a moving picture 
decoding method according to the present invention. The 
Same reference numbers are assigned to the units that 
operate in the same manner as those in the conventional 
moving picture decoding apparatus 4 as shown in FIG. 4 
and the explanation thereof is omitted. 
0115 A moving picture decoding apparatus 2 is an appa 
ratus for decoding the bit stream Strobtained by coding by 
the moving picture coding apparatus 1 as mentioned above, 
and includes a stream extraction unit 201, a variable length 
decoding unit 202, an extractive picture selection unit 203, 
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a motion compensation unit 204, an inverse quantization 
unit 205, an inverse orthogonal transformation unit 206, an 
addition unit 207, a picture memory 208 and a memory 
control unit 209. 

0116. The extractive picture selection unit 203 deter 
mines, based on the variable Speed reproduction information 
Map decoded by the variable length decoding unit 202, a 
picture which needs to be decoded for reproduction at a 
reproduction Speed instructed by reproduction speed infor 
mation PlaySpeed inputted from outside, and notifies it to 
the stream extraction unit 201. The stream extraction unit 
201 extracts only the Stream corresponding to the picture 
that is judged the need of decoding by the extractive picture 
selection unit 203 and transmits it to the variable length 
decoding unit 202. The memory control unit 209 controls 
pictures referred to by other pictures for variable Speed 
reproduction, assuming that the pictures are Stored in the 
picture memory 208 even if they have not yet been decoded. 
0117 Next, operations of the moving picture decoding 
apparatus 2 Structured as mentioned above will be 
explained. FIGS. 16A and 16B are flowcharts showing the 
operations of the moving picture decoding apparatuS2, and 
more specifically, FIG. 16A shows the operation for the 
Structure of the Stream as shown in the first embodiment, and 
FIG. 16B shows the operation for the structure of the stream 
as shown in the Second embodiment. 

0118 When decoding the bit stream Str structured as 
shown in the first embodiment obtained by coding, the 
Stream extraction unit 201 judges whether or not a current 
picture to be decoded is a random access point, namely, the 
first picture in a random access unit RAU (Step S50). When 
the current picture is a random access point as a result of the 
judgment (YES in Step S50), the stream extraction unit 201 
extracts a variable Speed reproduction map RAM and out 
puts it to the variable length decoding unit 202 (Step S51). 
Then, the variable length decoding unit 202 decodes the 
variable Speed reproduction map RAM and outputs it to the 
extractive picture selection unit 203 (Step S52). 
0119) Next, the extractive picture selection unit 203 
determines, based on the variable Speed reproduction map 
RAM decoded by the variable length decoding unit 202, a 
picture which needs to be decoded for reproduction at a 
reproduction Speed instructed by the reproduction speed 
information PlaySpeed inputted from outside, and notifies it 
to the stream extraction unit 201 (Step S53). The stream 
extraction unit 201 judges whether or not the extractive 
picture selection unit 203 determines that decoding of the 
current picture is unnecessary (Step S54). Here, when the 
decoding of the current picture is not determined unneces 
sary (NO in Step S54), the stream extraction unit 201 
extracts only the Stream corresponding to the current picture 
and outputs it to the variable length decoding unit 202. The 
variable length decoding unit 202 decodes the Stream cor 
responding to the inputted picture (Step S55). 
0120 Next, it is judged whether there are any undecoded 
pictures or not (Step S56), and the above operation (Steps 
S50-S56) is repeated if there are any undecoded pictures, 
and the processing is ended if there is no undecoded picture. 

0121 When decoding the bit stream Str structured as 
shown in the Second embodiment obtained by coding, if a 
current picture to be decoded is a picture at a random access 
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point as shown in FIG. 16B (YES in Step S50), the stream 
extraction unit 201 extracts the variable Speed reproduction 
map identifier RAMID, and outputs it to the variable length 
decoding unit 202 (Step S61). Then, the variable length 
decoding unit 202 decodes the variable Speed reproduction 
map identifier RAMID and outputs it to the extractive 
picture selection unit 203 (Step S62). 
0122) Next, the extractive picture selection unit 203 
determines, based on the variable Speed reproduction map 
identifier RAMID and the variable speed reproduction map 
table RAMTBL decoded by the variable length decoding 
unit 202, a picture which needs to be decoded for reproduc 
tion at a reproduction Speed instructed by the reproduction 
Speed information PlaySpeed inputted from outside, and 
notifies it to the stream extraction unit 201 (Step S63). The 
Subsequent operation is same as that of decoding the bit 
stream Str structured as shown in the first embodiment 
obtained by coding. Note that it is assumed here that the 
variable speed reproduction map table RAMTBL has been 
decoded in advance and included in the extractive picture 
Selection unit 203. 

0123. By the way, since a reference picture is specified 
using a relative reference indeX Index for decoding a current 
picture, the picture Specified as a reference picture for 
variable Speed reproduction is Sometimes different from a 
reference picture for coding. For example, in the example of 
the stream as shown in FIG. 9B, when reproducing all the 
pictures at normal Speed, all the reference pictures I0, P4 and 
B2 are stored in the picture memory 208 as shown in FIG. 
17A for decoding the picture P8. On the other hand, in a case 
of quad-speed reproduction, the pictures I0 and P4 which are 
to be reproduced (decoded) at quad speed and referred to are 
stored in the picture memory 208 as shown in FIG. 17B. 
Therefore, use of a reference indeX Index specifying the 
picture P4 referred to by the picture P8 (specifying the 2 
preceding picture in the picture memory 208) for quad-speed 
reproduction results in Specification of the picture I0 as 
shown in FIG. 17B, which brings about an adverse conse 
Guence. 
0.124. Against this backdrop, in the present embodiment, 
pictures that are not reproduced but referred to by other 
pictures in a case of variable Speed reproduction are always 
handled assuming that they are Stored in the picture memory 
208. In other words, in the above example, control is exerted 
assuming that data is Stored following the picture P4, as 
shown in FIG. 17C. 

0.125 FIG. 18 is a flowchart showing an operation for 
decoding a current picture. The operation shown in this 
flowchart corresponds to the processing of judging whether 
decoding is unnecessary or not, the processing of decoding 
a current picture and the processing of judging whether there 
are any undecoded pictures or not (Steps S53-S56) in the 
flowchart as shown in FIGS. 16A and 16B. 

0.126 The stream extraction unit 201 judges whether or 
not it is determined that the current picture needs to be 
decoded at N times speed (Step S90). When it is determined 
that the current picture needs to be decoded (YES in Step 
S90), the variable length decoding unit 202 decodes the 
current picture with reference to a picture that has been 
decoded at N times or faster speed (Step S91). Next, the 
memory control unit 209 judges whether or not there exists 
a picture which has not been decoded at N times speed but 
is to be referred to by another picture (Step S92). 
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0127. When such a picture exists as a result of this 
judgment (YES in Step S92), the memory control unit 209 
assumes that this picture which has not been decoded at N 
times Speed but is to be referred to by another picture is 
stored in the picture memory 208 (Step S93). Next, the 
memory control unit 209 stores the decoded current picture 
in the picture memory 208 (Step S94). 
0128. On the other hand, when there exist no such picture 
(NO in Step S92), the memory control unit 209 just stores 
the decoded current picture in the picture memory 208 (Step 
S94). 
0129. Next, it is judged whether there are any undecoded 
pictures or not (Step S95), the above operation (Steps 
S90-S95) is repeated if there are any undecoded pictures, 
and the processing is ended if there is no undecoded picture. 
Also, when the current picture does not need to be decoded 
at N times speed (NO in Step S90), it is judged whether there 
are any undecoded pictures or not (Step S95), and the above 
operation (Steps S90-S95) is repeated if there are any 
undecoded pictures, and the processing is ended if there is 
no undecoded picture. 
0.130. As described above, by decoding, based on the 
variable Speed reproduction information Map, only pictures 
necessary for desired variable Speed reproduction in the bit 
Stream Str obtained by coding as shown in the first and 
Second embodiments, variable Speed reproduction can be 
realized easily without decoding unnecessary pictures. 

FOURTHEMBODIMENT 

0131. In the present embodiment, operations of the mov 
ing picture decoding apparatus 2 that are partially different 
from the operation thereof as shown in the third embodiment 
will be explained. 

0132) FIG. 19A and FIG. 19B are flowcharts of the 
operations of the moving picture decoding apparatuS2, and 
more specifically, FIG. 19A shows an operation for the 
Structure of the Stream as shown in the first embodiment and 
FIG. 19B shows an operation for the structure of the stream 
as shown in the second embodiment. In FIGS. 19A and 
19B, the same Step numbers are assigned to the processes 
same as the processes in the flowchart of FIGS. 16A and 
16B and the explanation thereof is omitted. 
0133. In the third embodiment, the stream extraction unit 
201 judges whether or not a current picture to be decoded is 
the first picture in a random access unit RAU (Step S50) as 
shown in FIG. 16A, whereas in the present embodiment, it 
just judges whether or not a variable Speed reproduction map 
RAM is placed (Step S70) as shown in FIG. 19A. When the 
variable Speed reproduction map RAM is placed as a result 
of the judgment (YES in S70), the stream extraction unit 201 
extracts the variable Speed reproduction map RAM and 
outputs it to the variable length decoding unit 202 (Step 
S51). 
0.134 Similarly, in FIG. 16B, the stream extraction unit 
201 judges whether or not a current picture to be decoded is 
the first picture in a random access unit RAU (Step S50), 
whereas in the present embodiment, it just judges whether a 
variable speed reproduction map identifier RAMID is placed 
or not (Step S80) as shown in FIG. 19B. When the variable 
speed reproduction map identifier RAMID is placed (YES in 
S80), the stream extraction unit 201 extracts the variable 
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speed reproduction identifier RAMID and outputs it to the 
variable length decoding unit 202 (Step S61). 
0135). As described above, judging whether the variable 
Speed reproduction map RAM or the variable Speed repro 
duction map identifier RAMID is placed or not also allows 
variable Speed reproduction easily without decoding unnec 
essary pictures, by decoding, based on the variable Speed 
reproduction information Map, only pictures necessary for 
desired variable speed reproduction in the bit stream Str 
obtained by coding as shown in the first and Second embodi 
mentS. 

FIFTHEMBODIMENT 

0.136 If a program for realizing the moving picture 
coding method and the moving picture decoding method as 
shown in each of the above embodiments is recorded on a 
memory medium Such as a flexible disk, it becomes possible 
to perform the processing as shown in each of the embodi 
ments easily in an independent computer System. 
0137 FIGS. 20A, 20B and 20O are illustrations showing 
the case where the moving picture coding method and the 
moving picture decoding method in each of the above 
embodiments are performed in a computer System using a 
program recorded on a recording medium Such as a flexible 
disk. 

0138 FIG. 20B shows a front view of an appearance of 
a flexible disk, a cross-sectional view thereof and the flexible 
disk itself, and FIG. 20A shows an example of a physical 
format of the flexible disk as a recording medium body. The 
flexible disk FD is contained in a case F, and a plurality of 
trackS Tr are formed concentrically on the Surface of the disk 
in the radius direction from the periphery to the inside, and 
each track is divided into 16 SectorS Se in the angular 
direction. Therefore, as for the flexible disk storing the 
above-mentioned program, the program is recorded in an 
area allocated for it on the flexible disk FD. 

0139 FIG. 20O shows a structure for recording and 
reproducing the program on and from the flexible disk FD. 
When the program for realizing the moving picture coding 
method and the moving picture decoding method is recorded 
on the flexible disk FD, the program is written in the flexible 
disk from the computer system Cs via a flexible disk drive. 
When the moving picture coding method and the moving 
picture decoding method are constructed in the computer 
System by the program on the flexible disk for realizing the 
moving picture coding method and the moving picture 
decoding method, the program is read out from the flexible 
disk using the flexible disk drive and transferred to the 
computer System. 

0140. The above explanation is made on the assumption 
that a recording medium is a flexible disk, but the same 
processing can also be performed using an optical disk. In 
addition, the recording medium is not limited to a flexible 
disk and an optical disk, but the same processing can be 
performed using any other medium Such as an IC card and 
a ROM cassette capable of recording a program. 

SIXTHEMBODIMENT 

0141 Furthermore, applications of the moving picture 
coding method and the moving picture decoding method as 
shown in the above embodiments and Systems using these 
methods will be explained. 
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0.142 FIG. 21 is a block diagram showing the overall 
configuration of a content Supply System eX100 for realizing 
a content distribution Service. The area for providing com 
munication Service is divided into cells of desired size, and 
base stations ex107-ex110 that are fixed wireless stations 
are placed in respective cells. 
0143. In this content Supply system ex100, devices such 
as a computer ext111, a PDA (personal digital assistant) 
eX112, a camera eX113, a mobile phone eX114 and a camera 
equipped mobile phone eX115 are connected to the Internet 
ex 101 via an Internet service provider ex102, a telephone 
network ex104 and base stations ex107-ex110. 

0144. However, the content supply system ex100 is not 
limited to the configuration as shown in FIG. 21, and any 
combination of them may be connected. Also, each device 
may be connected directly to the telephone network ex104, 
not through the base stations ex107-ex110. 
0145 The camera ex113 is a device such as a digital 
Video camera capable of Shooting moving pictures. The 
mobile phone may be a mobile phone of a PDC (Personal 
Digital Communications) system, a CDMA (Code Division 
Multiple Access) system, a W-CDMA (Wideband-Code 
Division Multiple Access) system or a GSM (Global System 
for Mobile Communications) system, a PHS (Personal 
Handyphone system) or the like, and any of them can be 
used. 

0146 A streaming server ex103 is connected to the 
camera ex113 via the base station ex109 and the telephone 
network ex104, which allows live distribution or the like 
using the camera eX113 based on the coded data transmitted 
from a user. Either the camera eX113 or the server or the like 
for transmitting the data may code the shot data. Also, the 
moving picture data shot by a camera eX116 may be trans 
mitted to the streaming server ex103 via the computer ex111. 
The camera eX116 is a device Such as a digital camera 
capable of Shooting Still and moving pictures. In this case, 
either the camera ex116 or the computer ext111 may code 
the moving picture data. An LSI ex117 included in the 
computer ext111 or the camera ex116 actually performs 
coding processing. Software for coding and decoding pic 
tures may be integrated into any type of Storage medium 
(such as a CD-ROM, a flexible disk and a hard disk) that is 
a recording medium which is readable by the computer 
ext111 or the like. Furthermore, the camera-equipped mobile 
phone eX115 may transmit the moving picture data. This 
moving picture data is the data coded by the LSI included in 
the mobile phone ex115. 
0147 The content Supply system ex100 codes contents 
(Such as a music live video) shot by users using the camera 
eX113, the camera eX116 or the like in the same manner as 
the above embodiments and transmits them to the Streaming 
server ex103, while the streaming server ex103 makes 
Stream distribution of the contents data to the clients at their 
request. The clients include the computer ex111, the PDA 
ex112, the camera ex113, the mobile phone ex114 and so on 
capable of decoding the above-mentioned coded data. In the 
content Supply System eX100, the clients can thus receive 
and reproduce the coded data, and further the clients can 
receive, decode and reproduce the data in real time So as to 
realize personal broadcasting. 
0.148 When each device in this system performs coding 
or decoding, the moving picture coding apparatus or the 
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moving picture decoding apparatus, as shown in each of the 
above-mentioned embodiments, can be used. 

0149. A mobile phone will be explained as an example of 
the device. 

0150 FIG. 22 is a diagram showing the mobile phone 
eX115 that uses the moving picture coding method and the 
moving picture decoding method explained in the above 
embodiments. The mobile phone ex115 has: an antenna 
eX201 for Sending and receiving radio waves to and from the 
base station eX110; a camera unit ex203 Such as a CCD 
camera capable of Shooting video and Still pictures, a display 
unit eX202 Such as a liquid crystal display for displaying the 
data obtained by decoding video and the like shot by the 
camera unit ex203 and received via the antenna ex201; a 
body unit including a set of operation keys ex204, a voice 
output unit eX208 Such as a Speaker for outputting voices, a 
Voice input unit 205 Such as a microphone for inputting 
Voices, a Storage medium eX207 for Storing coded or 
decoded data Such as data of shot moving or Still pictures, 
data of received e-mails, data of moving or Still pictures, and 
a slot unit ex206 for attaching the storage medium ex207 to 
the mobile phone ex115. The storage medium ex207 
includes a flash memory element, a kind of EEPROM 
(Electrically Erasable and Programmable Read Only 
Memory) that is an electrically erasable and rewritable 
nonvolatile memory, in a plastic case Such as an SD card. 
0151. The mobile phone ex115 will be further explained 
with reference to FIG. 23. In the mobile phone ex115, a 
main control unit ex311 for overall controlling the display 
unit ex202 and the body unit including operation keys ex204 
is connected to a power Supply circuit unit eX310, an 
operation input control unit ex304, a picture coding unit 
ex312, a camera interface unit ex303, an LCD (Liquid 
Crystal Display) control unit ex302, a picture decoding unit 
ex309, a multiplex/demultiplex unit ex308, a record/repro 
duce unit ex307, a modem circuit unit ex306 and a voice 
processing unit eX305, and these units are connected to each 
other via a synchronous bus ex313. 
0152. When a call-end key or a power key is turned ON 
by a user's operation, the power Supply circuit unit eX310 
Supplies respective units with power from a battery pack So 
as to activate the camera-equipped digital mobile phone 
eX115 for making it into a ready State. 
0153. In the mobile phone ex115, the voice processing 
unit ex305 converts the voice signals received by the voice 
input unit ex205 in voice conversation mode into digital 
voice data under the control of the main control unit ex311 
including a CPU, ROM and RAM or the like, the modem 
circuit unit eX306 performs spread spectrum processing of 
the digital voice data, and the send/receive circuit unit ex301 
performs digital-to-analog conversion and frequency trans 
form of the data, so as to transmit it via the antenna eX201. 
Also, in the mobile phone ex115, after the data received by 
the antenna eX201 in Voice conversation mode is amplified 
and performed of frequency transform and analog-to-digital 
conversion, the modem circuit unit ex306 performs inverse 
Spread spectrum processing of the data, and the Voice 
processing unit ex305 converts it into analog voice data, So 
as to output it via the voice output unit 208. 
0154 Furthermore, when transmitting e-mail in data 
communication mode, the text data of the e-mail inputted by 
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operating the operation keyS eX204 on the body unit is sent 
out to the main control unit ex311 via the operation input 
control unit ex304. After the modem circuit unit ex306 
performs spread Spectrum processing of the text data and the 
Send/receive circuit unit ex301 performs digital-to-analog 
conversion and frequency transform for it, the main control 
unit ex311 transmits the resulting data to the base Station 
ex110 via the antenna eX201. 

O155 When picture data is transmitted in data commu 
nication mode, the picture data shot by the camera unit 
ex203 is supplied to the picture coding unit ex312 via the 
camera interface unit ex303. When the picture data is not 
transmitted, it is also possible to display the picture data shot 
by the camera unit ex203 directly on the display unit 202 via 
the camera interface unit ex303 and the LCD control unit 
eX302. 

0156 The picture coding unit ex312, which includes the 
moving picture coding apparatus as explained in the present 
invention, compresses and codes the picture data Supplied 
from the camera unit ex203 by the coding method used for 
the moving picture coding apparatus as shown in the above 
embodiments So as to transform it into coded picture data, 
and sends it out to the multiplex/demultiplex unit ex308. At 
this time, the mobile phone ex115 sends out the voices 
received by the voice input unit ex205 during shooting by 
the camera unit ex203 to the multiplex/demultiplex unit 
eX308 as digital voice data via the Voice processing unit 
ex305. 

0157. The multiplex/demultiplex unit ex308 multiplexes 
the coded picture data Supplied from the picture coding unit 
eX312 and the Voice data Supplied from the Voice processing 
unit ex305 by a predetermined method, the modem circuit 
unit ex306 performs spread spectrum processing of the 
multiplexed data obtained as a result of the multiplexing, 
and the send/receive circuit unit ex301 performs digital-to 
analog conversion and frequency transform on the data for 
transmitting via the antenna eX201. 
0158 As for receiving data of a moving picture file which 
is linked to a Web page or the like in data communication 
mode, the modem circuit unit ex306 performs inverse spread 
Spectrum processing on the data received from the base 
station ex110 via the antenna eX201, and sends out the 
multiplexed data obtained as a result of the processing to the 
multiplex/demultiplex unit ex308. 

0159. In order to decode the multiplexed data received 
via the antenna ex201, the multiplex/demultiplex unit ex308 
Separates the multiplexed data into a bit Stream of picture 
data and a bit Stream of Voice data, and Supplies the coded 
picture data to the picture decoding unit ex309 and the voice 
data to the voice processing unit ex305 respectively via the 
synchronous bus ex313. 

0160 Next, the picture decoding unit ex309, which 
includes the picture decoding apparatus as explained in the 
present invention, decodes the bit Stream of picture data by 
the decoding method corresponding to the coding method as 
shown in the above-mentioned embodiments to generate 
reproduced moving picture data, and Supplies this data to the 
display unit ex202 via the LCD control unit ex302, and thus 
moving picture data included in a moving picture file linked 
to a Web page, for instance, is displayed. At the Same time, 
the voice processing unit ex305 converts the voice data into 
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analog voice data, and Supplies this data to the Voice output 
unit eX208, and thus voice data included in a moving picture 
file linked to a Web page, for instance, is reproduced. 
0.161 The present invention is not limited to the above 
mentioned System, and at least either the moving picture 
coding apparatus or the moving picture decoding apparatus 
in the above-mentioned embodiments can be incorporated 
into a system for digital broadcasting as shown in FIG. 24. 
Such ground-based or Satellite digital broadcasting has been 
in the news lately. More specifically, a bit stream of video 
information is transmitted from a broadcast station ex409 to 
a communication or broadcast satellite ex410 via radio 
waves. Upon receipt of it, the broadcast satellite ex410 
transmits radio waves for broadcasting, a home-use antenna 
ex406 with a satellite broadcast reception setup receives the 
radio waves, and a device Such as a television (receiver) 
ex401 or a set top box (STB) ex407 decodes the bit stream 
for reproduction. The moving picture decoding apparatus as 
shown in the above-mentioned embodiments can be imple 
mented in the reproduction apparatus ex403 for reading off 
and decoding the bit Stream recorded on a Storage medium 
ex402 that is a recording medium such as a CD and DVD. 
In this case, the reproduced Video signals are displayed on 
a monitor ex404. It is also conceived to implement the 
moving picture decoding apparatus in the Set top box ex407 
connected to a cable ex405 for a cable television or the 
antenna ex406 for satellite and/or ground-based broadcast 
ing so as to reproduce them on a monitor ex408 of the 
television. The moving picture decoding apparatus may be 
incorporated into the television, not in the Set top box. Or, a 
car ex412 having an antenna ex411 can receive signals from 
the satellite ex410, the base station eX107 or the like for 
reproducing moving pictures on a display device Such as a 
car navigation System ex413 in the car ex412. 
0162 Furthermore, the moving picture coding apparatus 
as shown in the above-mentioned embodiments can code 
picture Signals for recording them on a recording medium. 
AS a concrete example, there is a recorder eX420 Such as a 
DVD recorder for recording picture signals on a DVD disc 
eX421 and a disk recorder for recording them on a hard disk. 
They can be recorded on an SD card ex422. If the recorder 
eX420 includes the moving picture decoding apparatus as 
shown in the above-mentioned embodiments, the picture 
signals recorded on the DVD disc ex421 or the SD card 
ex422 can be reproduced for display on the monitor ex408. 
0163 As the structure of the car navigation system 
ex413, the structure without the camera unit eX203, the 
camera interface unit eX303 and the picture coding unit 
ex312, out of the units shown in FIG. 23, can be conceived. 
The same applies to the computer eX111, the television 
(receiver) ex401 and others. 
0164. In addition, three types of implementations can be 
conceived for a terminal Such as the above-mentioned 
mobile phone eX114, a Sending/receiving terminal including 
both an encoder and a decoder, a Sending terminal including 
an encoder only, and a receiving terminal including a 
decoder only. 
0.165. As described above, it is possible to use the moving 
picture coding method or the moving picture decoding 
method as shown in the above-mentioned embodiments in 
any of the above-mentioned apparatuses and Systems, and 
using this method, the effects described in the above 
embodiments can be obtained. 
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0166 The present invention is not limited to the above 
mentioned embodiments, and various changes and modifi 
cations may be made without departing from the Spirit and 
Scope of the invention. 
0167) 
0168 As described above, the moving picture coding 
method and the moving picture decoding method according 
to the present invention are valuable as methods for coding 
pictures that make up a moving picture So as to generate a 
bit Stream and decoding the generated bit Stream in a mobile 
phone, a DVD apparatus, a personal computer and the like, 
for example. 

Industrial Applicability 

1. A moving picture coding method for coding a moving 
picture Signal on a picture-by-picture basis and generating a 
bit Stream, comprising: 

an information creation Step of creating variable Speed 
reproduction information for Specifying pictures to be 
reproduced at variable Speed; and 

a coding Step of coding the variable Speed reproduction 
information and adding Said information to the bit 
Stream. 

2. The moving picture coding method according to claim 
1, 

wherein in the information creation Step, the variable 
Speed reproduction information is created for each 
random acceSS unit that is made up of a plurality of 
pictures, said random acceSS unit being a unit in which 
a current picture to be decoded can be decoded with 
reference to another picture only in the random access 
unit. 

3. The moving picture coding method according to claim 
1, 

wherein in the information creation Step, the variable 
Speed reproduction information is created by associat 
ing Speeds for variable Speed reproduction with infor 
mation Specifying the pictures to be reproduced at Said 
Speeds respectively. 

4. The moving picture coding method according to claim 
3, 

wherein in the variable Speed reproduction information, 
the Speeds at which the pictures need to be decoded are 
described respectively according to picture numbers of 
Said pictures. 

5. The moving picture coding method according to claim 
3, 

wherein in the variable Speed reproduction information, 
the Speeds at which the pictures need to be decoded are 
described respectively in Sequence. 

6. The moving picture coding method according to claim 
3, 

wherein in the variable Speed reproduction information, 
picture numbers of pictures necessary for the reproduc 
tion at the Speeds are described for each of the Speeds. 

7. The moving picture coding method according to claim 
1, 

wherein in the information creation Step, an indeX is 
created as the variable Speed reproduction information, 
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the indeX Specifying a corresponding reference rela 
tionship in a list of predetermined reference relation 
ships. 

8. The moving picture coding method according to claim 
7, 

wherein the list of predetermined reference relationships 
is a map table having a plurality of Sets of map 
information in which Speeds for variable speed repro 
duction are associated with information Specifying the 
pictures to be reproduced at Said Speeds respectively, 
and 

in the information creation Step, an identifier for Selecting 
corresponding map information in the map table is 
created as the variable Speed reproduction information. 

9. The moving picture coding method according to claim 
8, 

wherein in the information creation Step, the map table is 
created, and 

in the coding Step, the map table is coded and added to the 
bit stream. 

10. The moving picture coding method according to claim 
1, further comprising: 

a detection Step of detecting whether common informa 
tion needs to be coded or not, Said common information 
being referred to by the pictures to be reproduced at 
variable Speed; and 

a common information addition Step of adding the com 
mon information to the pictures when it is detected in 
the detection Step that Said information needs to be 
coded. 

11. A moving picture decoding method for decoding a bit 
Stream on a picture-by-picture basis, comprising: 

an information extraction Step of extracting variable Speed 
reproduction information for Specifying pictures to be 
reproduced at variable Speed; and 

a decoding Step of decoding the variable Speed reproduc 
tion information and Specifying and decoding the pic 
tures to be reproduced at variable speed based on the 
variable Speed reproduction information. 

12. The moving picture decoding method according to 
claim 11, 

wherein in the information extraction Step, the variable 
Speed reproduction information is extracted from each 
random acceSS unit that is made up of a plurality of 
pictures, Said random acceSS unit being a unit in which 
a current picture to be decoded can be decoded with 
reference to another picture only in the random acceSS 
unit. 

13. The moving picture decoding method according to 
claim 11, 

wherein in the variable Speed reproduction information, 
Speeds for variable Speed reproduction are associated 
with information Specifying the pictures to be repro 
duced at Said Speeds respectively, and 

in the decoding Step, the pictures to be reproduced at 
instructed Speeds are specified based on Said instructed 
Speeds and the variable Speed reproduction informa 
tion. 
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14. The moving picture decoding method according to 
claim 13, 

wherein in the variable Speed reproduction information, 
the Speeds at which the pictures need to be decoded are 
described respectively according to picture numbers of 
Said pictures. 

15. The moving picture decoding method according to 
claim 13, 

wherein in the variable Speed reproduction information, 
Speeds at which the pictures need to be decoded are 
described respectively in Sequence. 

16. The moving picture decoding method according to 
claim 13, 

wherein in the variable Speed reproduction information, 
picture numbers of pictures necessary for the reproduc 
tion at the Speeds are described for each of Said Speeds. 

17. The moving picture decoding method according to 
claim 11, 

wherein the variable Speed reproduction information is an 
indeX Specifying a corresponding reference relationship 
in a list of predetermined reference relationships, and 

in the decoding Step, the corresponding reference rela 
tionship is Specified in the list of predetermined refer 
ence relationships based on the indeX. 

18. The moving picture decoding method according to 
claim 17, 

wherein the list of predetermined reference relationships 
is a map table having a plurality of Sets of map 
information in which Speeds for variable speed repro 
duction are associated with information specifying the 
pictures to be reproduced at Said Speeds respectively, 

the indeX is an identifier for Selecting corresponding map 
information in the map table, and 

in the decoding Step, the pictures to be reproduced at 
instructed Speeds are specified based on Said instructed 
Speeds, the map table and the identifier. 

19. The moving picture decoding method according to 
claim 18, 

wherein in the information extraction Step, the map table 
is extracted, and 

in the decoding Step, the map table is decoded. 
20. The moving picture decoding method according to 

claim 11, further comprising a memory control Step of 
controlling a picture on the assumption that the picture is 
Stored in a picture memory when the reproduction is per 
formed at variable Speed, Said picture being not to be 
reproduced at variable speed but referred to by another 
picture. 

21. A moving picture coding apparatus for coding a 
moving picture signal on a picture-by-picture basis and 
generating a bit Stream, comprising: 

an information creation unit operable to create variable 
Speed reproduction information for Specifying pictures 
to be reproduced at variable Speed; and 

a coding unit operable to code the variable Speed repro 
duction information and adding Said information to the 
bit stream. 
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22. A moving picture decoding apparatus for decoding a 
bit Stream on a picture-by-picture basis, comprising: 

an information extraction unit operable to extract variable 
Speed reproduction information for Specifying pictures 
to be reproduced at variable Speed; and 

a decoding Step operable to decode the variable Speed 
reproduction information and Specifying and decoding 
the pictures to be reproduced at variable Speed based on 
the variable Speed reproduction information. 

23. A program for coding a moving picture Signal on a 
picture-by-picture basis and generating a bit Stream, the 
program causing a computer to execute: 

an information creation Step of creating variable Speed 
reproduction information for Specifying pictures to be 
reproduced at variable Speed; and 

a coding Step of coding the variable speed reproduction 
information and adding Said information to the bit 
Stream. 
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24. A program for decoding a bit Stream on a picture-by 
picture basis, the program causing a computer to execute: 

an information extraction Step of extracting variable Speed 
reproduction information for Specifying pictures to be 
reproduced at variable Speed; and 

a decoding Step of decoding the variable Speed reproduc 
tion information and Specifying and decoding the pic 
tures to be reproduced at variable speed based on the 
Variable Speed reproduction information. 

25. A bit Stream that is generated by coding a moving 
picture Signal on a picture-by-picture basis, comprising 
variable Speed reproduction information for Specifying pic 
tures to be reproduced at variable Speed. 


