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(57) Abstract: A method and apparatus for robust mobility management in a network having a mobile node (MN), a mobility anchor
~~. point (MAP), a correspondent node (CN1, CN2), a home agent (HA) and an aceess router (AR1) and operating under a hicrarchical
protocol. The mobile node (MN) sends the address (102, 104) of the mobility anchor point (MAP) to the correspondent node (CN1,
(CN2) and sends the address (106, 108) of the mobile nade (MN) on the netwark of the aceess router (AR) to the home agent (HA)
o and to the mobility anchor point (MAP). When failure of the mobility anchor point occurs, the mobile node recovers from the failure
by sclecting a new mability anchor point or operating under a non-hicrarchical protocol. Failure is detected by an intermediate router
or by a correspondent node when messages fail to rcach the mebility anchor point.
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METHOD AND APPARATUS FOR ROBUST LOCAL MOBILITY
MANAGEMENT IN A MOBILE NETWORK

TECHNICAL FIELD

This invention relates to local mobility management techniques for mobile
networks and, in particular, to a method and apparatus for recovering from failure of

local mobility management.

BACKGROUND OF THE INVENTION

As the number of wireless devices for voice or data increases, mobile data

communication will likely emerge as the technology supporting most communication

- including voice and video. Mobile data communication will be pervasive in cellular

systems such as 3G and in wireless LAN such as 802.11, and will extend into satellite
communication.

In IP (Internet Protocol) networks, routing is based on stationary IP addresses,
similar to how a postal letter is delivered to the fixed address on the envelope. A
device on a network is reachable through normal IP routing by the IP address it is
assigned on the network.

When a device roams away from its home network it is no longer reachable
using normal IP routing. This results in the active sessions of the device being
terminated. Mobile protocols (such as the Hierarchical Mobile Internet protocol
(HMIP v4 and v6) or the Mobile IP defined by the Intetnet Engineering Task Force
(IETF) RFC 2002) were created to enable users to keep the same IP address while
traveling to a differqnt network (which may even be on a different wireless system),

thus ensuring that a roaming individual could continue communication without
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sessions or connections being dropped. When the mobility functions of mobile
pretocols are performed at the network layer rather than the physical layer, the mobile
device can span different types of wireless and wire-line networks while maintaining
connections and ongoing applications. In some applications, such as remote login,
remote printing, and file transfers, it is undesirable to interrupt communications while an
individual roams across network boundaries. Also, certain network services, such as
software licenses and access privileges, are based on IP addresses. Changing these
IP addresses could compromise the network services.

The concept of local mobility management is well known in the cellular and IP
domains. For instance, in a mobile IP network, the concept of a mobility anchor point
(MAP) is defined to support fast mobility. A MAP is a node that enhances handoff
performance by acting as a care-of-address (CoA) of the mobile node. Specifically, the
mobile node registers the address in the network of the MAP with its home agent and
its correspondent nodes and registers its "real CoA" with the MAP. As long as the
MAP is not changed, a mobile node need not update its home agent and
correspondent nodes.  However, if the MAP fails or gets disconnected, the
correspondent nodes cannot send packets to the mobile node and packets in transit
will be lost. Additionally, it takes a significant amount of time to identify the problem
and recover. Meanwhile, all packets sent will be lost.

The discussion of the background to the invention herein is included to explain
the context of the invention. This is not to be taken as an admission that any of the
material referred to was published, known or part of the common general knowledge in
Australia as at the priority date of any of the claims.

According to one aspect of the present invention there is provided a method for
robust mobility management in a network having a mobile node, a mobility anchor
point, a correspondent node, a home agent and an access router and operating under
a hierarchical protocol, said method including:

the mobile node sending an address belonging to the mobility anchor point to
the correspondent node;

the mobile node sending an address of the mobile node on a network of the
access router to the home agent;

the mobile node sending the address of the mobile node on the network of the
access router to the mobility anchor point; and

detecting failure of the mobility anchor point.

According to a further aspect of the present invention there is provided a

method for robust mobility management in a network having a mobile node, a mobility

Wmane\GABNODEL\725529 - replaced pages - 8 May 07.d0c.
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anchor point, a correspondent node, a home agent and an access router and operating
under a hierarchical protocol, said method including:

the mobile node sending a first care-of address to the correspondent node,
wherein the first care-of address maps an address of the mobile node to an address
corresponding to the mobility anchor point;

the mobile node sending a second care-of address that is different than the first
care-of address to the home agent; and
the mobile node sending an address of the mobile node on a network of the access
router to the mobility anchor point.

According to a still further aspect of the present invention there is provided a
method for robust mobility management in a network having a mobile node, an access
router, a mobility anchor point, a correspondent node, and a home agent, operating
under a hierarchical protocol, said method including:

receiving at an intermediate router an information packet, wherein the
information packet is intended for transmission between the correspondent node and
the mobile node via the mobility anchor point;

the intermediate router determining if the information packet is successfully
transmitted to the mobility anchor point; and
if the information packet is not successfully transmitted to the mobility anchor point,
transmitting the information packet to a next address in a routing header in the
information packet.

BRIEF DESCRIPTION OF THE DRAWINGS
A preferred embodiment of the present invention will now be described with

reference to the accompanying drawings in which:

FIG. 1 is a diagrammatic representation of an exemplary network.

W mang\GABNODELI725520 - replaced pages - 8 May 07 doc
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FIG. 2 is a diagrammatic representation of information flow in a network in
accordance with the present invention in normal operation.

FIG. 3 is a diagrammatic representation of information flow in a network in
accordance with the present invention when the MAP fails.

FIG. 4 is a flow chart of an embodiment of the method of the present
invention.

FIG. 5 is a further flow chart of an embodiment of the method of the present

invention.

DETAILED DESCRIPTION OF THE INVENTION

While this invention is susceptible of embodiment in many different forms,
there is shown in the drawings and will herein be described in detail specific
embodiments, with the understanding that the present disclosure is to be considered as
an example of the principles of the invention and not intended to limit the invention to
the specific embodiments shown and described. In the description below, like
reference numerals are used to describe the same, similar or corresponding parts in the
several views of the drawings.

When a network device is capable of roaming away from its home network it
is called a Mobile Node (MN). A Mobile Node is a device such as a cell phone,
personal digital assistant, automobile computer or portable computer whose software
enables network roaming capabilities.

A Correspondent Node (CN) is a device on the network with which the
Mobile Node is in communication.

A Home Agent (HA) is a device on the home network, i.e. the network of the
Mobile node when it is not roaming. The HA may serve as the default anchor point
for communication with the Mobile Node, tunneling packets from a Correspondent

Node to the roaming Mobile Node.
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An Access Router (AR) or Foreign Agent (FA) is a router that may function as
the point of attachment for the Mobile Node when it roams to a foreign network. It
delivers information packets to the Mobile Node. Information packets from the CN
may be forwarded via the Home Agent or via the Mobility Anchor Point.

The care-of address (CoA) is the address that can be used to reach a Mobile
Node when it is on a foreign network. The Home Agent maintains an association
between the home IP address of the Mobile Node and its care-of address, which is the
current location of the Mobile Node on the foreign or visited network.

Encapsulation is a protocol which allows information packets of a network A,
including routing information, to be transmitted across an arbitrary network B by
encapsulating the packets of A within packets of B. Encapsulation may also be used
to transport packets from one point in a network to another. This process is called
Tunneling.

A routing header is an option in the IP header that enables a source to specify,
in order, multiple addresses through which a packet must be routed before it rcaches
its final destination.

In standard Mobile IP, when a MN moves to a new location on the network,
all of the Correspondent Nodes and the Home Agent arc informed of the new CoA.
This generates an excess of communication and increases delay. An altetnative
approach is a Hierarchical Mobile Intcrnct protocol (HMIP), in which information
packets are routed to the MN via a Mobility Anchor Point (MAP). The HA and CNs
are each provided with the address of the MAP or an address in the MAPs network
which uniquely identifies the mobile node (henceforth denoted by MAP_Addr). In
the latter case the MAP can intercept the packet on behalf of the Mobile Node. In
either case, the MAP receives the information packets and then forwards the
information packets to the MN. When a MN moves to a new location on the network,
only the MAP needs to be informed of the move. That is, only devices in the
neighborhood of the MN need to be informed of the move. This provides a more
efficient network. However, if the MAP fails then communication to all of the CNs is

lost.
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The method of the invention allows a mobile node to continue receiving
packets even when the MAP fails. It also enables the mobile node to discover the
problem quickly.

According to the method of the invention, the operation of the Mobile Node is
changed as shown in FIG. 1. FIG. 1 shows an exemplary network including a
Mobile Node (MN), two Correspondent Nodes (CN1 and CN2), three Access Routers
(AR1, AR2 and AR3), a Home Agent router (HA) and a Mobility Anchor Point
(MAP). Also shown are two intermediate routers (R1 and R2) indicating that there
may be several layers between the MAP and the ARs. Following the Agent
Discovery stage, during which AR1 is identified as the current Access Router and
MAP as the current Mobility Anchor Point, the Mobile Node registers its current
location with the MAP and Home Agent. The mobile node sends a binding update
(BU), with MAP_Addr ) as its CoA, only to the correspondent nodes (CN1 and CN2),
shown as links 102 and 104 in FIG. 1. However, it gives its “real CoA” (i.e. its actual
address on the network of AR!, denoted by CMN_Addr) to the home agent via link
106. This is in confrast to prior schemes in which the MAP_Addr was sent to the
Home Agent. The CMN_Addr is also sent to the MAP via link 108.

As the mobile node moves to a new access router and gets a new CMN_Addr,
it sends a BU to both the MAP and its Home Agent, with the CMN_Addr as the CoA.
This is in contrast to prior schemes, wherc the Home Agent was awarc only of the
MAP_Addr, and no update was needed when the mobile nodes moved to a new
access router. Note that when the mobile node performs a handoff, it needs to receive
packets seamlessly from the correspondent nodes. There is often very little real-time
communication between the home agent and the mobile node — assuming that all
correspondents support the binding update (BU) option. So, the roundtrip latency
associated with sending a BU to the HA will not affect the performance of the current
sessions between the mobile node and its correspondents.

The operation of the network is also changed according to the method of the
invention. In normal operation, as shown in FIG. 2, information flows between the

mobile node (MN) and the correspondent nodes (CN1 and CN2) via the Mobility
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Anchor Point (MAP). The information passes through the access router (AR1) and
other routers (R1 and AR2).

When a router tries to send packets with a routing header to another node and
finds that the node is unreachable, instead of dropping the packet, the router will
process the packet’s routing header. In other words, the router will send the packet to
the next destination given in the routing header.

When the MAP fails or gets disconnected from the network, packets from the
correspondent node CN2 will reach the last router (R1) on the path to the MAP that is
still functional. That router then determines that the packet cannot be sent to the MAP
using the standard mechanisms (like routing table/neighbor discovery/ARP). It then
processes the routing header and sends the packet to the next entry in the routing
header. This entry is the home address of the mobile node. The router then sends the
packet to the home network where the home agent HA intercepts the packet. This
situation is shown in FIG. 3. The HA, which has the “real CoA™ encapsulates the
packet to the mobile node. Thus the MN receives the packet even if MAP fails. Also,
based on the fact that HA has encapsulated a packet with a routing header containing
MAP’s address, the MN realizes that the MAP has failed. Note that even if a mobile
node uscs multiple MAPs, this scheme provides a way for identifying the MAP that
has failed. It can then recover by cither using a different MAP, if present, or by
reverting to base mobilc IP.

FIG. 4 is a flow chart of an embodiment of the operation of a Mobile Node in
accordance with the present invention. Following start block 402, the Mobile Node
performs Agent Discovery at block 404, during which the Home Agent, Access
Routers (Foreign Agents) and Mobility Anchor Points are discovered. The Mobile
Node then registers its current network location with the Foreign Agent if there is one
and Access Router at block 406. At block 408, the Mobile Node sends the
MAP_Addr to any correspondent nodes as its CoA. At block 410, the Mobile Node
sends its current network location address (CMN_Addr) to the Home Agent. The
CMN_Addr is also sent to the Mobility Anchor Point at block 412. At this point in

the process, normal network operation can proceed, with information flowing between
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the Mobile Node and the Correspondent Nodes via the Mobility Anchor Point. As the
Mobile node roams, it may become necessary to perform a hand-off to a new Access
Roufer. At block 414 a check is made to determine if hand-off to a new router is
required. If a hand-off is required, as depicted by the positive branch from decision
block 414, flow returns to block 410, and the new CMN_Addr is sent to the Home
Agent and to the Mobility Anchor Point. If a hand-off is not required, as depicted by
the negative branch from decision block 414, flow continues to decision block 416,
where a check is made to determine if the Mobility Anchor Point has failed. The
failure can be detected rapidly, as described above, since information packets will be
received via the Home Agent rather than via the MAP. If the MAP has failed, as
indicated by the positive branch from decision block 416, a recovery process is
performed at block 418, where a new MAP is selected or the process reverts to a
standard Mobile IP. If the MAP has not failed, as indicated by the negative branch
from decision block 416, flow continues to decision block 420. If the session is not
terminated, normal operation continues and, as indicated by the negative branch from
decision block 420, flow returns to block 414. Otherwise, the session cnds at
termination block 422.

FIG. 5 is a flow chart of an embodiment of the operation of a network in
accordance with the present invention. Following start block 502, an information
packet in the network from a correspondent node passes through a number of routers
until it reaches the router before the Mobility Anchor Point (MAP). At block 504,
this router receives the information packet. At block 506, the router tries to send the
packet to MAP, as specified in the packet header. (Each correspondent node has the
MAP_Addr as the CoA for the Mobile node.) At decision block 508, a check is made
to determine if the packet has been received successfully by the MAP. If it has been
received, as depicted by the positive branch from decision block 508, the MAP sends
the packet to the Access Router (possibly via additional routers). (The MAP has the
CMN_Addr as the CoA for the Mobile node). Finally, the packet is received by the
Access Router and intercepted by the Mobile node at block 512. However, if the
router is unsuccessful in sending the packet to the MAP, as depicted by the negativé

-10-
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branch from decision block 508, the router instead sends the packet to the next
address in the header at block 516. The next address is the address of the home
network. At block 518, the home agent intercepts the packet on the home network.
At block 520 the Home Agent encapsulates the packet and, at block 522, sends the
packet to the Mobile Node using the CMN_Addr. The process is completed at block
524,

An advantage of the present invention is that it does not require any non-
standard enhancement in the CN or the HA. Additionally, it achieves a balance
between a pure end-to-end approach and a pure network-based approach. Note that
for a pure end-to-end approach, only the changes described with reference to FIG. 4
above need to be implemented. In that case, the CNs will get a 'destination
unreachable' ICMP message and will delete the binding as per the standard protocol.
They will then send packets to the home address directly. The home agent, which has
the “real CoA”, can then tunnel the packet to the mobile node. This enables the -
connection to be maintained. The mobile node can still recognize the failure of the
MAP as follows: when the mobile node gets a packet tunneled by the home agent and
originally sent by a cotrespondent in its binding update list, the mobile can verify if
the MAP is functional.

Those of ordinary skill in the art will recognize that although the present
invention has been described in terms of exemplary embodiments based upon 2
modification to a Hierarchical Mobile IP network, the method can be applied to a
variety of IP based wireless infrastructures, including 3G cellular systems and CGISS
wideband networks.

While the invention has been described in conjunction with specific
embodiments, it is evident that many alternatives, modifications, permutations and
variations will become apparent to those of ordinary skill in the art in light of the
foregoing description. Accordingly, it is intended that the present invention embrace
all such alternatives, modifications and variations as fall within the scope of the

appended claims.

11-
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A method for robust mobility management in a network having a mobile node, a
mobility anchor point, a correspondent node, a home agent and an access router and
operating under a hierarchical protocol, said method including:

the mobile node sending an address belonging to the mobility anchor point to
the correspondent node;

the mobile node sending an address of the mobile node on a network of the
access router to the home agent;

the mobile node sending the address of the mobile node on the network of the
access router to the mobility anchor point; and

detecting failure of the mobility anchor point.

2. A method in accordance with claim 1, further comprising the mobile node
recovering from the failure of the mobility anchor point.

3. A method in accordance with claim 2, wherein the mobile node recovers from
the failure of the mobility anchor point by selecting a new mobility anchor point.

4. A method in accordance with claim 2, wherein the mobile node recovers from
the failure of the mobility anchor point by operating under a non-hierarchical protocol.

5. A method in accordance with any one of the preceding claims further
comprising transmitting information packets between the correspondent node and the
mobile node via the mobility anchor point.

6. A method in accordance with claim 5, wherein the information packets include a
header containing the address belonging to the mobility anchor point and the address
of the mobile node.

7. A method in accordance with claim 5, wherein the information packets include a
header containing an address corresponding to the mobile node that is being

intercepted by the mobility anchor point.

8. A method in accordance with claim 5, wherein said transmitting includes
transmitting information packets from an intermediate router to the mobility anchor
point, and wherein said detecting comprises:

WAMANEIGAENODELV25528 - replaced pages - 8 May 07 doc
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the intermediate router determining if an information packet is successfully
transmitted to the mobility anchor point;
if the information packet is not successfully transmitted to the mobility anchor
point;
transmitting the information packet to the home agent; and
the home agent encapsulating the information packet and transmitting it the

mobile node.

9. A method in accordance with claim 8, wherein said detecting further comprises
the mobile node detecting when a received information packet has been encapsulated

by the home agent.

10. A method in accordance with any one of the preceding claims wherein said
detecting comprises:
the correspondent node attempting to transmit an information packet to the
mobility anchor point;
the correspondent node determining if an information packet is successfully
transmitted to the mobility anchor paint;
if the information packet is not successfully transmitted to the mobility anchor
point:
passing the information packet to the home agent; and
the home agent encapsulating the information packet and transmitting it
the mobile node.

11. A method in accordance with any one of the preceding claims, further
comprising:

detecting when the mobile node should be associated with a new access router;

the mobile node sending the address of the mobile node on a network of the
new access router to the home agent; and

the mobile node sending the address of the mobile node on the network of the

new access router to the mobility anchor point.

12. A method in accordance with any one of the preceding claims further
comprising:

the mobile node discovering local access routers; and

if the mobile node discovers a local access router, the mobile node obtaining a

care-of address using the local access router.

Wnade\GABNODELN 25529 - rapiaced pages - 8 #ay 07.doc
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13. A method in accordance with claim 12, wherein the mobile node address is the

care-of address obtained from the local access router.

14. A method for robust mobility management in a network having a mobile node, a
mobility anchor point, a correspondent node, a home agent and an access router and
operating under a hierarchical protocol, said method including:

the mobile node sending a first care-of address to the correspondent node,
wherein the first care-of address maps an address of the mobile node to an address
corresponding to the mobility anchor paint;

the mobile node sending a second care-of address that is different than the first
care-of address to the home agent; and

the mobile node sending an address of the mobile node on a network of the
access router to the mobility anchor point.

15. The method of Claim 14, wherein the first care-of address is an address in a
network of the mobility anchor point, and the second address is the address of the

mobile node on the network of the access router.

16.  The method of claim 14, further comprising the mobile node detecting failure of
the mobility anchor point by receiving a packet from the home agent.

17. The method of claim 16, wherein detecting the failure comprises determining
the presence of the first care of address in a routing header.

18. A method for robust mobility management in a network having a mobile node,
an access router, a mobility anchor point, a correspondent node, and a home agent,
operating under a hierarchical protocol, said method including:

receiving at an intermediate router an information packet, wherein the
information packet is intended for transmission between the correspondent node and
the mobile node via the mobility anchor point;

the intermediate router determining if the information packet is successfully
transmitted to the mobility anchor point; and

if the information packet is not successfully transmitted to the mobility anchor
point, transmitting the information packet to a next address in a routing header in the

information packet.
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19. The method of claim 18, wherein the next address is a home address of the
mobile node.

20. The method of claim 19 further comprising the home agent intercepting and
encapsulating the information packet and transmitting it the mobile node.

21. The methed of claim 20 further comprising the mobile node receiving a packet

from the home agent and recovering from failure of the mobility anchor point.

22. A method for robust mobility management in a network substantially as herein
described with reference to the accompanying drawings.
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