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ORGANIZING AND AGGREGATING 
MEETINGS INTO THREADED 

REPRESENTATIONS 

CROSS REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application claims priority benefit of the U . S . 
Provisional Patent Application titled , “ Multi - Threaded 
Meeting Representation , ” filed on Sep . 6 , 2017 and having 
Ser . No . 62 / 555 , 000 . The subject matter of this related 
application is hereby incorporated herein by reference . 

aggregate level instead of at the individual meeting level . 
For example , a user may analyze the summary of a thread of 
related meetings and / or insights related to the thread to 
identify key points , topics , decisions , and / or participants in 
the thread ; determine the effectiveness of the meetings in 
covering the agenda and / or the ability of the participants to 
collaborate during the meetings ; identify trends and / or 
assess progress in the meetings over time ; and / or identify 
actions that can be taken as result of the meetings . Conse 
quently , the disclosed techniques provide technological 
improvements in interactive virtual meeting assistants and / 
or other applications or devices that are used to conduct , 
manage , schedule , and / or review meetings or other types of 
events . 

BACKGROUND 
Field of the Various Embodiments 

[ 0002 ] Embodiments of the present invention relate gen 
erally to text and speech analytics , and more particularly , to 
organizing and aggregating meetings into threaded repre 
sentations . 

Description of the Related Art 
[ 0003 ] Recent technological advances have allowed meet 
ings to be conducted more efficiently and effectively . For 
example , network - enabled devices have been deployed with 
solutions that allow people to conduct teleconferences with 
one another instead of requiring all participants to be in the 
same physical location . The solutions may also allow the 
participants to record video and / or audio during meetings , 
generate transcripts from meeting recordings , share notes 
and minutes with one another , find meeting times that work 
best for most or all participants , and / or interact or collabo 
rate within a virtual or augmented environment . 
[ 0004 ] However , insights and / or conclusions continue to 
be generated or derived from meetings on a manual basis . 
For example , an attendee may take notes during a meeting 
to identify and / or track important points , discussions , and / or 
decisions in the meeting . In another example , a user may be 
required to review an entire recording and / or transcript of a 
meeting to determine the content of the meeting . In a third 
example , a user may be required to manually identify a 
series of related meetings before analyzing the content 
and / or metadata of the meetings for patterns or trends related 
to the context , highlights , attendees , and / or other attributes 
of the meetings . 
[ 0005 ] As the foregoing illustrates , what is needed is a 
technological improvement for automating or streamlining 
the generation of insights , key points , topics , and / or sum 
maries for meetings and / or groups of related meetings . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0008 ] So that the manner in which the above recited 
features of the various embodiments can be understood in 
detail , a more particular description of the inventive con 
cepts , briefly summarized above , may be had by reference to 
various embodiments , some of which are illustrated in the 
appended drawings . It is to be noted , however , that the 
appended drawings illustrate only typical embodiments of 
the inventive concepts and are therefore not to be considered 
limiting of scope in any way , and that there are other equally 
effective embodiments . 
10009 ] FIG . 1 is a block diagram illustrating a system 
configured to implement one or more aspects of the present 
disclosure ; 
[ 0010 ] FIG . 2 is a more detailed illustration of function 
ality provided by the interactive virtual meeting assistant of 
FIG . 1 , according to various embodiments of the present 
invention ; 
[ 0011 ] FIGS . 3A - 3B collectively illustrate an example 
user interface associated with the virtual meeting assistant , 
according to various embodiments of the present invention ; 
[ 0012 ] FIG . 4 is a flow diagram of method steps for 
organizing and aggregating meetings into a threaded repre 
sentation , according to various embodiments of the present 
invention ; 
[ 0013 ] FIG . 5 is a flow diagram of method steps for 
generating a summary of a thread containing a collection of 
related meetings , according to various embodiments of the 
present invention . 

SUMMARY 
[ 0006 ] One embodiment of the present invention sets forth 
a technique for organizing meeting content . The technique 
includes generating , from a set of available meetings , a 
thread containing a collection of related meetings that share 
one or more attributes . The technique also includes aggre 
gating data for the related meetings , where the data includes 
metadata for the related meetings and terms included in 
recordings of the related meetings . The technique further 
includes outputting at least a portion of the aggregated data 
within a summary of the thread . 
[ 0007 ] At least one advantage of the disclosed techniques 
is that the summary expedites the review of meetings and / or 
the use of content discussed during the meetings at an 

DETAILED DESCRIPTION 
[ 0014 ] In the following description , numerous specific 
details are set forth to provide a more thorough understand 
ing of the various embodiments . However , it will be appar 
ent to one of skilled in the art that the inventive concepts 
may be practiced without one or more of these specific 
details . 
[ 0015 ] System Overview 
[ 0016 ] FIG . 1 illustrates a system 100 configured to imple 
ment one or more aspects of the present disclosure . As 
shown , system 100 includes , without limitation , a comput 
ing device 110 coupled via dial - in infrastructure networks 
140 to multiple meeting participants 150 ( 0 ) to 150 ( m ) . 
[ 0017 ] As shown , computing device 110 includes , without 
limitation , a processor 120 , input / output ( I / O ) devices 125 , 
and a memory 130 . Processor 120 may be any technically 
feasible form of processing device configured to process 
data and execute program code . Processor 120 could be , for 
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example , a central processing unit ( CPU ) , a graphics pro 
cessing unit ( GPU ) , an application - specific integrated circuit 
( ASIC ) , a field - programmable gate array ( FPGA ) , and so 
forth . I / O devices 125 may include devices configured to 
receive input or provide output , including , for example , a 
keyboard , a mouse , a display , and so forth . 
[ 0018 ] Memory 130 may be any technically feasible stor 
age medium configured to store data and software applica 
tions . Memory 130 may be , for example , a hard disk , a 
random - access memory ( RAM ) module , a read - only 
memory ( ROM ) , and so forth . As also shown , memory 130 
includes , without limitation , an interactive virtual meeting 
assistant 132 , which is a software application that , when 
executed by processor 120 , causes processor 120 to execute 
an interactive virtual meeting assistant application . Interac 
tive virtual meeting assistant 132 may include any techni 
cally feasible type of virtual meeting assistant , such as the 
EVA application from VOICERA , INC . 
[ 00191 Dial - in infrastructure networks 140 may be any 
technically feasible network or set of interconnected com 
munication links that enable interactive virtual meeting 
assistant 132 , as executed by processor 120 , to participate in 
a meeting with one or more meeting participants 150 ( 0 ) to 
150 ( m ) . In various embodiments , dial - in infrastructure net 
works 140 may include , without limitation , one or more 
telephone line connections or one or more computer con 
nections , such as a local area network ( LAN ) , wide area 
network ( WAN ) , the World Wide Web , or the Internet , 
among others . Dial - in infrastructure networks 140 may also 
allow interactive virtual meeting assistant 132 to access 
other information via the networks , such as by accessing 
information via the World Wide Web , or the Internet , among 
others . 
10020 ) Meeting participants 150 ( 0 ) to 150 ( m ) represent 
one or more human and / or computer participants in a 
meeting environment . Each of meeting participants 150 ( 0 ) 
to 150 ( m ) may be connected to other meeting participants 
and interactive virtual meeting assistant 132 , as executed by 
processor 120 , via any technically feasible device that forms 
a connection to other meeting participants , such as a tele 
phone , smartphone , computing device , or personal data 
assistant , among others . The connections linking meeting 
participants 150 ( 0 ) to 150 ( m ) may be any technically fea 
sible communication link ( s ) , including , without limitation , 
communication links in dial - in infrastructure networks 140 
and / or external communication links such as telephone line 
connections and / or network connections to a local area 
network ( LAN ) , wide area network ( WAN ) , the World Wide 
Web , or the Internet , among others . 
[ 0021 ] Although FIG . 1 shows interactive virtual meeting 
assistant 132 stored in memory 130 of computing device 
110 , in alternative embodiments , interactive virtual meeting 
assistant 132 may be stored in part or entirely in memory 
130 and / or on any technically feasible memory device 
internal to or external to computing device 110 , including 
any memory device coupled to computing device 110 
through a wired connection , a wireless connection , a net 
work connection , and so forth . 
[ 0022 ] Interactive virtual meeting assistant 132 includes 
functionality to generate , track , and / or store metadata and 
recordings related to a meeting . For example , interactive 
virtual meeting assistant 132 may obtain a title , location 
( e . g . , physical address , building number , conference room 
name , teleconferencing link , phone number , etc . ) , descrip - 

tion , agenda , time , duration , list of participants , inviter or 
organizer , and / or other information describing the meeting 
from a calendar invitation , email , text message , chat mes 
sage , voicemail , phone call , and / or other communication 
related to the meeting . Interactive virtual meeting assistant 
132 may also , or instead , capture audio and / or video of the 
meeting and / or record notes or action items generated during 
the meeting . Interactive virtual meeting assistant 132 may 
further record “ highlights ” that are flagged by one or more 
meeting participants 150 ( 0 ) to 150 ( m ) as important . A 
meeting participant may activate recording of a highlight by 
issuing a voice command and / or other type of input to 
interactive virtual meeting assistant 132 . 
[ 0023 ] Interactive virtual meeting assistant 132 may use 
the metadata and recordings to generate summaries and 
insights related to the meeting . Such summaries and insights 
may include , but are not limited to , categories of important 
words and phrases in the meeting , locations of the words and 
phrases in a recording of the meeting , sentences containing 
the words and phrases , speakers of the words and phrases , 
and / or other context related to the words and phrases ; 
measures of attributes such as inquisitiveness , quantitative 
ness , and / or sentiment in the meeting ; and / or topics , themes , 
notable mentions , and / or entities that appear in the record 
ing . The summaries and insights may then be displayed 
within a user interface to allow users to determine , without 
manually reviewing the meeting recording or transcript , the 
content and context of the meeting ; important points , dis 
cussions , and / or decisions in the meeting ; and / or the effec 
tiveness or tone of the meeting . 
[ 0024 ] As described in further detail below , interactive 
virtual meeting assistant 132 may further use the metadata 
and recordings to organize and / or aggregate multiple meet 
ings into a threaded representation . For example , interactive 
virtual meeting assistant 132 may generate “ threads ” of 
related meetings that share attributes in the metadata and / or 
terms ( e . g . , words and / or phrases ) found in the correspond 
ing recordings . Interactive virtual meeting assistant 132 may 
then aggregate the metadata and / or terms into a summary of 
the thread and / or derive insights related to the aggregated 
information . Interactive virtual meeting assistant 132 may 
further output the summary and / or insights and / or process 
search queries related to the summary , insights , and / or 
thread . As a result , interactive virtual meeting assistant 132 
may allow users to determine contexts , patterns , trends , 
important points , topics , and / or other information related to 
a group of meetings instead of at the individual meeting 
level . 
[ 0025 ] Generating Summaries and Insights from Meeting 
Recordings 
[ 0026 ] FIG . 2 is a more detailed illustration of function 
ality provided by interactive virtual meeting assistant 132 of 
FIG . 1 , according to various embodiments of the present 
invention . As shown , the functionality may be provided by 
a threading engine 202 and an aggregation engine 204 , 
which can be implemented as part of and / or separately from 
interactive virtual meeting assistant 132 . Each of these 
components is described in further detail below . 
0027 ] Threading engine 202 may generate threads 200 

containing collections of related meetings ( e . g . , meetings 
224 - 226 ) . Each thread may group a set of meetings by one 
or more shared attributes 250 . For example , threading 
engine 202 may produce threads 200 containing meetings 
with the same or similar title , description , agenda , location 
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( e . g . , conference room , building , campus , teleconferencing 
ID , zip code , city , etc . ) , organizer , attendees , domain names 
of the attendees ' email addresses , dates , user - defined tags or 
labels , and / or other attributes 250 from metadata 216 for the 
meetings . 
[ 0028 ] Attributes 250 may be specified by a user interact 
ing with a user interface 206 provided by interactive virtual 
meeting assistant 132 and / or another component of the 
system . For example , a user may interact with a voice user 
interface , graphical user interface , and / or other type of user 
interface 206 to define a thread containing meetings that 
share one or more attendees ; one or more email domain 
names of the attendees ; an organizer and / or inviter ; one or 
more words in the title , description , or agenda ; a conference 
room , building , campus , and / or other location ; one or more 
days of the week , days or weeks in a month ( e . g . , the fifth 
of every month , the second week of every month , etc . ) , or 
other time - based attributes 250 ; and / or one or more tags or 
labels . In another example , a user may manually populate a 
thread with individual meetings and / or meetings from one or 
more other threads 200 . 
[ 0029 ] Threads 200 may also , or instead , be generated 
from pre - defined criteria and / or rules . For example , thread 
ing engine 202 may automatically generate threads 200 of 
related meetings to contain the same unique identifier ( UID ) 
of an event series . In another example , threading engine 202 
may automatically organize meetings under threads 200 
with the same or similar title , description , agenda , attendee , 
email domain name , organizer , location , recurrence ( e . g . , 
daily , weekly , biweekly , monthly , etc . ) , tag , label , and / or 
other attributes 250 . 
[ 0030 ] Threads 200 may also , or instead , be generated 
from dynamic groupings of attributes 250 . Threading engine 
202 may group attribute 250 based on various criteria and / or 
rules . In one example , threading engine 202 may generate 
threads 200 of meetings that are attended by groups of 
related users 220 . Each group may include users that repeat 
edly interact with one another and / or share common inter 
ests , attributes 250 , and / or behavior . 
[ 0031 ] Groups of related users 220 may be identified using 
a clustering technique . For example , threading engine 202 
may use a community detection technique , expectation 
maximization technique , a mixture model , and / or an 
ensemble of multiple techniques to identify subpopulations 
of related users 220 from a larger set of users . When a group 
of related users 220 is identified , threading engine 202 may 
create a thread of meetings that include some or all of the 
users as attendees . For example , threading engine 202 may 
include a meeting in a thread for a group of users when the 
meeting contains a minimum number or percentage of users 
in the group as attendees . 
[ 0032 ] Threading engine 202 may also , or instead , select 
or adjust a minimum and / or maximum number of users in 
each group . For example , threading engine 202 may model 
users and interactions associated with the meetings in a 
graph . Nodes in the graph may represent users , and edges 
between pairs of nodes in the graph may represent relation 
ships and / or interactions between the corresponding users . 
Each edge may be assigned an “ affinity score ” representing 
the strength of the connection between the corresponding 
pair of users . The affinity score may be calculated using the 
number of meetings that list both users as attendees , the 
number of emails containing both users , the number of 
instant messages containing both users , the degree of sepa 

ration between the users in another network ( e . g . , an orga 
nizational chart , a social network , a professional network , 
etc . ) , and / or other metrics that reflect the amount of inter 
action or familiarity between the users . 
[ 0033 ] Threading engine 202 may use the graph to identify 
“ cliques ” of users that are connected to one another with 
affinity scores that exceed a threshold . The size of a clique 
may be selected to optimize for user engagement within the 
clique ( e . g . , the average affinity score in each clique , the 
average number of interactions within each clique , the 
number of meetings involving each clique , etc . ) . Cliques 
that have significant overlap in users may optionally be 
merged to form a larger community of users . Threading 
engine 202 may create threads 200 representing individual 
cliques and / or communities formed from multiple cliques 
and populate each thread with meetings attending by the 
corresponding clique or community . 
[ 0034 ] Threading engine 202 may optionally filter meet 
ings in a thread representing a group of related users 220 . 
For example , threading engine 202 may limit a thread to 
contain meetings that span a certain time window ( e . g . , a 
range of dates ) . In another example , threading engine 202 
may configure a thread so that each user in the correspond 
ing group can only view and / or access meetings in the thread 
for which the user has been granted the corresponding 
permissions . 
[ 0035 ] Threading engine 202 and / or another component 
may perform additional processing related to groups of 
related users 220 and / or threads 200 of meetings associated 
with the groups . For example , the component may generate 
organizational charts and / or team structures that reflect the 
interaction and communication found in groups of related 
users 220 . 
[ 0036 ] In another example , the component may create a 
language model for a group of related users 220 and update 
the language model with words from meeting titles , descrip 
tions , agendas , and / or other metadata 216 for meetings 
attended by the group and / or user - provided corrections to 
transcriptions of the meetings . In other words , the compo 
nent may generate a custom language model for the group 
that tracks jargon and / or vocabulary used by the group . The 
component may then use the language model to generate 
transcriptions and / or insights from subsequent meetings 
attended by the group , thereby improving the accuracy of the 
transcriptions and / or relevance of the insights to the group . 
[ 0037 ] Threading engine 202 may also generate threads 
200 representing common topics 222 in the meetings . Topics 
220 may be identified from transcripts of the meetings 
and / or indexes 208 of the transcripts . 
[ 0038 ] Threading engine 202 and / or another component of 
the system may use multiple automatic speech recognition 
( ASR ) engines or techniques to generate a number of 
different transcript lattices from recordings of the meetings . 
Each transcript lattice may include a set of terms 210 , 
locations 212 of terms 212 in the corresponding recording , 
and confidences 214 in terms 210 . Terms 210 may include 
words , phrases , morphemes , n - grams , syllables , phonemes , 
and / or other representations of speech or text that is 
extracted from the recording . When ASR techniques are 
used to generate non - word terms 210 ( e . g . , morphemes , 
phonemes , syllables , etc . ) from the recording , the non - word 
terms may be converted into words . The words may then be 
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- continued 
" contemporary Count " : 6 

included in the corresponding transcript lattices 200 , in lieu 
of or in addition to the non - word terms used to produce the 
words . 
[ 0039 Locations 212 may represent the positions of terms 
210 in the recording . For example , each location may 
specify a start and end timestamp for each term , a start 
timestamp and a duration for each term , and / or another 
representation of the portion of the recording occupied by 
the term . 
[ 0040 ] Confidences 214 may include measures of accu 
racy in terms 210 generated by the ASR techniques from the 
recording . For example , each confidence may be represented 
by a value with a range of 0 to 1 , which represents the 
probability that a word predicted by the corresponding ASR 
engine exists at the corresponding location . 
[ 0041 ] The transcript lattices may be converted into and / or 
represented using time - marked conversation ( ctm ) files . 
Each CTM file may include a series of lines , with each line 
representing a possible transcription of a time - marked inter 
val . For example , a line in a CTM file may adhere to the 
following format : 
[ 0042 ] < start offset > < duration > < word > < confidence > 
[ 0043 ] In turn , an example CTM file may include the 
following lines : 
[ 0044 ] 4 . 16 0 . 41 hi 1 . 00 
( 0045 ] 4 . 66 0 . 14 the 0 . 55 
10046 ] 4 . 65 0 . 42 there 0 . 69 
[ 0047 ] The first line includes a start offset of 4 . 16 seconds , 
a duration of 0 . 41 seconds , a word of “ hi , " and a confidence 
of 1 . 00 . The second line includes a start offset of 4 . 66 
seconds , a duration of 0 . 14 seconds , a word of “ the , " and a 
confidence of 0 . 55 . The third line includes a start offset of 
4 . 65 seconds , a duration of 0 . 42 seconds , a word of " there , ” 
and a confidence of 0 . 69 . Because the second and third lines 
include overlapping time intervals , the corresponding words 
of “ the ” and “ there ” may be contemporary words ( La , words 
that occur at the same time in the recording ) . 
[ 0048 ] To facilitate processing of speech extracted from 
the recordings , the component may convert the transcript 
lattices into indexes 208 . Each index may include an 
inverted index of terms 210 and the corresponding locations 
212 and confidences 214 in a recording . The index may 
optionally include additional information , such as a list of 
related terms ( e . g . , synonyms and / or semantically similar 
terms for a given term ) , one or more ASR engines used to 
produce the term at each location , and / or a contemporary 
word count representing the number of co - occurring words 
identified at the location of each term . 
[ 0049 ] For example , the index may include the following 
representation : 

10050 ] The above representation includes an entry for the 
word of “ hi . ” The entry includes related terms of " hello ” and 
" hey , ” followed by a list of “ locations ” ( e . g . , locations 212 ) 
of the word in the recording . Each location is represented by 
a " start " and " end " timestamp , a " confidence ” in the word at 
that location , an “ asr ” used to produce the location , and a 
" contemporaryCount ” indicating the number of co - occur 
ring words within the word ' s start and end timestamps . 
[ 0051 ] Indexes 208 may optionally be filtered to improve 
the accuracy of the corresponding transcripts or transcript 
lattices . For example , threading engine 202 and / or another 
component may use a minimum confidence threshold to 
remove locations 212 with low confidences 214 from 
indexes 208 . In another example , the component may apply 
a maximum contemporary word count threshold to remove 
locations 212 with high contemporary word counts from 
indexes 208 . In a third example , the component may apply 
a minimum ASR count threshold to ensure that consensus is 
reached by a minimum number of ASR engines in predicting 
terms 210 at locations 212 . In a fourth example , the com 
ponent may remove locations 212 with durations of terms 
210 that are too short or too long for the corresponding 
language . In a fifth example , the component may apply a 
blacklist of profane or otherwise restricted words to indexes 
208 . In a sixth example , the component may remove stop 
words and / or high - frequency words from indexes 208 . In a 
seventh example , the component may limit terms 210 in 
indexes 208 to certain parts of speech and / or word forms . In 
an eighth example , the component may group related terms 
in indexes 208 after performing stemming , semantic analy 
sis , and / or lemmatization of terms 210 
[ 0052 ] After indexes 208 are created , threading engine 
202 may use latent semantic analysis ( LSA ) , latent Dirichlet 
allocation ( LDA ) , probabilistic latent semantic indexing 
( PLSI ) , and / or another topic modeling technique to detect 
topics 222 in the corresponding meetings . Threading engine 
202 may then select topics 222 with confidence scores that 
are higher than a threshold and group the meetings into 
threads 200 with common topics 222 . For example , thread 
ing engine 202 may include all meetings with a “ budget ” 
topic in a thread representing the topic . 
[ 0053 ] For each thread created by threading engine 202 , 
aggregation engine 204 aggregates data for meetings ( e . g . , 
meetings 224 - 226 ) in the thread into a summary 242 of the 
thread . Summary 242 may include highlights 218 , key 
points , topics 222 , concepts , and / or other content or themes 
that are found in the meetings . 
[ 0054 ) To generate summary 242 , aggregation engine 204 
may obtain snippets 230 - 232 of voice activity in the meet 
ings . For example , aggregation engine 204 and / or another 
component may use a voice activity detection technique to 
identify snippets 230 - 232 as time intervals that contain voice 
activity in recordings of the corresponding meetings . The 
voice activity detection technique may identify and / or filter 
noise in the recordings and classify fixed - duration frames 
( e . g . , one - second frames ) of the remaining audio signal as 
containing or not containing speech . Snippets 230 - 232 may 

“ hi ” : { 
" relatedTerms " : [ " hello ” , “ hey ' ] , 
" locations " : [ { 

" start " : 4 . 16 , 
" end " : 4 . 57 , 
" confidence ” : 1 . 00 , 
“ asr ” , “ A ” , 
“ contemporaryCount " : 4 

} , { 
" start " : 1 . 09 , 
" end " : 1 . 46 , 
“ confidence ” : 0 . 89 , 
“ asr ” : “ B ” , 
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then be defined and / or represented as consecutive frames in 
the recording that are classified as containing speech . 
[ 0055 ] . After snippets 230 - 232 are identified , the compo 
nent may optionally aggregate consecutive snippets into 
larger intervals of voice activity , such as phrases , sentences , 
paragraphs , and / or intervals containing speech from indi 
vidual users . The component may also , or instead , filter 
snippets 230 - 232 to include user - specified highlights 218 
and / or other portions of the meetings that are deemed as 
important or noteworthy . 
0056 ] Next , aggregation engine 204 may input snippets 
230 - 232 and associated features into one or more machine 
learning models ( e . g . , neural networks , support vector 
machines , regression models , tree - based models , ensemble 
models , etc . ) . For example , the features may include con 
texts 234 - 236 that contain a certain number of words , 
phrases , sentences , and / or snippets before and / or after each 
snippet to be scored . 
[ 0057 ] In turn , the machine learning models may output 
scores 238 - 240 representing estimates of the importance or 
significance of the corresponding snippets 230 - 232 . For 
example , a machine learning model may output a higher 
score when the corresponding snippet and / or associated 
context include words and / or phrases that are relatively rare 
or semantically significant and a lower score when the 
corresponding snippet and / or associated context include 
words and / or phrases that are relatively common or seman 
tically insignificant . 
[ 0058 ] After scores 238 - 240 are generated for at least two 
of the relevant snippets 230 - 232 in a thread of meetings 
224 - 226 , aggregation engine 204 may produce a ranking 
228 of snippets 230 - 232 by scores 238 - 240 and generate 
summary 242 based on ranking 228 . For example , aggre 
gation engine 204 may rank snippets 230 - 232 by descending 
score and select a pre - specified number of highest - ranked 
snippets 230 - 232 and / or a variable number of snippets 
230 - 232 with scores that exceed a threshold for inclusion in 
summary 242 . 
[ 0059 ] After summary 242 is populated with the selected 
snippets , aggregation engine 204 may optionally merge 
adjacent snippets in summary 242 when a temporal separa 
tion between the adjacent snippets falls below a threshold . 
For example , aggregation engine 204 may combine two 
adjacent snippets into a single snippet in summary 242 when 
the start of the second snippet is within a certain number of 
seconds from the end of the first snippet . 
[ 0060 ] Aggregation engine 204 and / or another component 
may additionally generate insights 224 related to summary 
242 and / or the corresponding thread . For example , the 
component may apply natural language processing , topic 
mining , sentiment analysis , named entity recognition , and / or 
other types of text - analysis techniques to indexes 208 and / or 
summary 242 to assess the inquisitiveness , quantitativeness , 
contentiousness , sentiment , and / or level of action orienta 
tion in the thread and / or identify topics 222 , themes , and / or 
entities ( e . g . , users , organizations , places , products , etc . ) in 
the thread . 
[ 0061 ] User interface 206 may then output one or more 
representations of summary 242 and / or insights 244 to a 
user . For example , user interface 206 may include a “ time 
line ” of important snippets in the thread represented by 
summary 242 . The user may view transcriptions of the 
snippets within the timeline and / or play audio containing the 
snippets . User interface 206 may also , or instead , output 

representations of insights 244 as visualizations indicating 
levels of inquisitiveness , quantitativeness , contentiousness , 
and / or action orientation in the meetings ; a “ word cloud ” of 
topics , themes , and / or entities in the meetings ; and / or a 
representation of sentiment in the meetings . 
[ 0062 ] User interface 206 may further output a represen 
tation of summary 242 that includes groupings of important 
words , phrases , and / or snippets under categories that may be 
interesting or relevant to the user . Such categories may 
include , but are not limited to , curated categories , dynamic 
categories , and / or user - defined categories . 
[ 0063 ] Curated categories may include standard , statically 
defined categories that are created by a product team asso 
ciated with interactive virtual meeting assistant 132 and / or 
other components involved in processing recordings of 
meetings and / or other events . For example , curated catego 
ries for meetings and / or threads 200 of related meetings may 
include , but are not limited to , questions , action items , dates 
and times , requests , sales , sales processes , introductions , 
business jargon , numbers , locations , commitments , strong 
reactions , and / or idioms and sayings . Words and phrases that 
can be found under the “ locations " category may include , 
but are not limited to , cities , counties , states , countries , 
regions , bodies of water , mountains , and / or other geographic 
locations . Words and phrases that can be found under the 
" questions ” category may include , but are not limited to , 
“ what about , " " do you know , " " will you , ” “ what are , " 
“ where are , " " why do , " " what do , " " where do , ” “ how do , " 
“ can you , " " could you , " " what is , " " where is , ” “ how are , ” 
and / or “ how will . ” Words and phrases that can be found 
under the " dates and times ” category may include , but are 
not limited to , days , months , weeks , years , times , time 
intervals , and / or other representations of dates and times . 
[ 0064 Dynamic categories may include categories that 
are generated based on metadata and / or other information 
describing the meetings . For example , the dynamic catego 
ries may represent and / or be generated from the meetings ' 
agendas , summaries , descriptions , schedules , locations , lists 
of participants , inviters or organizers , and / or highlights 218 . 
In turn , the dynamic categories may be populated with 
words and phrases from the corresponding metadata . Con 
tinuing with the above example , the “ agenda ” category may 
include words and phrases from the meeting ' s agenda ; the 
“ list of participants ” category may include names , titles , 
descriptions , employers , email addresses , and / or other per 
sonal information for the meeting ' s attendees ; and the 
“ schedule ” category may include the date , time and / or 
duration of the meeting . 
[ 0065 ] User - defined categories may include categories 
that are added by users that are interested in reviewing a 
meeting or thread of meetings . For example , the user 
defined categories may represent topics that are of interest to 
an attendee , meeting organizer , and / or new member of a 
team that participates in meetings within a thread . In another 
example , user - defined categories may include a category of 
words a user would like to be identified in the meeting 
and / or a category of words the user would like to avoid 
being identified in the meeting . After a user - defined category 
is created , a user may add words and phrases to the category 
for subsequent use in generating summary 242 . 
[ 0066 ] User interface 206 may additionally output search 
results 246 associated with summary 242 , insights 244 , 
and / or other representations of the corresponding threads 
200 . A user may submit a query containing a search term 
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through user interface 206 , and aggregation engine 204 
and / or another component may generate search results 246 
as snippets 230 - 232 , metadata 216 , highlights 218 , and / or 
other data that contains the search term . The component may 
then display and / or otherwise output some or all search 
results 246 within user interface 206 . 
[ 0067 ] More specifically , the component may order and / or 
select search results 246 based on scores ( e . g . , scores 
238 - 240 ) associated with the corresponding snippets 230 
232 , metadata 216 , highlights 218 , and / or data to be 
searched . For example , the component may rank search 
results 246 by descending score and select a certain number 
of highest - ranked search results 246 for display within one 
or more pages or screens of user interface 206 . 
[ 0068 ] As described above , the scores may include mea 
sures of relevance and / or importance that are estimated by 
one or more machine learning models . The scores may also , 
or instead , be based on metrics such as term frequency 
inverse document frequency ( tf - idf ) , personalization criteria 
( e . g . , user profiles , search histories , collaborative filtering 
techniques , etc . ) , and / or other factors ( e . g . , age , number of 
meetings in a thread , manual or dynamic generation of a 
thread , attributes used to generate a thread , etc . ) . 
[ 0069 ] The scores may further be based on threads 252 
254 to which a set of meetings associated with a given thread 
or set of search results 246 belong . For example , the score 
for a given search result may include a “ MeetingRank ” of 
the meeting to which the search result belongs . The Meet 
ingRank may be calculated using the following formula : 

| 1 – 4 G TR ( t ; } MRím ; ) = 4 + I Llo 

tion . As shown in FIG . 3A , a screen in the example user 
interface 206 includes a first portion 302 representing 
“ Meeting Thread Metrics ” and a second portion 304 repre 
senting “ Categories ” for a given meeting thread . 
[ 0073 ] Portion 302 includes graphical representations of 
insights 244 related to measurable attributes of the thread . In 
particular , portion 302 may include gauge charts that depict 
overall measurements of attributes such as “ Quantitative 
ness , " " Contention , ” “ Inquisitiveness , " and " Action Items ” 
across meetings in the thread . A user may click on each 
gauge chart to view additional information related to the 
corresponding attribute , such as portions of the meeting 
recordings that contribute to the attribute and / or detract from 
the attribute . 
[ 0074 ] Portion 304 includes graphical representations of 
categories of words and phrases found in the meetings . Such 
categories may include , but are not limited to , “ Meeting 
Highlights , " " Questions , " " Strong Reactions , " " Action 
Items , ” “ Business Jargon , ” “ Points of Contention , ” “ Sales , ” 
“ Priority , ” “ Sales Process , " " Numbers , ” “ Dates & Time 
frames , ” “ Commitments , ” “ Requests , ” “ Introductions & 
Titles , " “ U . S . Locations , ” and “ Meeting Attendees . " Each 
category may also include a series of points along a timeline 
that represent locations in the meeting recordings of words 
and phrases in the category . The user may click on a 
category to view additional information related to the cat 
egory . 

[ 0075 ] As shown in FIG . 3B , user interface 206 includes 
a graphical representation of additional information related 
to the “ Commitments ” category . The screen of FIG . 3B may 
be shown after the user clicks on the " Commitments ” 
category within the user interface of FIG . 3A , searches for 
the category , and / or otherwise navigates to the screen from 
another portion of user interface 206 . 
[ 0076 ] The screen of FIG . 3B includes a first portion 306 
representing an overview of the “ Commitments ” category 
with respect to the thread . The overview includes a timeline 
310 of three meetings ( i . e . , “ Meeting 1 , ” “ Meeting 2 , " 
“ Meeting 3 ” ) containing content related to the “ Commit 
ments ” category , with points along the timeline representing 
the locations in the meetings of words and phrases in the 
category . The overview also provides examples of words 
and phrases in the category that are found in the recording 
( i . e . , " ex : I will , finished by , in my court , I will take it , will 
send . " ) . 
100771 A second portion 308 of the screen includes a list 
of words and phrases in the meetings that belong to the 
category . The list may optionally be sorted by scores asso 
ciated with the corresponding words and phrases , which 
may be calculated using metrics such as tf - idf , Meet 
ingRank , and / or ThreadRank . 
[ 0078 ] The user may click on a word or phrase in the list 
to view instances of the word or phrase in the meetings . In 
particular , portion 308 includes a module 312 representing 
an instance of the “ I will ” phrase . Module 312 includes a 
range of time ( “ 2 : 56 - 3 : 02 ” ) spanned by a sentence that 
includes the phrase " yes , I will send you the agreement 
tomorrow ” ) , as well as the meeting ( “ Meeting 2 ' ) in which 
the phrase is found . Module 312 also includes a number of 
other user - interface elements , such as a button 314 that 
allows the user to play the portion of the meeting ' s recording 
that contains the sentence , another button 316 that allows the 

t ; 3m ; 

In the above formula , " MR ( m : ) ” represents the Meet 
ingRank of meeting m ; , “ d ” is a damping factor that is less 
than 1 , “ L ( t , ) ” represents the number of meetings in each 
thread “ t ; " to which the meeting belongs , and " TR ( t ; ) " 
represents a “ ThreadRank ” of the thread . 
[ 0070 ] In turn , the ThreadRank may be calculated using 
the following formula : 

TR ( t ; ) = MR ( m ; ) 
mjeti 

In the above formula , the ThreadRank of the ith thread is 
calculated as the summation of MeetingRank values for all 
meetings m , in the thread . 
[ 0071 ] By incorporating MeetingRank and ThreadRank 
into scores that are used to rank and / or select search results 
246 , the component may allow search results 246 associated 
with important or prominent meetings and / or threads to be 
prioritized over search results 246 associated with less 
important or less prominent meetings and / or threads . The 
component may optionally extend the use of MeetingRank 
and ThreadRank to scores 238 - 240 that are used to generate 
summary 242 and / or other ordered lists from data for one or 
more meetings . 
[ 0072 ] FIGS . 3A - 3B collectively illustrate an example 
user interface 206 associated with the virtual meeting assis - 
tant , according to various embodiments of the present inven 
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user to modify the sentence , and / or a rating 318 representing 
the level of confidence in the prediction of the phrase and / or 
sentence . 
[ 0079 ] The upper right corner of the screen includes two 
additional buttons 320 - 322 for accessing other portions of 
user interface 206 . The user may click button 320 ( “ Rescan 
X - Ray ” ) to navigate to a screen of user interface 206 for 
producing a new summary and / or set of insights from the 
same thread . The user may click button 322 ( “ Customize 
X - Ray " ) to navigate to a screen of user interface 206 for 
customizing the generation of the summary and / or insights 
from the thread . 
[ 0080 ] FIG . 4 is a flow diagram of method steps for 
organizing and aggregating meetings into a threaded repre 
sentation , according to various embodiments of the present 
invention . Although the method steps are described in con 
junction with the systems of FIGS . 1 - 2 , persons skilled in the 
art will understand that any system configured to perform 
the method steps , in any order , is within the scope of the 
present invention . 
[ 0081 ] As shown , threading engine 202 initially generates 
402 , from a set of available meetings , a thread containing a 
collection of related meetings that share one or more attri 
butes . For example , threading engine 202 may obtain attri 
bute values for one or more attribute types from a user and 
populate a corresponding thread with a group of meetings 
that share the attribute values . In another example , threading 
engine 202 may detect topics found in the set of available 
meetings and generate the collection of related meetings to 
share one or more of the topics . In a third example , threading 
engine 202 may apply a clustering technique to the attributes 
to identify a group of related users and generate the collec 
tion of related meetings to share the group of related users 
as attendees . 
[ 0082 ] Next , aggregation engine 204 aggregates 404 data 
for the related meetings included in the thread . For example , 
aggregation engine 204 may aggregate metadata for the 
meetings and / or indexes containing terms included in 
recordings of the meetings , locations of the terms in the 
recordings , and / or confidences in the terms into a database 
and / or other type of data store . During aggregation of the 
data , aggregation engine 204 may generate scores for the 
data and / or rank the data by the scores , as described in 
further detail below with respect to FIG . 5 . 
10083 ] Aggregation engine 204 analyzes 406 the aggre 
gated data for insights associated with the related meetings . 
The insights may include , but are not limited to , an inquisi 
tiveness , a quantitativeness , a sentiment , a topic , a theme , 
and / or an entity associated with the related meetings . 
[ 0084 ] Aggregation engine 204 then outputs 408 the 
insights and at least a portion of the aggregated data within 
a summary of the thread . For example , aggregation engine 
204 may display timelines , charts , visualizations , and / or 
other graphical representations of the summary and insights 
in a user interface , such as user interface 206 of FIG . 2 . A 
user may interact with the displayed summary and insights 
to assess the content , gist , tone , effectiveness , level of 
participation , and / or other characteristics of meetings in the 
thread without manually identifying the meetings by the 
corresponding commonality and / or reviewing the data and / 
or metadata for each meeting in the thread . 
[ 0085 ] Aggregation engine 204 also receives 410 a query 
containing a search term and generates 412 , based on the 
aggregated data , search results that match the search term 

and relevance scores for the search results . For example , 
aggregation engine 204 may obtain the search results by 
searching indexes of the meeting recordings for words , 
phrases , and / or snippets matching the search term . Aggre 
gation engine 204 may then generate relevance scores for 
the search results using metrics such as tf - idf and / or Thread 
Rank or MeetingRank metrics reflecting threads associated 
with the search results . 
[ 0086 ] Aggregation engine 204 then generates 414 a rank 
ing of the search results by the relevance scores and outputs 
416 at least a portion of the ranking in a response to the 
query . For example , aggregation engine 204 may rank the 
search results by descending relevance score and select a 
highest - ranked subset of search results for inclusion in the 
response . As a result , the response may include search 
results that are determined by aggregation engine 204 to be 
the most relevant to the query . 
[ 0087 ] FIG . 5 is a flow diagram of method steps for 
generating a summary of a thread containing a collection of 
related meetings , according to various embodiments of the 
present invention . Although the method steps are described 
in conjunction with the systems of FIGS . 1 - 2 , persons 
skilled in the art will understand that any system configured 
to perform the method steps , in any order , is within the scope 
of the present invention . 
[ 0088 ] As shown , aggregation engine 204 generates 502 
importance scores for snippets of voice activity in record 
ings of related meetings in a thread . For example , aggrega 
tion engine 204 may apply a machine learning model to each 
snippet and / or a context of the snippet ( e . g . , a number of 
sentences or snippets before and / or after the snippet ) to 
produce an importance score that reflects the relative impor 
tance or significance of the snippet ' s content . In another 
example , aggregation engine 204 may calculate the impor 
tance score based on one or more metrics ( e . g . , tf - idf , 
average word length , ThreadRank , MeetingRank , etc . ) asso 
ciated with the snippet and / or context . 
[ 0089 ] Next , aggregation engine 204 ranks 504 the snip 
pets by the importance scores and selects 506 a highest 
ranked subset of the snippets for inclusion in the summary 
of the thread . For example , aggregation engine 204 may 
order the snippets by descending importance score and 
select a pre - specified number of snippets from the top of the 
ranking and / or a variable number of snippets with impor 
tance scores that exceed a threshold . 
[ 0090 ] Aggregation engine 204 then merges 508 adjacent 
snippets in a recording when a temporal separation between 
the adjacent snippets falls below a threshold . For example , 
aggregation engine 204 may combine two or more adjacent 
snippets into one snippet when each pair of adjacent snippets 
is separated by less than a threshold number of seconds . 
[ 0091 ] In sum , the disclosed techniques can be used to 
organize and aggregate meetings into threaded representa 
tions . First , a thread is defined to include meetings that share 
user - specified attributes , pre - defined attributes , groups of 
related users , topics , and / or other types of commonality . 
Next , transcripts of the meetings , metadata for the meetings , 
and / or other data related to the meetings is aggregated under 
the thread and used to generate a summary of the thread 
and / or insights related to the thread . The summary and / or 
insights are then outputted to provide an overview of content 
and / or metadata in the thread , and searches related to content 
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and / or metadata are processed based on metrics such as 
tf - idf and / or the threads to which the corresponding meet 
ings belong . 
[ 0092 ] In turn , the disclosed techniques may improve the 
management or review of meetings and / or the use of content 
discussed during the meetings at an aggregate level instead 
of the individual meeting level . For example , a user may 
analyze the summary of a thread of related meetings and / or 
insights related to the thread to identify key points , topics , 
decisions , and / or participants in the thread ; determine the 
effectiveness of the meetings in covering the agenda and / or 
the ability of the participants to collaborate during the 
meetings ; identify trends and / or assess progress in the 
meetings over time ; and / or identify actions that can be taken 
as result of the meetings . Consequently , the disclosed tech 
niques provide technological improvements in interactive 
virtual meeting assistant 132 and / or other applications or 
devices that are used to conduct , manage , schedule , and / or 
review meetings or other types of events . 
[ 0093 ] 1 . In some embodiments , a method for organizing 
meeting content , comprising generating , from a set of avail 
able meetings , a thread comprising a collection of related 
meetings that share one or more attributes , aggregating data 
for the related meetings , wherein the data comprises meta 
data for the related meetings and terms included in record 
ings of the related meetings , and outputting at least a portion 
of the aggregated data within a summary of the thread . 
[ 0094 ] 2 . The method of clause 1 , further comprising 
receiving a query comprising a search term , generating , 
based on the aggregated data , search results that match the 
search term and relevance scores for the search results , 
generating a ranking of the search results based on the 
relevance scores , and outputting , based on a ranking , at least 
a portion of the search results in a response to the query . 
[ 0095 ] 3 . The method of clause 1 or 2 , wherein the search 
results are generated from indexes comprising the terms 
included in the recordings and locations of the terms in the 
recordings . 
[ 0096 ] 4 . The method of any of clauses 1 - 3 , wherein the 
relevance scores are generated based on at least one of a 
term frequency - inverse document frequency ( tf - idf ) and 
threads associated with the set of search results . 
[ 0097 ] 5 . The method of any of clauses 1 - 4 , wherein the 
search results comprise at least one of a snippet of a 
recording , a transcript of the snippet , and a highlight in a 
meeting 
10098 ] 6 . The method of any of clauses 1 - 5 , further 
comprising analyzing the aggregated data for insights asso 
ciated with the related meetings , and outputting the insights 
with the summary . 
[ 0099 ] 7 . The method of any of clauses 1 - 6 , wherein the 
insights comprise at least one of an inquisitiveness , a quan 
titativeness , a sentiment , a topic , a theme , and an entity . 
10100 ] 8 . The method of any of clauses 1 - 7 , wherein 
generating the thread comprising the collection of related 
meetings that share the one or more attributes comprises 
detecting topics found in the set of available meetings , and 
generating the collection of related meetings to share one or 
more of the topics . 
[ 0101 ] 9 . The method of any of clauses 1 - 8 , wherein 
generating the thread comprising the collection of related 
meetings that share the one or more attributes comprises 
applying a clustering technique to the one or more attributes 

to identify a group of related users , and generating the 
collection of related meetings to share the group of related 
users as attendees . 
[ 0102 ] 10 . The method of any of clauses 1 - 9 , wherein 
generating the thread comprising the collection of related 
meetings that share the one or more attributes comprises 
obtaining the one or more attributes from a user . 
[ 0103 ] 11 . The method of any of clauses 1 - 10 , wherein 
aggregating the data for the related meetings under the 
thread comprises generating importance scores for snippets 
of voice activity in the recordings based on content of the 
snippets and contexts associated with the snippets , ranking 
the snippets based on the importance scores , and selecting , 
based on the ranking , a subset of the snippets for inclusion 
in the summary . 
[ 0104 ] 12 . The method of any of clauses 1 - 11 , wherein 
aggregating the data for the related meetings under the 
collection further comprises merging adjacent snippets in a 
recording when a temporal separation between the adjacent 
snippets falls below a threshold . 
[ 0105 ] 13 . The method of any of clauses 1 - 12 , wherein the 
metadata comprises at least one of a title , a location , a 
description , an agenda , a time , a duration , a list of partici 
pants , an inviter , an organizer , a domain name , a tag , and a 
label . 
10106 ] 14 . In some embodiments , one or more non - tran 
sitory computer readable media storing instructions that , 
when executed by one or more processors , cause the one or 
more processors to perform the steps of generating , from a 
set of available meetings , a thread comprising a collection of 
related meetings that share one or more attributes , aggre 
gating data for the related meetings , wherein the data 
comprises metadata for the related meetings and terms 
included in recordings of the related meetings , and output 
ting at least a portion of the aggregated data within a 
summary of the thread . 
( 0107 ] 15 . The one or more non - transitory computer read 
able media of clause 14 , wherein the steps further comprise 
receiving a query comprising a search term , generating , 
based on the aggregated data , search results that match the 
search term and relevance scores for the search results , 
generating , based on the relevance scores , a ranking of the 
search results , and outputting at least a portion of the ranking 
in a response to the query . 
10108 ] 16 . The one or more non - transitory computer read 
able media of clause 14 or 15 , wherein the relevance scores 
are generated based on at least one of a term frequency 
inverse document frequency ( tf - idf ) and threads associated 
with the set of search results . 
101091 17 . The one or more non - transitory computer read 
able media of any of clauses 14 - 16 , wherein generating the 
thread comprising the collection of related meetings that 
share the one or more attributes comprises detecting topics 
found in the set of available meetings , and generating the 
collection of related meetings to share one or more of the 
topics . 
[ 0110 ] 18 . The one or more non - transitory computer read 
able media of any of clauses 14 - 17 , wherein generating the 
thread comprising the collection of related meetings that 
share the one or more attributes comprises applying a 
clustering technique to the one or more attributes to identify 
a group of related users , and generating the collection of 
related meetings to share the group of related users as 
attendees . 
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[ 0111 ] 19 . The one or more non - transitory computer read 
able media of any of clauses 14 - 18 , wherein aggregating the 
data for the related meetings under the thread comprises 
generating importance scores for snippets of voice activity 
in the recordings based on the content of the snippets and 
contexts associated with the snippets , ranking the snippets 
by the importance scores , and selecting , based on the 
ranking , at least a subset of the snippets for inclusion in the 
summary . 
[ 0112 ] 20 . In some embodiments , a system , comprising 
one or more memory units that stores instructions , and one 
or more processors that are coupled to the one or more 
memory units and , when executing the instructions , are 
configured to generate , from a set of available meetings , a 
thread comprising a collection of related meetings that share 
one or more attributes , aggregate data for the related meet 
ings , wherein the data comprises metadata for the related 
meetings and terms included in recordings of the related 
meetings , and output at least a portion of the aggregated data 
within a summary of the thread . 
[ 0113 ] Any and all combinations of any of the claim 
elements recited in any of the claims and / or any elements 
described in this application , in any fashion , fall within the 
contemplated scope of the present invention and protection . 
[ 0114 ] The descriptions of the various embodiments have 
been presented for purposes of illustration , but are not 
intended to be exhaustive or limited to the embodiments 
disclosed . Many modifications and variations will be appar 
ent to those of ordinary skill in the art without departing 
from the scope and spirit of the described embodiments . 
[ 0115 ] Aspects of the present embodiments may be 
embodied as a system , method or computer program prod 
uct . Accordingly , aspects of the present disclosure may take 
the form of an entirely hardware embodiment , an entirely 
software embodiment ( including firmware , resident soft 
ware , micro - code , etc . ) or an embodiment combining soft 
ware and hardware aspects that may all generally be referred 
to herein as a “ module ” or “ system . ” Furthermore , aspects 
of the present disclosure may take the form of a computer 
program product embodied in one or more computer read 
able medium ( s ) having computer readable program code 
embodied thereon . 
[ 0116 ] Any combination of one or more computer read 
able medium ( s ) may be utilized . The computer readable 
medium may be a computer readable signal medium or a 
computer readable storage medium . A computer readable 
storage medium may be , for example , but not limited to , an 
electronic , magnetic , optical , electromagnetic , infrared , or 
semiconductor system , apparatus , or device , or any suitable 
combination of the foregoing . More specific examples ( a 
non - exhaustive list of the computer readable storage 
medium would include the following : an electrical connec 
tion having one or more wires , a portable computer diskette , 
a hard disk , a random access memory ( RAM ) , a read - only 
memory ( ROM ) , an erasable programmable read - only 
memory ( EPROM or Flash memory ) , an optical fiber , a 
portable compact disc read - only memory ( CD - ROM ) , an 
optical storage device , a magnetic storage device , or any 
suitable combination of the foregoing . In the context of this 
document , a computer readable storage medium may be any 
tangible medium that can contain , or store a program for use 
by or in connection with an instruction execution system , 
apparatus , or device . 

[ 0117 ] Aspects of the present disclosure are described 
above with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) and computer 
program products according to embodiments of the disclo 
sure . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer program instructions . 
These computer program instructions may be provided to a 
processor of a general purpose computer , special purpose 
computer , or other programmable data processing apparatus 
to produce a machine . The instructions , when executed via 
the processor of the computer or other programmable data 
processing apparatus , enable the implementation of the 
functions / acts specified in the flowchart and / or block dia 
gram block or blocks . Such processors may be , without 
limitation , general purpose processors , special - purpose pro 
cessors , application - specific processors , or field - program 
mable gate arrays . 
[ 0118 ] The flowchart and block diagrams in the figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods and computer 
program products according to various embodiments of the 
present disclosure . In this regard , each block in the flowchart 
or block diagrams may represent a module , segment , or 
portion of code , which comprises one or more executable 
instructions for implementing the specified logical function 
( s ) . It should also be noted that , in some alternative imple 
mentations , the functions noted in the block may occur out 
of the order noted in the figures . For example , two blocks 
shown in succession may , in fact , be executed substantially 
concurrently , or the blocks may sometimes be executed in 
the reverse order , depending upon the functionality 
involved . It will also be noted that each block of the block 
diagrams and / or flowchart illustration , and combinations of 
blocks in the block diagrams and / or flowchart illustration , 
can be implemented by special purpose hardware - based 
systems that perform the specified functions or acts , or 
combinations of special purpose hardware and computer 
instructions . 
[ 0119 ] While the preceding is directed to embodiments of 
the present disclosure , other and further embodiments of the 
disclosure may be devised without departing from the basic 
scope thereof , and the scope thereof is determined by the 
claims that follow . 
What is claimed is : 
1 . A method for organizing meeting content , comprising : 
generating , from a set of available meetings , a thread 

comprising a collection of related meetings that share 
one or more attributes ; 

aggregating data for the related meetings , wherein the 
data comprises metadata for the related meetings and 
terms included in recordings of the related meetings ; 
and 

outputting at least a portion of the aggregated data within 
a summary of the thread . 

2 . The method of claim 1 , further comprising : 
receiving a query comprising a search term ; 
generating , based on the aggregated data , search results 

that match the search term and relevance scores for the 
search results ; 

generating a ranking of the search results based on the 
relevance scores ; and 



US 2019 / 0074987 A1 Mar . 7 , 2019 

aggregating data for the related meetings , wherein the 
data comprises metadata for the related meetings and 
terms included in recordings of the related meetings ; 
and 

outputting , based on a ranking , at least a portion of the 
search results in a response to the query . 

3 . The method of claim 2 , wherein the search results are 
generated from indexes comprising the terms included in the 
recordings and locations of the terms in the recordings . 

4 . The method of claim 2 , wherein the relevance scores 
are generated based on at least one of a term frequency 
inverse document frequency ( tf - idf ) and threads associated 
with the set of search results . 

5 . The method of claim 2 , wherein the search results 
comprise at least one of a snippet of a recording , a transcript 
of the snippet , and a highlight in a meeting . 

6 . The method of claim 1 , further comprising : 
analyzing the aggregated data for insights associated with 

the related meetings ; and 
outputting the insights with the summary . 
7 . The method of claim 6 , wherein the insights comprise 

at least one of an inquisitiveness , a quantitativeness , a 
sentiment , a topic , a theme , and an entity . 

8 . The method of claim 1 , wherein generating the thread 
comprising the collection of related meetings that share the 
one or more attributes comprises : 

detecting topics found in the set of available meetings ; 
and 

generating the collection of related meetings to share one 
or more of the topics . 

9 . The method of claim 1 , wherein generating the thread 
comprising the collection of related meetings that share the 
one or more attributes comprises : 

applying a clustering technique to the one or more attri 
butes to identify a group of related users ; and 

generating the collection of related meetings to share the 
group of related users as attendees . 

10 . The method of claim 1 , wherein generating the thread 
comprising the collection of related meetings that share the 
one or more attributes comprises obtaining the one or more 
attributes from a user . 

11 . The method of claim 1 , wherein aggregating the data 
for the related meetings under the thread comprises : 

generating importance scores for snippets of voice activ 
ity in the recordings based on content of the snippets 
and contexts associated with the snippets ; 

ranking the snippets based on the importance scores ; and 
selecting , based on the ranking , a subset of the snippets 

for inclusion in the summary . 
12 . The method of claim 11 , wherein aggregating the data 

for the related meetings under the collection further com 
prises : 

merging adjacent snippets in a recording when a temporal 
separation between the adjacent snippets falls below a 
threshold . 

13 . The method of claim 1 , wherein the metadata com 
prises at least one of a title , a location , a description , an 
agenda , a time , a duration , a list of participants , an inviter , 
an organizer , a domain name , a tag , and a label . 

14 . One or more non - transitory computer readable media 
storing instructions that , when executed by one or more 
processors , cause the one or more processors to perform the 
steps of : 

generating , from a set of available meetings , a thread 
comprising a collection of related meetings that share 
one or more attributes ; 

outputting at least a portion of the aggregated data within 
a summary of the thread . 

15 . The one or more non - transitory computer readable 
media of claim 14 , wherein the steps further comprise : 

receiving a query comprising a search term ; 
generating , based on the aggregated data , search results 

that match the search term and relevance scores for the 
search results ; 

generating , based on the relevance scores , a ranking of the 
search results ; and 

outputting at least a portion of the ranking in a response 
to the query . 

16 . The one or more non - transitory computer readable 
media of claim 15 , wherein the relevance scores are gener 
ated based on at least one of a term frequency - inverse 
document frequency ( tf - idf ) and threads associated with the 
set of search results . 

17 . The one or more non - transitory computer readable 
media of claim 14 , wherein generating the thread compris 
ing the collection of related meetings that share the one or 
more attributes comprises : 

detecting topics found in the set of available meetings ; 
and 

generating the collection of related meetings to share one 
or more of the topics . 

18 . The one or more non - transitory computer readable 
media of claim 14 , wherein generating the thread compris 
ing the collection of related meetings that share the one or 
more attributes comprises : 

applying a clustering technique to the one or more attri 
butes to identify a group of related users ; and 

generating the collection of related meetings to share the 
group of related users as attendees . 

19 . The one or more non - transitory computer readable 
media of claim 14 , wherein aggregating the data for the 
related meetings under the thread comprises : 

generating importance scores for snippets of voice activ 
ity in the recordings based on the content of the 
snippets and contexts associated with the snippets ; 

ranking the snippets by the importance scores ; and 
selecting , based on the ranking , at least a subset of the 

snippets for inclusion in the summary . 
20 . A system , comprising : 
one or more memory units that stores instructions , and 
one or more processors that are coupled to the one or more 
memory units and , when executing the instructions , are 
configured to : 
generate , from a set of available meetings , a thread 

comprising a collection of related meetings that 
share one or more attributes ; 

aggregate data for the related meetings , wherein the 
data comprises metadata for the related meetings and 
terms included in recordings of the related meetings ; 
and 

output at least a portion of the aggregated data within 
a summary of the thread . 


