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METHOD FOR PERFORMING STORAGE
CONTROL IN A STORAGE SERVER,
ASSOCIATED MEMORY DEVICE AND
MEMORY CONTROLLER THEREOF, AND
ASSOCIATED STORAGE SERVER

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation application and
claims the benefit of U.S. Non-provisional application Ser.
No. 16/296,161, which was filed on Mar. 7, 2019, and is
included herein by reference. In addition, the U.S. Non-
provisional application Ser. No. 16/296,161 claims the ben-
efit of U.S. provisional application No. 62/715,229, which
was filed on Aug. 6, 2018.

BACKGROUND OF THE INVENTION

1. Field of the Invention

[0002] The present invention is related to data storage, and
more particularly, to a method and apparatus for performing
storage control in a storage server, for example, a Redundant
Array of Independent Disks (RAID) of the storage server
may be implemented as an all flash array.

2. Description of the Prior Art

[0003] When a conventional RAID is implemented with
Solid State Drives (SSDs), the write amplification index
(WAI) is high, especially in all flash array storage server. For
example, three data sets may be protected by two parity-
code sets, and an operation of writing a data set may need
three read operations and three write operations in the
conventional RAID to guarantee that the conventional RAID
can operate properly, where the WALI thereof is three. As the
management of accessing the Flash memory in each of the
SSDs is complicated, the WAI thereof may reach two. As a
result, the overall WAI of the system may be the product of
the two WAIs mentioned above, such as six (i.e. WAI=0).
Thus, a novel method and associated architecture are needed
for solving the problems without introducing any side effect
or in a way that is less likely to introduce a side effect.

SUMMARY OF THE INVENTION

[0004] It is therefore an objective of the present invention
to provide a method and apparatus for performing storage
control in a storage server, in order to solve the above-
mentioned problems.

[0005] It is another objective of the present invention to
provide a method and apparatus for performing storage
control in a storage server, in order to achieve an optimal
performance without introducing a side effect or in a way
that less likely to introduce a side effect.

[0006] At least one embodiment of the present invention
provides a method for performing storage control in a
storage server, wherein the method is applied to the storage
server. The method may comprise: regarding any memory
device of a plurality of memory devices installed at the
storage server, assigning a channel of multiple channels
within the memory device for access control corresponding
to a thread of a plurality of threads running on the storage
server, wherein the storage server configures the plurality of
memory devices to form a Redundant Array of Independent
Disks (RAID) of the storage server; and during storing a
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series of logical access units (LAUSs) into the RAID, writing
information into respective sets of pages of the plurality of
memory devices as pages in a LAU of the series of LAUs
according to a predetermined arrangement rule, to make the
respective sets of pages be sequentially written into the
plurality of memory devices respectively with aid of the
assignment of the channel of the multiple channels to the
thread.

[0007] At least one embodiment of the present invention
provides a memory controller of the memory device for
controlling operations of the memory device according to
the method mentioned above, wherein the memory device
may comprise the memory controller and a non-volatile
(NV) memory, and the NV memory may comprise a plu-
rality of sets of NV memory elements respectively corre-
sponding to the multiple channels. The memory controller is
arranged to perform access operations on the plurality of sets
of NV memory elements through the multiple channels,
respectively. More particularly, the memory controller is
arranged to assign the channel of the multiple channels as a
dedicated channel for the thread.

[0008] At least one embodiment of the present invention
provides the memory device that operates according to the
method mentioned above. The memory device may com-
prise a NV memory which comprises a plurality of sets of
NV memory elements respectively corresponding to the
multiple channels, and may further comprise a memory
controller that is arranged to control operations of the
memory device, wherein the memory controller performs
access operations on the plurality of sets of NV memory
elements through the multiple channels, respectively.
[0009] At least one embodiment of the present invention
provides the storage server that operates according to the
method mentioned above. The storage server may comprise
an interface circuit that is arranged to install the plurality of
memory devices, and may further comprise a processing
circuit that is arranged to control operations of the storage
server. During storing the series of LAUs into the RAID, the
processing circuit writes the information into the respective
sets of pages of the plurality of memory devices as the pages
in the LAU of the series of LAUs according to the prede-
termined arrangement rule, to make the respective sets of
pages be sequentially written into the plurality of memory
devices respectively with the aid of the assignment of the
channel of the multiple channels to the thread.

[0010] The present invention method and associated appa-
ratus can guarantee that the storage server can operate
properly in various situations. For example, the method
provides multiple control schemes for storage control, to
enhance the performance of the storage server. In compari-
son with the related art, the storage server implemented
according to the present invention can have better perfor-
mance and much smaller WAI, where the overall WAI
thereof may be two.

[0011] These and other objectives of the present invention
will no doubt become obvious to those of ordinary skill in
the art after reading the following detailed description of the
preferred embodiment that is illustrated in the various fig-
ures and drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 1 is a diagram of a storage server according to
an embodiment of the present invention.
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[0013] FIG. 2 illustrates an example of RAID access
corresponding to multiple threads.

[0014] FIG. 3 illustrates an example of assigning one of
multiple channels within the memory device for access
control corresponding to one thread.

[0015] FIG. 4 illustrates some logical access units (LAUSs)
in the RAID of the storage server according to an embodi-
ment of the present invention.

[0016] FIG. 5 illustrates some mapping relationships
between different types of addresses related to the RAID of
the storage server according to an embodiment of the present
invention.

[0017] FIG. 6 illustrates some implementation details
regarding internal management of the memory device shown
in FIG. 3 according to an embodiment of the present
invention.

[0018] FIG.7 illustrates some sequential operations within
the memory device shown in FIG. 3 according to an embodi-
ment of the present invention.

[0019] FIG. 8 illustrates some mapping relationships
between Usable Physical Block Addresses (U_PBAs) and
Flash Physical Block Addresses (F_PBAs) according to an
embodiment of the present invention.

[0020] FIG. 9 is a working flow of a method for perform-
ing storage control in a storage server according to an
embodiment of the present invention.

DETAILED DESCRIPTION

[0021] Embodiments of the present invention provide a
method and apparatus for performing storage control in a
storage server, and the apparatus may comprise at least one
portion (e.g. a portion or all) of the storage server. For
example, the apparatus may comprise a portion of the
storage server (e.g. a processing circuit running program
modules corresponding to the method, an associated Redun-
dant Array of Independent Disks (RAID) within the storage
server, a memory device of the RAID, and/or a memory
controller within the memory device). In another example,
the apparatus may comprise the memory device. In another
example, the apparatus may comprise the whole of the
storage server.

[0022] FIG. 1 is a diagram of a storage server 100 accord-
ing to an embodiment of the present invention. The storage
server 100 may comprise a processing circuit 110 (e.g. at
least one processor and associated circuits such as Random
Access Memory (RAM), bus, etc.) for controlling operations
of the storage server 100, an interface circuit 121 such as a
network interface circuit for coupling the storage server 100
to at least one network, and another interface circuit 122 for
coupling storage or memory devices (e.g. one or more Hard
Disk Drive (HDDs) and/or one or more Solid State Drives
(SSDs)) at the storage server 100. For example, the storage
or memory devices may comprise a storage device 130
utilized as a system disk of the storage server 100, and a set
of memory devices such as N memory devices Disk(0),
Disk(1), . . ., and Disk(N-1). According to this embodiment,
the processing circuit 110 running program modules 110P
may be arranged to control operations of the storage server
100 according to the method, the interface circuit 121 such
as the network interface circuit may be arranged to provide
wired or wireless network connections, and the interface
circuit 122 may conform to a specific specification (e.g. any
of Serial Advanced Technology Attachment (Serial ATA, or
SATA) specification, Peripheral Component Interconnect
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(PCI) specification, Peripheral Component Interconnect
Express (PCle) specification, etc.), and may perform com-
munications according to the specific specification. In addi-
tion, the processing circuit 110 running the program mod-
ules 110P may access the storage device 130 and the
memory devices Disk(0), Disk(1), . . . , and Disk(N-1)
through the interface circuit 122, and may configure the
memory devices Disk(0), Disk(1), . . . , and Disk(N-1) to
form a RAID of the storage server 100. For better compre-
hension, the storage server 100 and the associated circuits/
modules/devices in the architecture shown in FIG. 1 (e.g. the
processing circuit 110 running the program modules 110P,
the RAID, and any of the memory devices Disk(0), Disk(1),

., and Disk(N-1)) may be taken as examples of the
aforementioned storage server and the associated circuits/
modules/devices thereof (e.g. the processing circuit running
program modules corresponding to the method, the associ-
ated RAID within the storage server, and the memory
device), respectively.

[0023] As shown in FIG. 1, the program modules 110P
may comprise various types of modules/sub-modules, such
as Storage Work and its sub-modules, Networking, Health
Monitoring, User/Administration (Admin.) Control, and
Failover, and the Storage Work may comprise Volume
Control 114 (which may comprise Snapshot, Quality of
Service (QoS), and Data Type Services including Block, File
System, and Object for providing services of the respective
data types of block, file system, and object), Deduplication
(Dedupe) 113, Data Buffer 112 (which may comprise Cach-
ing and Compress), and Flash Array Control 111, where the
names of these modules/sub-modules may indicate the
related functions thereof, respectively.

[0024] FIG. 2 illustrates an example of RAID access
corresponding to multiple threads running on the storage
server 100. A thread can be deemed as the smallest sequence
of programmed instructions that can be managed indepen-
dently by a scheduler. For better comprehension, assume
that N=5, and the memory devices Disk(0), Disk(1), ..., and
Disk(N-1) may comprise the memory devices Disk(0),
Disk(1), . . . , and Disk(4), but the present invention is not
limited thereto. When multiple threads such as the threads
{Th(0), ..., Th(7)} are running on the processing circuit 110
to access the RAID, each of the threads {Th(0), . . ., Th(7)}
typically accesses all of the memory devices Disk(0), Disk
(1), . . ., and Disk(4). As a result, each of the memory
devices Disk(0), Disk(1), . . ., and Disk(4) may be accessed
by all of the threads {Th(0), . . . , Th(7)}. The present
invention method and apparatus can control access opera-
tions properly to achieve optimal performance in various
situations, respectively. More details will be illustrated
below.

[0025] FIG. 3 illustrates an example of assigning one of
multiple channels such as the channels {Ch(0), . . .,
Ch(M-1)} within the memory device 300 for access control
corresponding to one thread. For better comprehension,
assume that M=8, and the channels {Ch(0), . . ., Ch(M-1)}
may comprise the channels {Ch(0), . . . , Ch(7)}, but the
present invention is not limited thereto. The memory device
300 may be taken as an example of any memory device
Disk(n) within the memory devices Disk(0), Disk(1), . . .,
and Disk(N-1), where the notion “n” may represent an
integer in the interval [0, N-1]. According to this embodi-
ment, the memory device 300 may comprise a memory
controller 310 for controlling operations of the memory
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device 300, and may further comprise a non-volatile (NV)
memory 320 (e.g. a Flash memory) for storing data. For
example, the NV memory 320 may comprise one or more
NV memory elements (e.g. one or more Flash memory dies,
or one or more Flash memory chips), such as a plurality of
sets of NV memory elements respectively corresponding to
the channels {Ch(0), . . . , Ch(M-1)} (e.g. M=8). The
memory controller 310 may control the operations of the
memory device 300 according to the method of the present
invention, to perform access operations (e.g. reading or
writing) on the plurality of sets of NV memory elements
through the channels {Ch(0), . . . , Ch(M-1)}, respectively.
More particularly, the memory controller 310 may assign
any channel Ch(m) of the channels {Ch(0), . . ., Ch(M-1)}
(e.g. the notion “m” may represent an integer in the interval
[0, M-1]) as a dedicated channel for a thread such as the
thread Th(m). For example, in a situation where m=0, the
memory controller 310 may assign the channel Ch(0) to the
thread Th(0), and may also assign the associated set of NV
memory elements (e.g. the set of NV memory elements
corresponding to the channel Ch(0), such as that controlled
through the Chip Enable (CE) signals {CE0, CE1, ..., CE7}
of the channel Ch(0)) to the thread Th(0). The value of m
may vary, and the rest may be deduced by analogy. Simi-
larly, in a situation where m=7, the memory controller 310
may assign the channel Ch(7) to the thread Th(7), and may
also assign the associated set of NV memory elements (e.g.
the set of NV memory elements corresponding to the chan-
nel Ch(7), such as that controlled through the Chip Enable
(CE) signals {CEO, . . ., CE1, CE7} of the channel Ch(7))
to the thread Th(7). Please note that one channel can be
assigned for two or more threads, as long as the channel is
assigned for the dedicate thread(s). Similarly, one or more
channels can be assigned for one thread. In addition, the
mapping between threads and channel can be dynamically
set under requirements.

[0026] FIG. 4 illustrates some logical access units (LAUSs)
in the RAID of the storage server 100 according to an
embodiment of the present invention. For better compre-
hension, assume that N=5 (e.g. there are the memory devices
Disk(0), Disk(1), Disk(2), Disk(3), and Disk(4) in the
RAID), and the size of a LAU and the associated sizes of
blocks, pages, etc. in the memory device 300 may be equal
to some predetermined values, respectively (e.g. the LAU
may comprise (12*N) pages with 12 pages per disk in the
LAU, a Single Level Cell (SLC) block may comprise 3
pages, and a Quadruple Level Cell (QLC) block may com-
prise 12 pages), but the present invention is not limited
thereto.

[0027] According to this embodiment, the processing cir-
cuit 110 (e.g. the Flash Array Control 111 running thereon)
may control the RAID to store multiple pages of data (e.g.
D1, D2, D3, D4, D5, D6, etc.) subsequently and associated
pages of parity-codes (e.g. P1, Q1, P2, Q2, etc.), and to
protect three pages of data sets (e.g. D1, D2, and D3) in the
memory devices Disk(0), Disk(1), and Disk(2) with two
pages of parity-codes (e.g. P1 and Q1) in the memory
devices Disk(3) and Disk(4). For example, the processing
circuit 110 (e.g. the Flash Array Control 111 running
thereon) may write three pages of data sets in a specific row
within the rows of pages shown in FIG. 4 (e.g. D1, D2, and
D3 of the first row of pages) into the RAID and generate two
pages of parity-codes (e.g. P1 and Q1) according to the three
pages of data sets in the specific row by utilizing respective

Mar. 18, 2021

Error Correction Code (ECC) encoding methods, and write
the two pages of parity-codes corresponding to the specific
row (e.g. P1 and Q1) into the RAID. More particularly, the
processing circuit 110 (e.g. the Flash Array Control 111
running thereon) may perform similar operations on other
rows (e.g. the next row and the subsequent rows, such as that
within the rows of pages shown in FIG. 4) to sequentially
write the other rows into the RAID, and therefore may store
a series of LAUs {LAU(0), LAU(1), . . . } into the RAID,
but the present invention is not limited thereto.

[0028] In addition, when writing the pages in the series of
LAUs into the RAID, the processing circuit 110 (e.g. the
Flash Array Control 111 running thereon) may record rela-
tionships between System Logic Block Addresses (S_LBAs)
and Disk Pseudo Physical Page Addresses (D_P_PPAs) for
the pages, respectively. For example, at least one upper layer
of the Flash Array Control 111 (e.g. one or more upper
layers, such as the Data Buffer 112, the Dedupe 113, and/or
the Volume Control 114) may send the S_L.BAs to the Flash
Array Control 111 to ask for accessing information at the
S_LBAs, respectively, and the Flash Array Control 111 may
assign the D_P_PPAs (e.8. {Py 0. P, 0 P2, 0, P30, P4, o} {Po,
1, Py 4. Py oy, Pao g, Py 5}, ete) to corresponding memory
devices for accessing the pages at the D_P_PPAs within the
RAID, where the Flash Array Control 111 may perform
these operations in a Redirect-On-Write (ROW) manner, but
the present invention is not limited thereto. Please refer to
FIG. 4. For better comprehension, the D_P_PPAs {P, ,, P,
0, Py 0. Ps 0, Py o} {Po, 1- Py, 1 Po, 1o Py 1, Py i}, ete. are
illustrated next to the rows of data and parity pages {D1, D2,
D3, P1, Q1}, {D4, D5, D6, P2, Q2}, etc. with the notation
“@” in FIG. 4, respectively, to indicate that these pages are
stored at the {P_ o, Py, 0, P 0s Ps, 0, Pa, ofs {Po, 1> Py, 15 Pa,
1,P5 1, P, }, etc., respectively. For example, the processing
circuit 110 (e.g. the Flash Array Control 111 running
thereon) may record the relationships between the S_LBAs
of the pages {{D1, D2, D3, P1, Q1}, {D4, D5, D6, P2, Q2},
... }and the D_P_PPAs {{P; 0. P, 4, P5 0; P, 0. P4 0}s {Po.
L, Py ,Py 1 Py 1 P, ), ...} inat least one S_LBA-to-
D_P_PPA table (e.g. one or more S_LBA-to-D_P_PPA
tables).

[0029] According to some embodiments, the aforemen-
tioned at least one S_L.BA-to-D_P_PPA table may comprise
a single S_LBA-to-D_P_PPA table, where the single
S_LBA-to-D_P_PPA table may be arranged to store all of
the relationships between the S_LBAs of the pages {{Dl,
D2, D3, P1, Q1}, {D4, D5, D6, P2, Q2}, . . . } and the
D_P_PPAs {{Po, 0 Pl, 0 Pz, 0’ P3, 0 P4, o}s {Po, 1» Pl, 1» Pz,
1, P3, s P4, 1}, . }

[0030] According to some embodiments, the aforemen-
tioned at least one S_L.BA-to-D_P_PPA table may comprise
a main S_LLBA-to-D_P_PPA table comprising a set of
S_LBA-to-D_P_PPA sub-tables respectively corresponding
to the memory devices Disk(0), Disk(1), Disk(2), Disk(3),
and Disk(4), where each S_LBA-to-D_P_PPA sub-table of
the set of S_LBA-to-D_P_PPA sub-tables may be arranged
to store a portion of the relationships between the S_L.BAs
of the pages {{D1, D2, D3, P1, Q1}, {D4, D5, D6, P2, Q2},
... }and the D_P_PPAs {{P, ,P; 4,P5 0,P3 0. P4 o} {Po,
1, P, ,Ps 1, P51, Py 1}, ...}, such as that corresponding
to one of the memory devices Disk(0), Disk(1), Disk(2),
Disk(3), and Disk(4), but the present invention is not limited
thereto.
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[0031] FIG. 5 illustrates some mapping relationships
between different types of addresses related to the RAID of
the storage server 100 according to an embodiment of the
present invention. Regarding each channel (e.g. the channel
Ch(m)), the processing circuit 110 running the Flash Array
Control 111 may record the relationships between the
S_LBAs { S_LBA(D1), S_LBA(D2), S_LBA(D3), S_LBA
(P1), S_LLBA(Q1), S_LBA(D4), . .. } of the pages {D1, D2,
D3,P1,Q1, D4, .. . } and the D_P_PPAs {P, o, P, (, P,
0, Ps. 0o Py os Po 15 - - . }, and may translate between the
S_LBAs {S_LBA(D1), S_LBA(D2), S_LBA(D3), S_LBA
(P1), S_LBA(Q1), S_LLBA(D4), . . . } and the D_P_PPAs
{Po. 0 P1. 0 P2, 0> P3. 0 Py 05 Py, 15 - - - } to access the disk
layer (e.g. the memory devices Disk(0), Disk(1), Disk(2),
Disk(3), and Disk(4)). For better comprehension, the
S_LBA-to-D_P_PPA table shown around the lower left
corner of FIG. 5 may be taken as an example of the single
S_LBA-to-D_P_PPA table mentioned above, and the series
of S_LBA-to-D_P_PPA tables shown in the right half of
FIG. 5 and the combination thereof may be taken as
examples of the set of S_LBA-to-D_P_PPA sub-tables and
the main S_LBA-to-D_P_PPA table mentioned above,
respectively, but the present invention is not limited thereto.

[0032] According to some embodiments, the processing
circuit 110 running the Flash Array Control 111 may obtain
the respective table contents of the series of S_LBA-to-D_
P_PPA tables shown in the right half of FIG. 5 from the
S_LBA-to-D_P_PPA table shown around the lower left
corner of FIG. 5, to generate the S_LBA-to-D_P_PPA
sub-table corresponding to the memory device Disk(n), such
as the 07 S_LBA-to-D_P_PPA table for the memory device
Disk(0) (e.g. n=0), the 1™ S_LBA-to-D_P_PPA table for the
memory device Disk(1) (e.g. n=1), etc. within the series of
S_LBA-to-D_P_PPA tables. Please note that, in the n”
S_LBA-to-D_P_PPA table for the memory device Disk(n),
the Pseudo Physical Page Addresses (P_PPAs) within the
D_P_PPAs {P, o, P, 1, P, 5 ...} can be sequentially
arranged, and these P_PPAs may correspond to the second-
ary indexes {0, 1, 2, . .. } in the subscript of the notations
of the D_P_PPAs {P, ,,P, |,P, ,, ...} Asshowninthe
rectangles depicted with dashed lines in FIG. 5, the sequence
of the secondary indexes {0, 1, 2, . . . } in the subscript of
{Po, 0s Py, 1> Py, 5, - - . } (for n=0) and the sequence of the
secondary indexes {0, 1, 2, . . . } in the subscript of {P, ,
P, |,P, , ...} (for n=1) may indicate that the P_PPAs
within the D_P_PPAs {P, |, P, ,, ...} (e.g. n=0, 1, etc.)
can be sequentially arranged. Therefore, the processing
circuit 110 running the Flash Array Control 111 can perform
sequential access control on the memory device Disk(n) in
the RAID when accessing the memory device Disk(n).

[0033] FIG. 6 illustrates some implementation details
regarding internal management of the memory device 300
shown in FIG. 3 according to an embodiment of the present
invention. As shown around the upper left of FIG. 6, any
D_P_PPAofthe D_P_PPAs {P, ,,P, 1. P, » ...} (e.g.n=0,
1, etc.) may comprise a disk number (Disk#), a block
number (Block#), and a page number (Page#), and the
P_PPA in the D_P_PPA may comprise the block number
(Block#) and the page number (Page#). For example, the
D_P_PPA may comprise a plurality of bits, where the disk
number (Disk#), the block number (Block#), and the page
number (Page#) may comprise the most significant bit
(MSB), the secondary or higher bits, and the remaining or
the lower bits, respectively, but the present invention is not
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limited thereto. According to this embodiment, regarding
each channel (e.g. the channel Ch(m)), the memory control-
ler 310 may obtain P_PPA block numbers (P_PPA Block#)
(e.g. the block numbers (Block#) within the P_PPAs of the
D_P PPAs {P, (.P, |,P, ,, ...} from the D_P_PPAIP
{P.. 0> P, 1; Po, 2 . . . }, and may record the relationships
between the P_PPA block numbers (P_PPA Block#) and
Usable Physical Block Addresses (U_PBAs) into a block-
based mapping table such as that shown in FIG. 6, and more
particularly, and may also record the associated block type
of each of the blocks whose P_PPA block numbers are
recorded. For example, the memory controller 310 may
obtain the P_PPA block numbers {Al, A2, A3, Ad, A5, A6,
A7, A8, . . . } from the associated D_P_PPA such as that
shown around the left-hand side of the corresponding row of
table contents of the block-based mapping table, and may
record the P_PPA block numbers {A1, A2, A3, Ad, A5, A6,
A7, A8, . ..}, the block type (e.g. “S” which may stand for
SLC block), and the U_PBAs {U_PBA(A1), U_PBA(A2),
U_PBA(A3), U_PBA(A4), U_PBA(A5), U_PBA(A6),
U_PBA(A7), U_PBA(AS8), . . . }, to indicate the relation-
ships between the P_PPA block numbers (P_PPA Block#)
and the U_PBAs. The memory controller 310 may collect
information from SLC blocks into QLC blocks for better
accessing performance. For example, certain data D sent
from the processing circuit 110 shall be stored into the
memory devices. The data D shall be stored into the SL.C
blocks of a memory first, and then the memory controller
310 may copy the data D in the SLC blocks into a QLC
block later. The memory controller 310 may update the
block-based mapping table, and more particularly, may
record the block type (e.g. “Q” which may stand for QLC
block), and the U_PBAs {U_PBA(A1l), U_PBA(A2),
U_PBA(A3), U_PBA(A4), U_PBA(AS), U_PBA(A6),
U_PBA(A7), U_PBA(A8), . . . }, to indicate the latest
relationships between the P_PPA block numbers (P_PPA
Block#) and the U_PBAs.

[0034] FIG. 7 illustrates some sequential accessing opera-
tions (e.g. write operations and erase operations) within the
memory device 300 shown in FIG. 3 according to an
embodiment of the present invention. Regarding each chan-
nel (e.g. the channel Ch(m)), the memory controller 310 may
sequentially write the pages (e.g. the data and parity pages)
into SL.C blocks, and may sequentially perform compression
by collecting information from the SL.C blocks into QLC
blocks, and more particularly, may sequentially erase the
SLC blocks after the compression (collecting), where write
operations (e.g. writing into the SLC blocks) and erase
operations (e.g. erasing the SL.C blocks) can be performed
sequentially in respective cycles. In addition, the memory
controller 310 may sequentially write the information col-
lected from the SLC blocks into the QLC blocks, and may
sequentially perform compression trigged by the memory
controller 310 on the QLC blocks, and more particularly,
may sequentially erase the QLC blocks after the compres-
sion trigged by the memory controller 310, where write
operations (e.g. writing into the QLC blocks) and erase
operations (e.g. erasing the QLC blocks) can be performed
sequentially in respective cycles. As there are multiple
threads that are respectively assigned to dedicate channels of
the disks, access operations corresponding to the threads
typically make the data uniformly written into the set of NV
memory elements corresponding to the channel Ch(m), and
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sequential control is indeed workable based on the present
invention method and apparatus.

[0035] FIG. 8 illustrates some mapping relationships
between U_PBAs and Flash Physical Block Addresses
(F_PBAs) according to an embodiment of the present inven-
tion. As there may be some bad blocks (labeled “X” for
better comprehension), the memory controller 310 may
record the mapping relationships between the U_PBAs and
F_PBAs, and use the usable blocks according to the
U_PBAs. In addition, the memory controller 310 may
arrange the usable blocks into a data region and a spare
region. For example, the memory controller 310 may utilize
the blocks in the data region to store user data, and may
utilize the blocks in the spare region to perform internal
management, but the present invention is not limited thereto.
[0036] According to some embodiments, regarding a first
thread (e.g. one of the threads {Th(0), . . . , Th(7)}), when
the upper layer ask for writing first information at a S_LBA,
the Flash Array Control 111 may translate the S_LBA into a
D_P_PPA and send a host write command and the D_P_PPA
to the disk layer (e.g. the memory devices Disk(0), Disk(1),
Disk(2), Disk(3), and Disk(4)). Taking the memory device
300 as an example of the memory device Disk(n) within the
memory devices Disk(0), Disk(1), . . ., and Disk(N-1) (e.g.
N=5), the memory controller 310 may obtain a P_PPA from
the D_P_PPA and send an operation command such as a
write command to the NV memory 320, to write the first
information at the P_PPA in a channel corresponding to the
first thread within the NV memory 320. For example, the
memory controller 310 may translate the D_P_PPA into a
U_PBA and translate the U_PBA into a F_PBA to write the
first information into the corresponding page(s) at the
F_PBA, but the present invention is not limited thereto.
[0037] Inaddition, regarding a second thread (e.g. another
of the threads {Th(0), . . ., Th(7)}), when the upper layer ask
for writing second information at a S_L.BA, the Flash Array
Control 111 may translate the S_L.BA into a D_P_PPA and
send a host write command and the D_P_PPA to the disk
layer (e.g. the memory devices Disk(0), Disk(1), Disk(2),
Disk(3), and Disk(4)). Taking the memory device 300 as an
example of the memory device Disk(n) within the memory
devices Disk(0), Disk(1), . . ., and Disk(N-1) (e.g. N=5), the
memory controller 310 may obtain a P_PPA from the
D_P_PPA and send an operation command such as a write
command to the NV memory 320, to write the second
information at the P_PPA in a channel corresponding to the
second thread within the NV memory 320. For example, the
memory controller 310 may translate the D_P_PPA into a U
PBA and translate the U_PBA into a F_PBA to write the
second information into the corresponding page(s) at the
F_PBA, but the present invention is not limited thereto.
[0038] According to some embodiments, when the upper
layer ask for reading information (e.g. the first information,
the second information, etc.) at a S_LLBA, the Flash Array
Control 111 and the memory controller 310 may perform
address translation operations in a similar way, respectively.
For brevity, similar descriptions for these embodiments are
not repeated in detail here.

[0039] FIG. 9 is a working flow of the method for per-
forming storage control in the storage server according to an
embodiment of the present invention. The method can be
applied to the storage server 100 comprising the processing
circuit 110 running the program modules 110P correspond-
ing to the method, where the memory devices Disk(0),
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Disk(1), . . . , and Disk(N-1) (e.g. SSDs) may be installed
in the storage server 100 to form the RAID such as an All
Flash Array (AFA), and the processing circuit 110 running
the program modules 110P corresponding to the method may
control the operations of the storage server 100 according to
the method. For example, each memory device of the
memory devices Disk(0), Disk(1), . . ., and Disk(N-1), such
as the memory device Disk(n) mentioned above, may com-
prise a memory controller for controlling operations of the
memory device and a NV memory (e.g. a Flash memory) for
storing data, such as the memory controller 310 and the NV
memory 320 shown in FIG. 3.

[0040] In Step S10, the storage server 100 (e.g. the pro-
cessing circuit 110) may configure a plurality of memory
devices installed at the storage server 100, such as the
memory devices Disk(0), Disk(1), . . . , and Disk(N-1), to
form the RAID of storage server 100.

[0041] In Step S20, regarding the memory device Disk(n)
such as the memory device 300, the memory controller 310
may assign a channel of multiple channels within the
memory device, such as the channel Ch(m) of the channels
{Ch(0), . . ., Ch(M-1)}, for access control corresponding to
a thread of a plurality of threads running on the storage
server 100, such as the thread Th(m). Taking the memory
device 300 as an example of the memory device Disk(n), the
NV memory 320 in the memory device 300 may comprise
the plurality of sets of NV memory elements respectively
corresponding to the channels {Ch(0), . . . , Ch(M-1)},
where each set of the plurality of sets of NV memory
elements is dedicated to one of the channels {Ch(0), . . .,
Ch(M-1)}.

[0042] In Step S30, during storing the series of LAUs
{LAU(0), LAU(1), . . . } into the RAID, the storage server
100 (e.g. the processing circuit 110) may write information
into respective sets of pages of the plurality of memory
devices as the pages in a LAU of the series of LAUs
{LAU(0), LAU(1), . . . } according to a predetermined
arrangement rule such as that of the arrangement shown in
FIG. 4, to make the respective sets of pages be sequentially
written into the plurality of memory devices respectively
with aid of the assignment of the channel of the multiple
channels to the thread. For example, the respective sets of
pages may represent the respective columns of pages in the
LAU, respectively, such as the five columns of pages in one
of'the LAUs (e.g. LAU(0), LAU(1), etc.) in FIG. 4. Accord-
ing to the predetermined arrangement rule, the processing
circuit 110 may write the information to the respective
columns of pages in the LAU in turn (e.g. from the memory
device Disk(0) to the memory device Disk(4) repeatedly as
shown in FIG. 4). Taking the LAU LAU(0) as an example
of the LAU mentioned in Step S30, the information may
comprise multiple pages of data (e.g. D1, D2, D3, D4, D5,
D6, etc.) and associated pages of parity-codes (e.g. P1, Q1,
P2, Q2, etc.), and the respective columns of pages in the
LAU may comprise a first set of columns and a second set
of columns (e.g. the set of three columns at the left-hand side
and the set of two columns at the right-hand side within the
five columns of pages in this LAU) for storing the multiple
pages of data and associated pages of parity-codes, respec-
tively.

[0043] According to this embodiment, during writing a
plurality of pages of the series of LAUs {LAU(0), LAU(1),
... } into the RAID, the processing circuit 110 (e.g. the Flash
Array Control 111 running thereon) may record the relation-
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ships between the S_LLBAs and the D_P_PPAs for the
plurality of pages, respectively, for performing access con-
trol of the series of LAUs {LAU(0), LAU(1), .. . }, and may
assigning the D_P_PPAs (e.g. {Py. 0, P, 0s P2, 05 P3, 0s P4, o}
{Po, » Py, 1. P51, P51, P, ]} etc) to the corresponding
memory devices within the plurality of memory devices, for
accessing the pages at the D_P_PPAs within the RAID, and
more particularly, may record the relationships between the
S_LBAs of the pages {{D1, D2, D3, P1, Q1}, {D4, D5, D6,
P2,Q2},. ..} and the D_P_PPAs {{P, o. P, o, P, o, Ps o
P, of. {Po, 1 Pi, 4o Po o Py o Py} o }in the
aforementioned at least one S_LBA-to-D_P_PPA table,
where multiple subsets of the aforementioned at least one
S_LBA-to-D_P_PPA table may be arranged to maintain
access control respectively corresponding to the plurality of
memory devices. Regarding the memory device Disk(n)
such as the memory device 300, the memory controller 310
may perform some internal management operations of the
memory device 300, such as: parsing a P_PPA ina D_P_
PPA of the D_P_PPAs, such as that in any of the D_P_PPAs
{P.. s P, 1 Py 2y .. . } (e.g. n=0, 1, etc.) as shown in FIG.
6, to obtain a block number (Block#) from the P_PPA; and
during accessing in response to the D_P_PPA, updating the
block-based mapping table in the memory device 300
according to the block number (Block#) as shown in FIG. 6,
for performing access control corresponding to the D_P_
PPA. Thus, in response to the D_P_PPA, the memory device
300 (e.g. the memory controller 310) can accesses a page
corresponding to the D_P_PPA without referring to a page-
based mapping table.

[0044] In addition, the memory device 300 (e.g. the
memory controller 310) may perform access operations (e.g.
reading or writing) on the plurality of sets of NV memory
elements through the multiple channels such as the channels
{Ch(0), Ch(M-1)}, respectively. As the memory device 300
(e.g. the memory controller 310) assigns the channel for
access control corresponding to the thread, and as the
storage server 100 (e.g. the processing circuit 110) writes the
information according to the predetermined arrangement
rule such as that of the arrangement shown in FIG. 4, the
respective sets of pages can be sequentially written into the
plurality of memory devices respectively with the aid of the
assignment of the channel of the multiple channels to the
thread. Regarding each channel of the multiple channels,
such as the channel Ch(m), the memory device 300 (e.g. the
memory controller 310) may sequentially write certain
information pages (e.g. data pages or parity pages) into SLC
blocks such as that shown in FIG. 7, sequentially perform
compression by collecting information from the SL.C blocks
into QLC blocks such as that shown in FIG. 7, and sequen-
tially erase the SL.C blocks after the compression (e.g. this
collecting operation), and more particularly, may sequen-
tially write the information collected from the SL.C blocks
into the QLC blocks, sequentially perform compression on
the QLC blocks, and sequentially erase the QLC blocks. As
a result, writing into the SL.C blocks and erasing the SL.C
blocks can be performed sequentially in respective cycles as
illustrated with the circles in the left half of FIG. 7, and
writing into the QLC blocks and erasing the QLC blocks can
be performed sequentially in respective cycles as illustrated
with the circles in the right half of FIG. 7. For brevity,
similar descriptions for this embodiment are not repeated in
detail here.
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[0045] Those skilled in the art will readily observe that
numerous modifications and alterations of the device and
method may be made while retaining the teachings of the
invention. Accordingly, the above disclosure should be
construed as limited only by the metes and bounds of the
appended claims.
What is claimed is:
1. A method for performing storage control, comprising:
regarding any memory device of a plurality of memory
devices configured to form a Redundant Array of
Independent Disks (RAID), assigning a channel of
multiple channels within the memory device for access
control corresponding to a thread of a plurality of
threads running on a processing circuit controlling the
RAID; and

during storing a series of logical access units (LAUs) into
the RAID, writing information into respective sets of
pages of the plurality of memory devices as pages in a
LAU of the series of LAUs according to a predeter-
mined arrangement rule, to make the respective sets of
pages be sequentially written into the plurality of
memory devices respectively with aid of the assign-
ment of the channel of the multiple channels to the
thread.

2. The method of claim 1, wherein the memory device
comprises a non-volatile (NV) memory, and the NV memory
comprises a plurality of sets of NV memory elements
respectively corresponding to the multiple channels.

3. The method of claim 2, wherein each set of the plurality
of sets of NV memory elements is dedicated to one of the
multiple channels.

4. The method of claim 1, wherein the respective sets of
pages represent respective columns of pages in the LAU,
respectively; and writing the information into the respective
sets of pages of the plurality of memory devices as the pages
in the LAU of the series of LAUs according to the prede-
termined arrangement rule comprises:

according to the predetermined arrangement rule, writing

the information to the respective columns of pages in
the LAU in turn.

5. The method of claim 4, wherein the information
comprises multiple pages of data and associated pages of
parity-codes, and the respective columns of pages in the
LAU comprise a first set of columns and a second set of
columns for storing the multiple pages of data and associ-
ated pages of parity-codes, respectively.

6. The method of claim 1, further comprising:

during writing a plurality of pages of the series of LAUs

into the RAID, recording relationships between System
Logic Block Addresses (S_LLBAs) and Disk Pseudo
Physical Page Addresses (D_P_PPAs) for the plurality
of pages, respectively, for performing access control of
the series of LAUs. The method of claim 6, further
comprising:

assigning the D_P_PPAs to corresponding memory

devices within the plurality of memory devices, for
accessing the pages at the D_P_PPAs within the RAID.

8. The method of claim 6, further comprising:

recording the relationships between the S_T.BAs of the

pages and the D_P_PPAs in at least one S_L.BA-to-D_
P_PPA table, wherein multiple subsets of the at least
one S_LBA-to-D_P_PPA table are arranged to main-
tain access control respectively corresponding to the
plurality of memory devices.
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9. The method of claim 6, further comprising:

performing internal management operations of the

memory device, wherein the internal management

operations comprises:

parsing a Pseudo Physical Page Addresses (P_PPA) in
a D_P PPA of the D_P_PPAs to obtain a block
number from the P_PPA; and

during accessing in response to the D_P_PPA, updating
a block-based mapping table in the memory device
according to the block number, for performing
access control corresponding to the D_P_PPA.

10. The method of claim 9, wherein in response to the
D_P_PPA, the memory device accesses a page correspond-
ing to the D_P_PPA without referring to a page-based
mapping table.

11. The method of claim 1, further comprising:
regarding each channel of the multiple channels, sequen-
tially writing into Single Level Cell (SLC) blocks.

12. The method of claim 11, further comprising:

regarding said each channel of the multiple channels,

sequentially performing compression by collecting
information from the SL.C blocks into Quadruple Level
Cell (QLC) blocks.

13. The method of claim 12, further comprising:

regarding said each channel of the multiple channels,

sequentially writing the information collected from the
SLC blocks into the QLC blocks.

14. The method of claim 13, further comprising:

regarding said each channel of the multiple channels,

sequentially performing compression on the QLC
blocks.

15. The method of claim 13, further comprising:

regarding said each channel of the multiple channels,

sequentially erasing the QLC blocks, wherein writing
into the QLC blocks and erasing the QLC blocks are
performed sequentially in respective cycles.

16. The method of claim 11, further comprising:

regarding said each channel of the multiple channels,

sequentially erasing the SLC blocks, wherein writing
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into the SLC blocks and erasing the SLC blocks are
performed sequentially in respective cycles.

17. A memory controller of the memory device for
controlling operations of the memory device according to
the method of claim 1, wherein the memory device com-
prises the memory controller and a non-volatile (NV)
memory, and the NV memory comprises a plurality of sets
of NV memory elements respectively corresponding to the
multiple channels, wherein:

the memory controller is arranged to perform access

operations on the plurality of sets of NV memory
elements through the multiple channels, respectively.

18. The memory controller of claim 17, wherein the
memory controller is arranged to assign the channel of the
multiple channels as a dedicated channel for the thread.

19. The memory device that operates according to the
method of claim 1, wherein the memory device comprises:

a non-volatile (NV) memory, comprising:

a plurality of sets of NV memory elements respectively
corresponding to the multiple channels; and

a memory controller, arranged to control operations of
the memory device, wherein the memory controller
performs access operations on the plurality of sets of
NV memory elements through the multiple channels,
respectively.

20. A storage server that operates according to the method
of claim 1, wherein the storage server comprises:

the processing circuit, coupled to the plurality of memory

devices, arranged to control operations of the storage
server, wherein during storing the series of LAUs into
the RAID, the processing circuit writes the information
into the respective sets of pages of the plurality of
memory devices as the pages in the LAU of the series
of LAUs according to the predetermined arrangement
rule, to make the respective sets of pages be sequen-
tially written into the plurality of memory devices
respectively with the aid of the assignment of the
channel of the multiple channels to the thread.
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