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(57) ABSTRACT 

In a Video processing System, a method and System for 
generating a transform size Syntax element for Video decod 
ing are provided. For high profile mode Video decoding 
operations, the transform sizes may be Selected based on the 
prediction macroblock type and the contents of the macrob 
lock. A set of rules may be utilized to select from a 4x4 or 
an 8x8 transform size during the encoding operation. 
Dynamic Selection of transform size may be performed on 
intra-predicted macroblocks, inter-predicted macroblocks, 
and/or direct mode inter-predicted macroblockS. The encod 
ing operation may generate a transform size Syntax element 
to indicate the transform Size that may be used in recon 
Structing the encoded macroblock. The transform Size Syn 
tax element may be transmitted to a decoder as part of the 
encoded video information bit stream 
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METHOD AND SYSTEM FOR GENERATING A 
TRANSFORM SIZE SYNTAX ELEMENT FOR 

VIDEO DECODING 

CROSS-REFERENCE TO RELATED 
APPLICATIONS/INCORPORATION BY 

REFERENCE 

0001. This patent application makes reference to, claims 
priority to and claims benefit from U.S. Provisional Patent 
Application Ser. No. 60/568,926, filed on May 7, 2004 and 
from U.S. Provisional Patent Application Ser. No. 60/569, 
176, filed on May 7, 2004. 
0002 This application makes reference to U.S. patent 
application Ser. No. (Attorney Docket No. 
15667US02) filed on Apr. 15, 2005. 
0003. The above stated applications are hereby incorpo 
rated herein by reference in their entirety. 

FEDERALLY SPONSORED RESEARCH OR 
DEVELOPMENT 

0004) Not applicable. 

MICROFICHE/COPYRIGHT REFERENCE 

0005. Not applicable. 

FIELD OF THE INVENTION 

0006 Certain embodiments of the invention relate to the 
processing of Video signals. More specifically, certain 
embodiments of the invention relate to a method and System 
for generating a transform size Syntax element for Video 
decoding. 

BACKGROUND OF THE INVENTION 

0007. The introduction of advanced video applications 
Such as digital television, high-definition television, and 
internet-based Video has prompted the need for Standardiz 
ing compression technologies for use in television broadcast 
and home entertainment Systems. For example, the Interna 
tional Standards Organization's (ISO) Motion Picture 
Experts Group (MPEG) developed the MPEG4 compression 
Standard to Support internet-based Video applications. In 
another example, the Video Coding Experts Group (VCEG) 
of the International Telecommunication Union's Telecom 
munication Standardization Sector (ITU-T) developed the 
ITU-T H.263 compression standard to support videoconfer 
encing applications. These and other Video coding Standards 
are being developed to enable wide utilization of new Video 
technologies in commercial and personal Settings. In 2001, 
the Joint Video Team (JVT) was formed to develop a full 
international Standard that offered significantly better Video 
compression efficiency for low bit-rate visual communica 
tion Systems. To achieve its goal, the JVT brought together 
experts from ISO MPEG and from ITU-T VCEG. The 
proposed outcome of this joint effort was to result in two 
Separate but technically consistent Standard Specifications: 
the ISO MPEG4 Part 10 and the ITU-T H.264. 

0008. The H.264 coding standard provides flexibility by 
defining a baseline profile, a main profile, and an extended 
profile in order to Serve a variety of applications. The main 
profile, for example, is intended to Support digital television 
broadcasting and next-generation digital versatile disk 
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(DVD) applications. The baseline profile, for example, is 
intended to Support mobile applications that may have 
limited processing capabilities. The extended profile, for 
example, is intended to Support Streaming video and may 
comprise features that provide error resilience and that 
facilitate Switching between bitstreams. 

0009 Enhancements to the H.264 coding standard have 
resulted from a new set of coding tools known as the fidelity 
range extensions (FRExt). The FRExt extensions, for 
example, are intended to Support high image resolutions 
needed in applications Such as Studio Video editing, post 
production processing, standard definition (SD) and high 
definition (HD) television, and enhanced DVD video. The 
FRExt extensions also define a high profile, which may be 
utilized to provide higher coding efficiency without adding 
Significant implementation complexity. In this regard, the 
high profile may be adapted by applications Such as those 
Supported by the Blu-ray Disk ASSociation, the digital video 
broadcast (DVB) standards, the HD-DVD specification of 
the DVD Forum, and/or the new broadcast TV specification 
of the US advanced television systems committee (ATSC). 
0010. In the profiles defined by the H.264 coding stan 
dard, coding or compression of image and/or Video signals 
may be accomplished by first transforming the Signal, or an 
error that may result from predicting the Signal, from a 
Spatial domain representation to a Spatial frequency domain 
representation. For example, image and/or Video signal 
compression may be achieved by means of a two dimen 
sional (2D) Discrete Cosine Transform (DCT). Another 
transformation approach may be to adaptively change the 
basis functions in a 2D transform based on Signal content. In 
this latter approach, for example, the 2D transform may be 
based on wavelets. Following the transformation operation, 
a quantization Step may be utilized to Zero-out any coeffi 
cients with relatively low values. The transformation and 
quantization StepS may reduce redundancies in the Signals 
Spatial content by compacting the Signal's energy to as few 
basis functions as possible. By increasing the size of the 
transform, a corresponding increase in Signal energy com 
paction may be achieved thereby improving the performance 
of the entire compression System. 

0011. However, increasing the transform size in order to 
achieve the type of low bit-rate system envisioned by the 
JVT may result in compression artifacts that may be clearly 
Visible upon displaying the Signal after decompression or 
decoding. These artifacts may be particularly noticeable in 
areas of Sharp transitions Such as high contrast edges in 
image and Video Signals. In certain applications, Such as 
those Supported by the high profile for example, other 
approaches may be necessary to achieve lower bit-rates, that 
is, to provide higher coding efficiency, without producing 
compression artifacts that may result when large transform 
sizes are utilized in portions of the image and/or video 
Signals that exhibit sharp or abrupt transitions. 

0012 Further limitations and disadvantages of conven 
tional and traditional approaches will become apparent to 
one of skill in the art, through comparison of Such Systems 
with Some aspects of the present invention as Set forth in the 
remainder of the present application with reference to the 
drawings. 
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BRIEF SUMMARY OF THE INVENTION 

0013 A system and/or method for generating a transform 
Size Syntax element for Video decoding, Substantially as 
shown in and/or described in connection with at least one of 
the figures, as Set forth more completely in the claims. 
0.014. These and other advantages, aspects and novel 
features of the present invention, as well as details of an 
illustrated embodiment thereof, will be more fully under 
stood from the following description and drawings. 

BRIEF DESCRIPTION OF SEVERAL VIEWS OF 
THE DRAWINGS 

0.015 FIG. 1 is a block diagram illustrating an exemplary 
encoder and decoder System, in connection with an embodi 
ment of the invention. 

0016 FIG. 2 is a block diagram of an exemplary H.264 
based encoder, in connection with an embodiment of the 
invention. 

0017 FIG. 3A is a block diagram of a portion of an 
exemplary H.264-based encoder with fixed transform size, 
in connection with an embodiment of the invention. 

0018 FIG. 3B is a block diagram of a portion of an 
exemplary H.264-based encoder where the transform size 
Selection is tied to the best prediction block size, in connec 
tion with an embodiment of the invention. 

0.019 FIG. 3C is a block diagram of a portion of an 
exemplary H.264-based encoder where the transform size 
Selection is based on image content and the best prediction 
block size, in accordance with an embodiment of the inven 
tion. 

0020 FIG. 3D is a flow diagram that illustrates exem 
plary Steps for generating a transform size Syntax element in 
an H.264-based Video encoder, in accordance with an 
embodiment of the invention. 

0021 FIG. 4 is a flow diagram illustrating exemplary 
steps for inverse transform block size selection in an H.264 
based decoder, in accordance with an embodiment of the 
invention. 

0022 FIG. 5 is a flow diagram illustrating exemplary 
steps for inverse transform block size selection in an H.264 
based Video decoder based on a transform Size Syntax 
element, in accordance with an embodiment of the inven 
tion. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0023 Certain embodiments of the invention may be 
found in a method and System for generating a transform 
Size Syntax element for Video decoding. By implementing a 
Set of Simplified transform Selection rules and guidelines in 
the encoding and decoding processes of image and Video 
Signals, it may be possible to achieve the low bit-rate 
objective of ISO MPEG4 Part 10 and ITU-T H.264 while 
minimizing the effects of compression artifacts in Signals 
with regions of Sharp or abrupt transitions. These Selection 
rules and guidelines may achieve this objective by combin 
ing the benefits of reduced residual correlation through 
better Signal prediction Selection with the benefits of large 
transform sizes in areas without high detail and/or Sharp 
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transitions. In addition to providing improved compression 
efficiency by transform Selection based on image content 
and prediction block size, the use of simple Selection rules 
may reduce the amount of Side information that may trans 
ferred to a decoder to reconstruct the image. Note that the 
following discussion may generally use the terms "video, 
“image,” and "picture' interchangeably. Accordingly, the 
Scope of various aspects of the present invention should not 
be limited by notions of difference between the terms 
“video,”“image,” and “picture.” 
0024 FIG. 1 is a block diagram illustrating an exemplary 
encoder and decoder System, in connection with an embodi 
ment of the invention. Referring to FIG. 1, there is shown 
a video encoder 102 and a video decoder 104. The video 
encoder 102 may comprise Suitable logic, circuitry, and/or 
code that may be adapted to encode or compress Video 
information from a Video Source and generate an encoded 
Video bit stream that comprises the encoded or compressed 
Video information. The generated encoded Video bit stream 
may also comprise Side information regarding the encoding 
or compression operations in the video encoder 102. The 
generated encoded Video bit stream may be transferred to the 
video decoder 104. The video encoder 102 may be adapted 
to support, for example, the ISO MPEG4 Part 10 and the 
ITU-T H.264 standard specifications. Moreover, the video 
encoder 102 may be adapted to Support, for example, fidelity 
range extensions (FRExt) and a high profile mode of opera 
tion associated with the H.264 Standard Specification. 
0025 The video decoder 104 may comprise suitable 
logic, circuitry, and/or code that may be adapted to decode 
or decompress the encoded Video bit Stream generated by the 
Video encoder 102 and generate a Video signal that may be 
transferred to other processing devices, to Storage devices, 
and/or to display devices. The video decoder 104 may be 
adapted to support, for example, the ISO MPEG4 Part 10 
and the ITU-T H.264 standard specifications. Moreover, the 
Video decoder 104 may be adapted to Support, for example, 
fidelity range extensions (FRExt) and a high profile mode of 
operation associated with the H.264 Standard Specification. 
0026. When encoding a current picture in the video 
encoder 102, the current picture may be processed in units 
of a macroblock, where a macroblock corresponds to, for 
example, 16x16 pixels in the original image. A macroblock 
may be encoded in intra-coded mode, for “I” pictures, or in 
inter-coded mode, for predictive or “P” pictures and bidi 
rectional or “B” pictures. The intra-coded or “I” pictures 
may only use the information within the picture to perform 
Video compression. In the H.264 Standard, for example, the 
“I” pictures may utilize Spatial prediction to reduce redun 
dancy. These self-contained “I” pictures provide a base 
value or anchor frame that is an estimate of the value of 
Succeeding pictures. Each GOP may generally Start with a 
Self-contained “I” picture as the reference or anchor frame 
from which the other pictures in the group may be generated 
for display. The GOP frequency, and correspondingly the 
frequency of “I” pictures, may be driven by Specific appli 
cation Spaces. The predicted or “P” pictures may use a 
motion estimation Scheme to generate picture elements that 
may be predicted from the most recent anchor frame or “I” 
picture. Compressing the difference between predicted 
Samples and the Source value results in better coding effi 
ciency than that which may be achieved by transmitting the 
encoded version of the Source picture information. At the 
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video decoder 104, the compressed difference picture is 
decoded and Subsequently added to a predicted picture for 
display. 
0.027 Motion estimation may refer to a process by which 
an encoder estimates the amount of motion for a collection 
of picture Samples in a picture “P”, Via displacing another Set 
of picture Samples within another picture. Both Sets of 
picture Samples may have the same coordinates within their 
corresponding pictures and the displacing may be performed 
within a larger group of picture Samples labeled a motion 
window. Minimizing the difference between the two sets of 
picture Samples motivates motion estimation. A displaced 
Set of picture Samples corresponding to a minimum differ 
ence may be considered the best prediction and may be 
distinguished by a Set of motion vectors. Once all the motion 
vectors are available, the whole picture may be predicted 
and subtracted from the samples of the “P” picture. The 
resulting difference Signal may then be encoded by the Video 
encoder 102. 

0028 Motion compensation may refer to a process by 
which a decoder recalls a Set of motion vectors and displaces 
the corresponding Set of picture Samples. Output Samples 
may be decoded or reconstructed by adding the displaced 
Samples to a decoded difference picture. Because it may be 
desirable to produce a drift-free output Stream, both the 
encoder and the decoder need access to the same decoded 
pictures in order to utilize the decoded pictures as basis for 
estimation of other pictures. For this purpose, the encoder 
may comprise a copy of the decoder architecture to enable 
the duplication of reconstructed pictures. As a result, the 
final motion estimation and final displacement may be done 
on reconstructed pictures. 
0029. Since both the “I” pictures and the “P” pictures 
may be used to predict pixels, they may be referred to as 
“reference” pictures. The bidirectional-predicted pictures or 
“B” pictures may use multiple pictures that occur in a future 
location in the Video Sequence and/or in a past location in the 
Video Sequence to predict the image Samples. AS with “P” 
pictures, motion estimation may be used for pixel prediction 
in “B” pictures and the difference between the original 
Source and the predicted picture may be compressed by the 
video encoder 102. At the video decoder 104, one or more 
“B” pictures may be motion compensated and may be added 
to the decoded version of the compressed difference Signal 
for display. 
0.030. In H.264-based applications, slices or portions of a 
picture or image may comprise macroblocks that are intra 
coded or inter-coded. In this regard, an “I” slice comprises 
intra-coded macroblocks, a “P” Slice comprises predicted 
inter-coder macroblocks, and a “B” slice comprises bi 
directionally predicted inter-coded macroblockS. Inter 
coded macroblocks in “P” slices may only use one vector to 
predict a block of pixels. Inter-coded macroblocks in “B” 
Slices may use one or two vectors to predict a block of 
pixels. 

0.031 FIG. 2 is a block diagram of an exemplary H.264 
based encoder, in connection with an embodiment of the 
invention. Referring to FIG. 2, a video encoder 102 may be 
adapted to Support, for example, fidelity range extensions 
(FRExt) and a high profile mode of operation associated 
with the H.264 standard specification. The video encoder 
102 may comprise a current frame (Fn) source 202, a first 
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digital adder 204, a forward transform (T) 206, a forward 
quantizer (Q) 208, an entropy encoder 212, a reference 
frames (Fn-1*) source 224, a motion estimator 226, a 
motion compensator 228, an intra-coding Selector 230, and 
an intra-coding predictor 232, a reverse quantizer (Q) 214, 
a reverse transform (T) 216, a second digital adder 218, a 
digital filter 220, and a current reconstructed frame (Fn) 
Source 222. 

0032. During the encoding operation, the current frame 
Source 202 may provide a current frame or picture in a GOP 
for encoding. The current picture may be processed in units 
of a macroblock, where a macroblock corresponds to, for 
example, 16x16 pixels in the original image. Each macrob 
lock may be encoded in intra-coded mode, for "I' pictures, 
or in inter-coded mode, for “P” and “B” pictures. In either 
mode, a prediction macroblock P may be formed on a 
reconstructed frame or picture. In intra-coded mode, the 
intra-coding Selector 230 may Select between Sample images 
from a current picture Fn and from pictures which have been 
previously encoded, decoded, and reconstructed as shown 
by the unfiltered reconstructed output uFn of the second 
digital adder 218. The intra-coding predictor 232 may gen 
erate the predicted macroblock P based on the unfiltered 
reconstructed output uFn and the selection made by the 
intra-coding Selector 230. In inter-coded mode, the predicted 
macroblock P may be generated based on the current picture 
and motion-compensated prediction from one or more ref 
erence frames in the reference frame Source 224. The motion 
compensated prediction may be provided by the motion 
estimator 226 and the motion compensator 228. The motion 
compensated prediction may be based on at least one 
previous encoded and reconstructed picture in time and/or at 
least one Subsequent encoded and reconstructed picture in 
time from the current picture being encoded. 

0033. The predicted macroblock P may be subtracted 
from the current macroblock by the first digital adder 204 to 
generate a difference macroblock Dn. The difference mac 
roblock may be transformed by the forward transform 206 
and quantized by the forward quantizer 208. The output of 
the forward quantizer 208 may be entropy encoded by the 
entropy encoder 212 before being passed to the encoded 
video bit stream. The encoded video bit stream comprises 
the entropy-encoded Video contents and any Side informa 
tion necessary to decode the macroblock. 

0034. During the reconstruction operation, the results 
from the forward quantizer 208 may be re-scaled and inverse 
transformed by the reverse quantizer 214 and the inverse 
transform 216 to generate a reconstructed difference mac 
roblock Dn. The prediction macroblock P may be added to 
the reconstructed difference macroblock Dn by the second 
digital adder 218 to generate the unfiltered reconstructed 
output uFn. The filter 220 may be applied to uFn to reduce 
the effects of blocking distortion and a reconstructed refer 
ence frame or picture may be generated Fn. 

0035 FIG. 3A is a block diagram of a portion of an 
exemplary H.264-based encoder with fixed transform size, 
in connection with an embodiment of the invention. Refer 
ring to FIG. 3A, the encoder 300 may be adapted to support, 
for example, fidelity range extensions (FRExt) and a high 
profile mode of operation associated with the H.264 stan 
dard specification. The video encoder 300 may comprise a 
prediction engine 302, a best prediction block size Selector 
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304, a 4x4 transformer 306, a quantizer 308, and an entropy 
encoder 310. The prediction engine 302 may comprise a 
plurality of prediction size blocks 312 to 324. These pre 
diction block sizes may be, for example, a 4x4 prediction 
block 312, a 4x8 prediction block 314, an 8x4 prediction 
block 316, an 8x8 prediction block 318, a 16x8 prediction 
block 320, an 8x16 prediction block 122, and/or a 16x16 
prediction block 324. 
0.036 The prediction engine 302 may comprise suitable 
logic, circuitry, and/or code that may be adapted to perform 
intra-prediction and inter-prediction of macroblocks. The 
prediction engine 302 may intra-predict or inter-predict 
portions or Subblocks of a macroblock. When a block is 
encoded in intra mode, or intra-predicted or intra-coded, a 
prediction block P may be formed based on spatial predic 
tion modes. In this regard, a block or prediction block may 
refer to a 16x16 macroblock or to an MXN macroblock 
subblock, where Ms 16 and Ns 16. The prediction block P 
may be Subtracted from the current block to generate an 
error Signal prior to encoding. The block contents may be 
luminance (luma) samples and/or may be chrominance 
(chroma) samples. There may be different spatial prediction 
modes for a specific block size based on the contents of the 
block. For example, an 8x8 chroma block may have 4 Spatial 
prediction modes. The Spatial prediction mode chosen for a 
block may be one that minimizes the residual between the 
prediction block P and the current block. The choice of intra 
prediction mode may be part of the Side information that is 
Signaled to the decoder. 
0037 Prediction based on motion compensation may be 
performed on a macroblock by dividing the macroblock into 
partitions and Sub-partitions according to Supported block 
sizes. When a block is encoded in inter mode, or inter 
predicted or inter-coded, a prediction block P may be formed 
based on previously encoded and reconstructed blocks. A 
Separate motion vector may be required for each partition 
and Sub-partition of the predicted macroblock. Each motion 
vector and the Structure of the partition and Sub-partitions 
may be encoded and transmitted to a decoder for Video 
reconstruction. For example, when large partitions or Sub 
partitions are chosen, a Small number of bits may be 
necessary to Signal to a decoder the motion vector and the 
partition size. 

0038. The best prediction block size selector 304 may 
comprise Suitable logic, circuitry, and/or code that may be 
adapted to determine the best prediction block sizes to be 
used in predicting a macroblock. The best prediction block 
size selector 304 may be adapted to determine a set of best 
prediction block sizes for a macroblock based on which 
prediction block sizes minimize the residual between the 
prediction block P and the current block. Information 
regarding the Set of best prediction block sizes may be 
encoded and transferred to a decoder for Video reconstruc 
tion. 

0039. The 4x4 transformer 306 may comprise suitable 
logic, circuitry, and/or code that may be adapted to perform 
a forward transform on a predicted representation of a 
current macroblock that utilizes a 4x4 transform size. The 
4x4 transformer 306 may be applied to both inter-predicted 
and intra-predicted images. The coefficients of the transform 
in the 4x4 transformer 306 may be selected to reduce 
redundancies in the Signal's Spatial content by compacting 
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the Signal's energy to as few basis functions as possible. For 
example, the transform coefficients may be programmable 
and there may be a different set of coefficients for intra 
predicted images and for inter-predicted imageS. The quan 
tizer 308 may comprise Suitable logic, circuitry, and/or code 
that may be adapted to quantize or Scale the transformed 
predicted image produced by the 4x4 transformer 306. The 
Scaling coefficients of the quantizer 208 may be program 
mable and there may be a different set of coefficients for 
intra-predicted images and for inter-predicted imageS. The 
entropy encoder 210 may comprise Suitable logic, circuitry, 
and/or code that may be adapted to encode the output of the 
quantizer 208 to generate an encoded Video bit stream that 
may be transferred to at least one video decoder. The entropy 
encoder 310 may also encode additional side information 
that may be utilized by a decoder to reconstruct an image for 
display. 

0040. The video encoder 300 shown in FIG. 3A is 
limited to a 4x4 transform size in the 4x4 transformer 106. 
This size transform may reduce the artifacts that are gener 
ally associated with larger transforms but it may require that 
a large content of Side information be transferred to a 
decoder to reconstruct the image. 

0041 FIG. 3B is a block diagram of a portion of an 
exemplary H.264-based encoder where transform block size 
Selection is tied to the best prediction block size, in connec 
tion with an embodiment of the invention. Referring to FIG. 
3B, the video encoder 330 differs from the video encoder 
300 in FIG. 3A in that an NXM transformer 332 may replace 
the 4x4 transformer 304. The NXM transformer 332 may 
comprise Suitable logic, circuitry, and/or code that may be 
adapted to forward transform a predicted macroblock with 
an NXM transform size. The NxM transform size may be 
Selected to be of the same size as the best prediction block 
Size of the predicted block being transformed. For example, 
when a macroblock is best predicted with an 8x8 prediction 
size, the NXM transformer 132 may utilize an 8x8 transform 
size. This approach may allow the use of larger transforms 
to improve compression efficiency but may result in the 
Selection of large transform sizes for images with abrupt 
transitions. As with the 4x4 transformer 306 in FIG. 3A, the 
NxM transformer 332 may utilize different transform coef 
ficients for inter-predicted and intra-predicted macroblockS. 

0042 FIG. 3C is a block diagram of a portion of an 
exemplary H.264-based encoder where transform block size 
Selection is based on image content and the best prediction 
block size, in accordance with an embodiment of the inven 
tion. Referring to FIG. 3C, the video encoder 340 may differ 
from the video encoder 330 in FIG. 3B in that a transform 
size controller 342 may be added to the system. The trans 
form Size controller 342 may comprise Suitable logic, cir 
cuitry, and/or code that may be adapted to determine an 
NxM transform size to be utilized by the NxM transformer 
332 for transforming a inter-predicted and intra-predicted 
macroblockS. 

0043. The NXM transformer 332 may determine the 
NxM transform size based on a set of rules and/or guidelines 
that allow for the video encoder 340 to achieve the efficiency 
objectives of H.264. The transform size controller 342 may 
transfer information related to the transform size Selection to 
the entropy encoder 308 for encoding. In this regard, the 
transform size controller 342 may generate, for example, a 
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transform size Syntax element that may comprise informa 
tion regarding the transform Size that may be utilized for 
reconstruction of the macroblock. The encoded information 
may then be transferred to decoders to decode and recon 
Struct the picture. The decoderS may then make use of these 
guidelines and rules utilized by the video encoder 340 to 
inverse transform the predicted macroblocks with a reduced 
amount of Side information. 

0044 FIG. 3D is a flow diagram that illustrates exem 
plary Steps for generating a transform size Syntax element in 
an H.264-based Video encoder, in accordance with an 
embodiment of the invention. Referring to FIG. 3D, after 
start step 352, in step 354, the video encoder 340 in FIG.3C 
during a high profile mode of operation may determine 
whether the current macroblock is to be intra-predicted or 
inter-predicted. When the current macroblock is to be intra 
predicted, the video encoder 340 may proceed to step 356 
where a best prediction block size, that is, a macroblock type 
is selected for a current macroblock. When the macroblock 
type is a 4x4 macroblock type, the transform Selected by the 
transform block size controller 342 in FIG. 3C is a 4x4 
transform size. When the macroblock type is an 8x8 mac 
roblock type, the transform size Selected is an 8x8 transform 
size. After completing step 356, the video decoder 340 may 
proceed to step 364. 

0.045 Returning to step 354, when the current macrob 
lock is to be inter-predicted, the video decoder 340 may 
proceed to step 358. In step 358, the video decoder 340 may 
determine whether the current macroblock is to be direct 
mode inter-predicted, where direct mode refers to a mode of 
operation where a macroblock inherits a macroblock type 
from a collocated macroblock in a particular reference 
picture. When the current macroblock is not to be direct 
mode inter-predicted, that is, the current macroblock is to be 
inter-predicted, the Video encoder 340 may proceed to Step 
360. In step 360, the best prediction block size selector 304 
may select a macroblock type and the transform size con 
troller 342 may Select a corresponding transform size. In this 
regard, a rule may be that the transform size may be equal 
to or smaller than the inter-prediction block size. For 
example, when the macroblock type is an 8x16, a 16x8, or 
a 16x16 macroblock type, the transform size controller 342 
may Select a 4x4 transform size or an 8x8 transform size in 
accordance with the contents of the video signal. When the 
macroblock type is an 8x8 macroblock type, the transform 
size controller 342 may select a 4x4 transform size when the 
inter-predicted macroblock is subdivided. Moreover, the 
transform size controller 342 may select a 4x4 transform 
Size or an 8x8 transform size when the inter-predicted 
macroblock is not subdivided. After completing step 360, 
the video decoder 340 may proceed to step 364. 
0.046 Returning to step 358, when the current macrob 
lock is to be direct mode inter-predicted the Video encoder 
340 may proceed to step 362. In step 362, direct mode 
inter-prediction may be specified at the macroblock level or 
at the 8x8 block level. When direct mode specified at the 
macroblock level, the prediction block size may be inherited 
from a corresponding collocated macroblock. In this regard, 
the macroblock type may be a 16x16, a 16x8, an 8x16, or 
an 8x8 with Sub 8x8 partitioning macroblock type. When 
direct mode is specified at the 8x8 block level, the prediction 
block size may be inherited from a corresponding collocated 
8x8 block. In this regard, the macroblock type may be an 
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8x8 with Sub 8x8 partitionining macroblock type. When a 
direct mode signal, direct 8x8 inference flag, is Set, which 
may be set for standard definition (SD) resolutions and 
higher resolutions, the inherited prediction block size may 
be constrained to be 8x8 or larger and dynamic transform 
Size Selecting may be Supported and a transform size Syntax 
element, transform size 8x8 flag, may be placed in the 
bitstream. When the direct 8x8 inference flag is not set, 
Since the prediction block sizes may be Smaller than 8x8, 
only the 4x4 transform size may be allowed and the trans 
form size 8x8 flag is not placed in the bitstream. 
0047. In step 364, the transform size syntax element, 
transform size 8x8 flag, may be generated in accordance 
with the results in steps 356, 360, or 362. For an inter 
predicted macroblock where the Selected macroblock type is 
an 8x8 macroblock type and the macroblock may be further 
Subdivided, the transform size Syntax element may not be 
transferred as part of the Video Stream to a Video decoder. In 
step 366, the predicted and transformed macroblock and the 
generated transform size Syntax element may be encoded 
and transferred to a video encoder via the encoded video bit 
stream. After completing step 366, the video decoder 340 
may proceed to end step 368. 
0048 FIG. 4 is a block diagram of an exemplary an 
H.264-based decoder, in accordance with an embodiment of 
the invention. Referring to FIG. 4, the video decoder 104 in 
FIG. 1 may comprise a code input 402, a code buffer 404, 
a symbol interpreter 408, a context memory block 406, a 
CPU 410, a spatial predictor 412, an inverse scanner, quan 
tizer, and transformer (ISQDCT) 414, a motion compensator 
416, a reconstructor 420, a deblocker filter 424, a picture 
buffer 418, and a display engine 422. 
0049. The code buffer 402 may comprise Suitable cir 
cuitry, logic and/or code that may be adapted to receive and 
buffer a compressed video stream from the code input 402 
prior to interpreting it by the symbol interpreter 408. The 
compressed video Stream may be encoded in a binary format 
using CABAC or CAVLC, for example. Depending on the 
encoding method, the code buffer 404 may be adapted to 
transfer portions of different lengths of the compressed 
Video Stream as may be required by the Symbol interpreter 
408. The code buffer 404 may comprise a portion of a 
memory System, Such as a dynamic random acceSS memory 
(DRAM). 
0050. The symbol interpreter 408 may comprise suitable 
circuitry, logic and/or code that may be adapted to interpret 
the compressed Video stream to obtain quantized frequency 
coefficients information and additional Side information 
necessary for decoding of the compressed Video Stream. In 
this regard, the symbol interpreter 408 may be adapted to 
obtain the transform size Syntax element generated by a 
Video encoder and transmitted as part of the Side informa 
tion. The symbol interpreter 408 may also be adapted to 
interpret either CABAC or CAVLC encoded video stream, 
for example. In one aspect of the invention, the Symbol 
interpreter 408 may comprise a CAVLC decoder and a 
CABAC decoder. Quantized frequency coefficients deter 
mined by the symbol interpreter 408 may be communicated 
to the ISODCT 414, and the side information may be 
communicated to the motion compensator 416 and the 
Spatial predictor 412. 
0051. The symbol interpreter 408 may also be adapted to 
provide the ISODCT 414 with information regarding the 
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forward transformation of the encoded macroblocks in the 
compressed Video Stream. In this regard, the Symbol inter 
preter 408 may transfer to the ISQDCT 414 the decoded 
transform Size Syntax element. Depending on the prediction 
mode for each macroblock associated with an interpreted Set 
of quantized frequency coefficients, the Symbol interpreter 
408 may provide side information either to a spatial predic 
tor 412, if Spatial prediction was used during encoding, or to 
a motion compensator 416, if temporal prediction was used 
during encoding. The Side information may comprise pre 
diction mode information and/or motion vector information, 
for example. 

0.052 The symbol interpreter 408 may also provide side 
information to the deblocker filter 424. When the deblocker 
filter 424 is based on the normative deblocking filter speci 
fied by the H.264 standard, the side information may com 
prise prediction mode information, motion vector informa 
tion, quantization parameter information, and/or boundary 
pixel values to determine the Strength of the deblocking filter 
acroSS, for example, 4x4 or 8x8 edge boundaries. 
0053. In order to increase processing efficiency, for 
example, a CPU 410 may be coupled to the symbol inter 
preter 408 to coordinate the interpreting process for each 
macroblock within the encoded video bit stream. In addition, 
the symbol interpreter 408 may be coupled to a context 
memory block 406. The context memory block 406 may be 
adapted to Store a plurality of contexts that may be utilized 
for interpreting the CABAC and/or CAVLC-encoded bit 
stream. The context memory 406 may be another portion of 
the same memory system as the code buffer 404, or a portion 
of a different memory System, for example. 

0054. After interpreting the information from the code 
buffer 404 by the symbol interpreter 408, sets of quantized 
frequency coefficients may be communicated to the 
ISQDCT 414. The ISQDCT 414 may comprise suitable 
circuitry, logic and/or code that may be adapted to generate 
a prediction error from a Set of quantized frequency coef 
ficients received from the symbol interpreter 408. For 
example, the ISODCT414 may be adapted to transform the 
quantized frequency coefficients back to Spatial domain 
using an inverse transform of a size that may be determined 
by the transform size Syntax element. In this regard, the 
inverse transform size may be determined from the Set or 
rules and guidelines used by the encoder to forward trans 
form the macroblockS. After the prediction error is gener 
ated, it may be communicated to the reconstructor 420. 
0.055 The spatial predictor 412 and the motion compen 
Sator 416 may comprise Suitable circuitry, logic and/or code 
that may be adapted to generate prediction pixels utilizing 
side information received from the symbol interpreter 408. 
For example, the Spatial predictor 412 may generate predic 
tion pixels for Spatially predicted macroblocks, while the 
motion compensator 416 may generate prediction pixels for 
temporally predicted macroblocks. The prediction pixels 
generated by the motion compensator 416 may comprise 
prediction pixels associated with motion compensation vec 
tors in previously reconstructed pictures. The motion com 
pensator 416 may retrieve the prediction pixels from previ 
ously reconstructed pictures stored in the picture buffer 418. 
The picture buffer 418 may store previously reconstructed 
pictures that may correspond to pictures that occurred before 
and/or after the current picture being processed. 
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0056. The reconstructor 420 may comprise suitable cir 
cuitry, logic and/or code that may be adapted to receive the 
prediction error from the ISODCT 414, as well as the 
prediction pixels from either the motion compensator 416 or 
the spatial predictor 412 based on whether the prediction 
mode was a temporal or spatial prediction, respectively. The 
reconstructor 420 may then generate a reconstructed output 
Stream where reconstructed macroblockS in the recon 
Structed output Stream make up a reconstructed picture. The 
reconstructed output Stream may be generated based on the 
prediction error and the Side information received from 
either the Spatial predictor 412 or the motion compensator 
416. The reconstructed output stream may then be trans 
ferred to the deblocker filter 424 for spatial filtering. 
0057 When the spatial predictor 412 is utilized for 
generating prediction pixels, reconstructed macroblockS 
may be communicated back from the reconstructor 420 to 
the Spatial predictor 412. In this way, the Spatial predictor 
412 may utilize pixel information along a left, a corner or a 
top border with a neighboring macroblock to obtain pixel 
estimation within a current macroblock. 

0.058. The deblocker filter 424 may comprise suitable 
circuitry, logic and/or code that may be adapted to Spatially 
filter the reconstructed output Stream received from the 
reconstructor 420 to reduce blocking artifacts. These block 
ing artifacts may be associated with missing pixel informa 
tion along one or more borders between neighboring mac 
roblocks and/or with spatial low frequency offsets between 
macroblockS. 

0059) The picture buffer 418 may be adapted to store one 
or more filtered reconstructed pictures in the filtered recon 
structed output stream received from the deblocker filter 
424. The picture buffer 418 may also be adapted to transfer 
filtered reconstructed pictures to the motion compensator 
416. In addition, the picture buffer 418 may transfer a 
previously filtered reconstructed picture back to the 
deblocker filter 424 so that a current macroblock within a 
current picture may be spatially filtered to remove or reduce 
blocking artifacts. The picture buffer 418 may also transfer 
one or more filtered reconstructed pictures to the display 
engine 424. The display engine 424 may comprise Suitable 
logic, circuitry, and/or code that may be adapted to output 
the filtered reconstructed output Stream to a Video display, 
for example. 
0060. The transform size syntax element generated by the 
video encoder 340, for example, and received by the video 
decoder 104 in FIG. 4 during a high profile mode of 
operation may be based on the observation that at Standard 
definition (SD) resolution and above, the use of block sizes 
Smaller than 8x8 is limited, and therefore new coding tools, 
a luma 8x8 transform and aluma 8x8 intra prediction mode 
may be utilized. In this regard, a transform mode, Trans 
form8, may be utilized to indicate that an 8x8 transform may 
be in use or enabled for block sizes 8x8 and above. The 
mode may be enabled by the transform size Syntax element, 
transform 8x8 mode flag, in the Picture Parameter Set 
RBSP 

0061 As a result, one or more of the following simpli 
fications or conditions may be applied: transform sizes are 
not to be mixed within a macroblock, limit the larger 
transform size to 8x8, that is, do not use 8x4 and 4x8 
transforms, limit the new intra modes to 8x8, that is, do not 
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use 8x4 and 4x8 intra modes; allow an intra 16x16 mode 
when Transform8 is enabled; limit the use of the Transform8 
mode to when the Syntax element level»10 is greater than or 
equal to 40, that is, level >=3, Since at these levels the Syntax 
element direct 8x8 inference flag is equal to logic 1 ensur 
ing that direct mode vectors are never applied to Smaller than 
8x8 blocks; limit the use of the Transform8 mode to when 
the Syntax element profile is equal to the Professional 
Extensions; and limit the use of the Transform8 mode to 
when the Syntax element entropy coding mode flag is 
equal to logic 1, that is, CABAC is enabled in, for example, 
the symbol interpreter 408 in FIG. 4. 

0.062. In addition to the transform size syntax element, 
additional Syntax elements may be utilized. For macroblock 
types P 8x8 and B 8x8, the syntax element all 8x8 equal 
to logic 1 may be used to indicate that all four 8x8 
Subpartitions are using 8x8 block size. In this case, the 8x8 
transform Size is used. Otherwise, when all 8x8 is equal to 
logic 0, block sizes Smaller than 8x8 may be in use and So 
the existing 4x4 transform size is used. For the Syntax 
element mb type is equal to logic 0, the Syntax element 
intra pred size may be used to indicate whether the mac 
roblock type is Intra 4x4, that is, the Syntax element 
intra pred size is equal to logic 0, or Intra 8x8. When the 
macroblock type is Intra 8x8, the Syntax elements pre 
V intra&x8 pred mode flag and rem intra8x8 pred mode 
may be used to determine the Specific 8x8 intra mode used. 

TABLE 1. 

Luma transform size. 

Luma 
Macroblock Transform 
Type transform 8 x 8 mode flag all 8 x 8 Size 

Intra 4 x 4 la la 4 x 4 
Intra 8 x 8 la la 8 x 8 
Intra 16 x 16 la la 4 x 4 
P 16 x 16 O la 4 x 4 

la 8 x 8 
P 8 x 16 O la 4 x 4 

la 8 x 8 
P 16 x 8 O la 4 x 4 

la 8 x 8 
P 8 x 8 O la 4 x 4 

O 4 x 4 
1. 8 x 8 

B Direct O la 4 x 4 
la 8 x 8 

B 16 x 16 O la 4 x 4 
la 8 x 8 

B 16 x 8 O la 4 x 4 
la 8 x 8 

B 8 x 16 O la 4 x 4 
la 8 x 8 

B 8 x 8 O la 4 x 4 
O 4 x 4 
1. 8 x 8 

0.063 Table 1 indicates an exemplary mapping of mac 
roblock type to luma transform Size that results from the 
addition of the new Syntax elements to the encoding and 
decoding operations in H.264 Standard Specifications. For 
example, Table 1 comprises intra-coded macroblock types 
Intra 4x4, Intra 8x8, and Intra 16x16, inter-coded mac 
rocroblock types P 16x16, P 8x16, P 16x8, P 8x8, 
B 16x16, B 8x16, B 16x8, B 8x8, B direct, where 
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B direct corresponds to a macroblock in a “B” slice that is 
in direct mode with a collocated macroblock in a particular 
reference picture. 
0064 FIG. 5 is a flow diagram illustrating exemplary 
steps for inverse transform block size selection in an H.264 
based Video decoder based on a transform Size Syntax 
element, in accordance with an embodiment of the inven 
tion. Referring to FIG. 5, after start step 502, in step 504, the 
video decoder 104 in FIG. 1 may determine whether the 
current decoded macroblock is an intra-coded macroblock. 
When the macroblock is intra-coded, the video encoder 104 
may proceed to step 506 to determine the transform size. In 
step 506, the high profile mode and the 8x8 transform in the 
video decoder 104 may be enabled. The decoding of a 
macroblock type to I 4x4 may be changed Semantically to 
mean I NXN. When the macroblock type is decoded to 
mean I NxN, the transform size 8x8 flag Syntax element 
may indicate whether NxN corresponds to a 4x4 transform 
size or to an 8x8 transform size. When the transform size 
8x8 flag Syntax element indicates an 8x8 transform size, 
then an 8x8 Spatial prediction and an 8x8 transform are used. 
Otherwise, an 4x4 Spatial prediction and a 4x4 transform are 
used. The approached described for intra-coded macrob 
lockS allows the Support of an 8x8 Spatial prediction mode 
without the need to cause many VLC tables or CABAC 
context tables. After determining the inverse transform Size, 
the flow diagram 500 may proceed to step 514. 

0065 Returning to step 504, when the macroblock is not 
an intra-coded macroblock, the video decoder 104 may 
proceed to step 508. In step 508, the video decoder 104 may 
determine whether the macroblock is a direct mode inter 
coded macroblock. When the macroblock is a not a direct 
mode macroblock, the video decoder 104 may proceed to 
step 510. In step 510, when the macroblock type was 8x16, 
16x8, or 16x16, then the transform size could be either a 4x4 
transform size or an 8x8 transform and that the transform 
Size may be indicated using the transform size 8x8 flag 
Syntax element, that is, the transform size 8x8 flag Syntax 
element may indicate whether the 4x4 transform size or the 
8x8 transform size is to be used. When the macroblock type 
is 8x8, then the video decoder 104 determines whether any 
of the 8x8 blocks were Subdivided. If the blocks were to, for 
example, 4x4, 4x8, or 8x4, then only the 4x4 transform size 
may be used and the transform size 8x8 flag Syntax ele 
ment may not need to be in the encoded Video bit Stream. 
When none of the 8x8 blocks were Subdivided, then the 
transform size 8x8 flag Syntax element is in the encoded 
video bit stream to indicate whether the 4x4 transform size 
or the 8x8 transform size is to be used. After determining the 
inverse transform size, the flow diagram 500 may proceed to 
step 514. 
0066 Returning to step 508, when the macroblock is a 
direct mode macroblock, the video decoder 104 may pro 
ceed to step 512. In step 512, when the inter-coded mac 
roblocks are part of a “B” slice, the whole macroblock may 
be direct mode, B Direct 16x16, or an individual 8x8 
block can be direct mode, B Direct 8x8. In either case, the 
macroblock or the block may inherit the block size of the 
collocated macroblock or the collocated block in a particular 
reference picture. The collocated block size may not be 
known during Stream parsing. In this regard, the Video 
decoder 104 may use the 4x4 transform size when an 
inherited 8x8 block size may be further Subdivided. Because 
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for standard definition (SD) resolutions and above the inher 
ited block may generally be 8x8 or larger, which may be 
indicated by a direct 8x8 inference flag Syntax element 
being Set to logic 1 for SD and higher resolution, and the 
transform size 8x8 flag Syntax element is in the encoded 
video bit stream and may be utilized to determine whether 
the 4x4 transform size or the 8x8 transform size is to be 
used. After determining the inverse transform size, the flow 
diagram 500 may proceed to step 514. 
0067. In step 514, the video decoder 104 in FIG. 1 may 
inverse transform the received macroblock based on the 
selected inverse transform size in either steps 506, 510, or 

0068 512. After completing step 514, the video 
decoder 104 may proceed to end step 516. 

0069. These selection rules and guidelines, and the syn 
tax elements presented herein for the high profile mode in 
the H.264 standard specification may combine the benefits 
of reduced residual correlation through better Signal predic 
tion Selection with the benefits of large transform sizes in 
areas without high detail and/or sharp transitions. 
0070 Accordingly, the present invention may be realized 
in hardware, Software, or a combination of hardware and 
Software. The present invention may be realized in a cen 
tralized fashion in at least one computer System, or in a 
distributed fashion where different elements are spread 
acroSS Several interconnected computer Systems. Any kind 
of computer System or other apparatus adapted for carrying 
out the methods described herein is Suited. A typical com 
bination of hardware and Software may be a general-purpose 
computer System with a computer program that, when being 
loaded and executed, controls the computer System Such that 
it carries out the methods described herein. 

0071. The present invention may also be embedded in a 
computer program product, which comprises all the features 
enabling the implementation of the methods described 
herein, and which when loaded in a computer System is able 
to carry out these methods. Computer program in the present 
context means any expression, in any language, code or 
notation, of a set of instructions intended to cause a System 
having an information processing capability to perform a 
particular function either directly or after either or both of 
the following: a) conversion to another language, code or 
notation; b) reproduction in a different material form. 
0.072 While the present invention has been described 
with reference to certain embodiments, it will be understood 
by those skilled in the art that various changes may be made 
and equivalents may be Substituted without departing from 
the Scope of the present invention. In addition, many modi 
fications may be made to adapt a particular situation or 
material to the teachings of the present invention without 
departing from its Scope. Therefore, it is intended that the 
present invention not be limited to the particular embodi 
ment disclosed, but that the present invention will include all 
embodiments falling within the Scope of the appended 
claims. 

What is claimed is: 
1. A method for Video Signal processing, the method 

comprising: 

intra-predicting a macroblock, 
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Selecting a macroblock type based on Said intra-predict 
ing, wherein Said macroblock type is a 4x4 macroblock 
type or an 8x8 macroblock type; 

Selecting a transform size based on Said Selected macrob 
lock type, wherein Said transform size and a size of Said 
Selected macroblock are the same; and 

generating a transform size Syntax element based on Said 
Selected transform size to indicate to a Video decoder an 
inverse transform Size to use with Said intra-predicted 
macroblock. 

2. The method according to claim 1, further comprising 
Selecting Said macroblock type So that a difference between 
a residual macroblock and Said macroblock in Said intra 
predicting is minimized. 

3. The method according to claim 1, wherein Said gener 
ated transform size Syntax element indicates that a 4x4 
inverse transform Size is to be used when Said Selected 
macroblock type is a 4x4 macroblock type. 

4. The method according to claim 1, wherein Said gener 
ated transform size Syntax element indicates that an 8x8 
inverse transform Size is to be used when Said Selected 
macroblock type is an 8x8 macroblock type. 

5. A method for Video Signal processing, the method 
comprising: 

inter-predicting a macroblock, 
Selecting a macroblock type based on Said inter-predict 

ing, 

Selecting a transform size based on Said Selected macrob 
lock type, wherein Said transform size is Selected from 
a 4x4 transform size or an 8x8 transform size; and 

generating a transform size Syntax element based on Said 
Selected transform size to indicate to a Video decoder an 
inverse transform size to use with Said inter-predicted 
macroblock. 

6. The method according to claim 5, wherein Said Selected 
macroblock type is an 8x16 macroblock type. 

7. The method according to claim 5, wherein said selected 
macroblock type is a 16x8 macroblock type. 

8. The method according to claim 5, Said Selected mac 
roblock type is a 16x16 macroblock type. 

9. A method for Video Signal processing, the method 
comprising: 

inter-predicting a macroblock, 

Selecting an 8x8 macroblock type based on Said inter 
predicting; 

Selecting a transform size based on Said Selected macrob 
lock type, wherein Said transform size is Selected from 
a 4x4 transform size or an 8x8 transform size; and 

generating a transform size Syntax element based on Said 
Selected transform size to indicate to a Video decoder an 
inverse transform size to use with Said inter-predicted 
macroblock. 

10. A method for Video signal processing, the method 
comprising: 

inter-predicting a macroblock in direct mode, 
Selecting a macroblock type based on Said inter-predict 

ing; 
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Selecting an 8x8 transform Size for Said direct mode 
inter-predicted macroblock when a collocated macrob 
lock is an 8x8 macroblock type or a larger size mac 
roblock type, and 

generating a transform size Syntax element based on Said 
Selected 8x8 transform Size to indicate to a Video 
decoder an inverse transform size to use with Said 
inter-predicted macroblock. 

11. A System for Video signal processing, the System 
comprising: 

at least on circuitry that intra-predicts a macroblock and 
Selects a macroblock type based on Said intra-predic 
tion, wherein Said macroblock type is a 4x4 macrob 
lock type or an 8x8 macroblock type; 

Said at least one circuitry Selects a transform size based on 
Said Selected macroblock type, wherein Said transform 
Size and a size of Said Selected macroblock are the 
Same; and 

Said at least one circuitry generates a transform Size 
Syntax element based on Said Selected transform size to 
indicate to a Video decoder an inverse transform size to 
use with Said intra-predicted macroblock. 

12. The System according to claim 11, comprising Said at 
least one circuitry Selects Said macroblock type So that a 
difference between a residual macroblock and Said macrob 
lock in Said intra-prediction operation is minimized. 

13. The System according to claim 11, wherein Said 
generated transform size Syntax element indicates that a 4x4 
inverse transform Size is to be used when Said Selected 
macroblock type is a 4x4 macroblock type. 

14. The System according to claim 11, wherein Said 
generated transform size Syntax element indicates that an 
8x8 inverse transform size is to be used when said selected 
macroblock type is an 8x8 macroblock type. 

15. A System for Video signal processing, the System 
comprising: 

at least one circuitry that inter-predicts a macroblock and 
Selects a macroblock type based on Said inter-predic 
tion; 

Said at least one circuitry Selects a transform size based on 
Said Selected macroblock type, wherein Said transform 
Size is Selected from a 4x4 transform size or 
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Said at least one circuitry generates a transform Size 
Syntax element based on Said Selected transform size to 
indicate to a Video decoder an inverse transform size to 
use with Said inter-predicted macroblock. 

16. The System according to claim 15, wherein Said 
Selected macroblock type is an 8x16 macroblock type. 

17. The system according to claim 15, wherein said 
Selected macroblock type is a 16x8 macroblock type. 

18. The System according to claim 15, Said Selected 
macroblock type is a 16x16 macroblock type. 

19. A System for Video signal processing, the System 
comprising: 

at least one circuitry that inter-predicts a macroblock and 
Selects an 8x8 macroblock type based on Said inter 
prediction; 

Said at least one circuitry Selects a transform size based on 
Said Selected macroblock type, wherein Said transform 
Size is Selected from a 4x4 transform size or an 8x8 
transform size; and 

Said at least one circuitry generates a transform Size 
Syntax element based on Said Selected transform size to 
indicate to a Video decoder an inverse transform size to 
use with Said inter-predicted macroblock. 

20. A System for Video signal processing, the System 
comprising: 

at least one circuitry that inter-predicts a macroblock in 
direct mode and Selects a macroblock type based on 
Said inter-prediction operation; 

Said at least one circuitry Selects an 8x8 transform size for 
Said direct mode inter-predicted macroblock when a 
collocated macroblock is an 8x8 macroblock type or a 
larger Size macroblock type; and 

Said at least one circuitry generates a transform Size 
Syntax element based on Said Selected 8x8 transform 
Size to indicate to a Video decoder an inverse transform 
Size to use with Said inter-predicted macroblock. 


