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1. 

METHOD FOR OBTAINING IMPROVED 
FEEDFORWARD DATA, A LITHOGRAPHIC 
APPARATUS FOR CARRYING OUT THE 

METHOD AND A DEVICE MANUFACTURING 
METHOD 

FIELD 

The present invention relates to a method for obtaining 
improved feedforward data for a system for moving a com 
ponent through a setpoint profile and a lithographic apparatus 
for carrying out the method and a device manufacturing 
method using a lithographic apparatus and the improved feed 
forward data. 

BACKGROUND 

A lithographic apparatus is a machine that applies a desired 
pattern onto a Substrate, usually onto a target portion of the 
Substrate. A lithographic apparatus can be used, for example, 
in the manufacture of integrated circuits (ICs). In that 
instance, a patterning device, which is alternatively referred 
to as a mask or a reticle, may be used to generate a circuit 
pattern to be formed on an individual layer of the IC. This 
pattern can be transferred onto a target portion (e.g. including 
part of one, or several dies).on a Substrate (e.g. a silicon 
wafer). Transfer of the pattern is typically via imaging onto a 
layer of radiation-sensitive material (resist) provided on the 
Substrate. In general, a single Substrate will contain a network 
of adjacent target portions that are successively patterned. 
Known lithographic apparatus include so-called steppers, in 
which each target portion is irradiated by exposing an entire 
pattern onto the target portion at once, and so-called scanners, 
in which each target portion is irradiated by Scanning the 
pattern through a radiation beam in a given direction (the 
"scanning'-direction) while synchronously scanning the Sub 
strate parallel or anti-parallel to this direction. It is also pos 
sible to transfer the pattern from the patterning device to the 
Substrate by imprinting the pattern onto the Substrate. 
An important factor in lithographic apparatus performance 

is the precision with which components to be moved during 
exposure. Such as the reticle stage (patterning device table) 
containing the patterns needed for illumination and the Sub 
strate table containing the Substrates to be illuminated, can be 
displaced. Under feedback control, the movement of compo 
nents is controlled using standard PID-based control systems. 
However, to obtain nano-scale position accuracy, with set 
tling times of the order of milliseconds or lower, feedforward 
control may be desirable. 

In addition to the commonly used acceleration-, jerk-, and 
even Snap-based feedforward control designs (i.e. designs 
based on acceleration and higher order derivatives of position 
with respect to time), the application of iterative learning 
control to obtain short settling times has been Suggested. This 
approach has the benefit that only limited system knowledge 
is required to implement the feed forward control with high 
accuracy. The method is based on iteratively learning a feed 
forward signal or “force' that minimizes a measured error 
signal (defined as a measured deviation of the state of a 
component being moved from a setpoint profile defining an 
intended time evolution of the state) over a number of trial 
“runs of the component through the setpoint profile. When 
the learned signal is applied to the system or process, it 
effectively counteracts contributions to the error signal that 
occur repeatedly in different trials (“repetitive contribu 
tions'). 
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2 
During learning of the feedforward signal, the measured 

error signal during a particular trial may contain non-repeti 
tive contributions, like random noise, which differ from trial 
to trial. Such contributions may cause the learned feedfor 
ward signal to inject noise into the system. This may lead to a 
decrease in performance and/or limit the improvement 
obtained using iterative learning-based control. The effi 
ciency of the learning process itself depends on the gain of the 
learning algorithm, which may be limited by its stability. 

SUMMARY 

It is desirable to provide a system for improving the way 
iteratively learned data is obtained. 

According to an embodiment of the invention, there is 
provided a method of obtaining improved feed forward data 
for a feedforward control system for moving a component 
through a setpoint profile, the setpoint profile including a 
plurality of target states of the component each to be substan 
tially attained at one of a corresponding sequence of target 
times, the method including: a) using the feedforward control 
system to move the component according to the setpoint 
profile using a first set of feedforward data; b)measuring the 
state of the component at a plurality of times during the 
movement; c) comparing the measured States with corre 
sponding target States defined by the setpoint profile in order 
to obtain a set of errors; d) applying a non-linear filter to the 
set of errors; e) generating improved feedforward data on the 
basis of the filtered errors, the improved feedforward data 
being usable by the feed forward control system to move the 
component more accurately through the setpoint profile. 

According to a further embodiment of the invention, there 
is provided a lithographic projection apparatus arranged to 
project a pattern from a patterning device onto a Substrate, 
including: a movable Support for a component; and a system 
to move the movable Support through a setpoint profile 
including a plurality of target states of the movable Support, 
each to be substantially attained at one of a corresponding 
sequence of target times, the system including: a displace 
ment device to move the movable Support according to the 
setpoint profile; a feedforward control system to control the 
displacement device using a first set of feedforward data; a 
measuring system to measure the state of the component at a 
plurality of times during the movement; a comparison device 
to compare the measured States with corresponding target 
states in order to obtain a set of errors; a filter configured to 
filter the set of errors; and a feed forward data generating 
device arranged to generate modified feedforward data on the 
basis of the filtered set of errors, the modified feedforward 
data being usable by the feedforward control system to con 
trol the displacement device to more accurately move the 
movable Support through the setpoint profile. 

According to a further embodiment of the invention, there 
is provided a device manufacturing method, including: using 
a lithographic projection apparatus to project a pattern from a 
patterning device onto a Substrate; providing a movable Sup 
port for a component of the lithographic apparatus; using a 
feedforward control system to move the movable support 
through a setpoint profile using a first set offeedforward data, 
the setpoint profile including a plurality of target states of the 
movable Support, each to be substantially attained at one of a 
corresponding sequence of target times; measuring the state 
of the componentata plurality of times during the movement; 
comparing the measured States with corresponding target 
states in order to obtain a set of errors; applying a filter to the 
set of errors; generating improved feedforward data on the 
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basis of the filtered set of errors; and moving the movable 
Support through the setpoint profile using the improved feed 
forward data. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Embodiments of the invention will now be described, by 
way of example only, with reference to the accompanying 
schematic drawings in which corresponding reference sym 
bols indicate corresponding parts, and in which: 

FIG. 1 depicts a lithographic apparatus according to an 
embodiment of the invention; 

FIGS. 2a-c depict a setpoint profile defined in terms of, 
respectively, an acceleration profile, a Velocity profile and a 
position profile; 

FIG. 3 discloses a lithography apparatus with a feedfor 
ward control system to carry out a method according to an 
embodiment of the invention; 

FIG. 4 depicts a method according to an embodiment of the 
invention in block diagram form; 

FIG.5 depicts the feed forward control system of FIG. 3 in 
more detail; 

FIG. 6 depicts an iterative learning control scheme: 
FIG.7 depicts graphs showing learned feedforward signals 

obtained for different strengths of filter; 
FIG. 8 depicts graphs corresponding to those in FIG. 7 

showing measured errors for different strengths of filter; and 
FIG. 9 illustrates the high learning gain high stability prop 

erties of the feedforward control system with non-linear filter. 

DETAILED DESCRIPTION 

FIG. 1 schematically depicts a lithographic apparatus 
according to one embodiment of the invention. The apparatus 
includes an illumination system (illuminator) IL configured 
to condition a radiation beam B (e.g. UV radiation or EUV 
radiation) a Support structure (e.g. a mask table) MT con 
structed to Support a patterning device (e.g. a mask) MA and 
connected to a first positioner PM configured to accurately 
position the patterning device in accordance with certain 
parameters; a substrate table (e.g. a wafer table) WT con 
structed to hold a substrate (e.g. a resist-coated wafer) W and 
connected to a second positioner PW configured to accurately 
position the Substrate in accordance with certain parameters; 
and a projection system (e.g. a refractive projection lens sys 
tem) PS configured to project a pattern imparted to the radia 
tion beam B by patterning device MA onto a target portion C 
(e.g. including one or more dies) of the Substrate W. 
The illumination system may include various types of opti 

cal components, such as refractive, reflective, magnetic, elec 
tromagnetic, electrostatic or other types of optical compo 
nents, or any combination thereof, for directing, shaping, or 
controlling radiation. 
The Support structure Supports, i.e. bears the weight of the 

patterning device. It holds the patterning device in a manner 
that depends on the orientation of the patterning device, the 
design of the lithographic apparatus, and other conditions, 
Such as for example whether or not the patterning device is 
held in a vacuum environment. The Support structure can use 
mechanical, Vacuum, electrostatic or other clamping tech 
niques to hold the patterning device. The Support structure 
may be a frame or a table, for example, which may be fixed or 
movable as required. The Support structure may ensure that 
the patterning device is at a desired position, for example with 
respect to the projection system. Any use of the terms 
“reticle' or “mask' herein may be considered synonymous 
with the more general term “patterning device.” 
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4 
The term “patterning device' used herein should be 

broadly interpreted as referring to any device that can be used 
to impart a radiation beam with a pattern in its cross-section 
Such as to create a pattern in a target portion of the Substrate. 
It should be noted that the pattern imparted to the radiation 
beam may not exactly correspond to the desired pattern in the 
target portion of the substrate, for example if the pattern 
includes phase-shifting features or so called assist features. 
Generally, the pattern imparted to the radiation beam will 
correspond to a particular functional layer in a device being 
created in the target portion, Such as an integrated circuit. 
The patterning device may be transmissive or reflective. 

Examples of patterning devices include masks, program 
mable mirror arrays, and programmable LCD panels. Masks 
are well known in lithography, and include mask types such as 
binary, alternating phase-shift, and attenuated phase-shift, as 
well as various hybrid mask types. An example of a program 
mable mirror array employs a matrix arrangement of Small 
mirrors, each of which can be individually tilted so as to 
reflect an incoming radiation beam in different directions. 
The tilted mirrors impart a pattern in a radiation beam which 
is reflected by the mirror matrix. 
The term “projection system' used herein should be 

broadly interpreted as encompassing any type of projection 
system, including refractive, reflective, catadioptric, mag 
netic, electromagnetic and electrostatic optical systems, or 
any combination thereof, as appropriate for the exposure 
radiation being used, or for other factors such as the use of an 
immersion liquid or the use of a vacuum. Any use of the term 
“projection lens' herein may be considered as synonymous 
with the more general term "projection system'. 
As here depicted, the apparatus is of a transmissive type 

(e.g. employing a transmissive mask). Alternatively, the appa 
ratus may be of a reflective type (e.g. employing a program 
mable mirror array of a type as referred to above, or employ 
ing a reflective mask). 
The lithographic apparatus may be of a type having two 

(dual stage) or more Substrate tables (and/or two or more 
mask tables). In Such “multiple stage' machines the addi 
tional tables may be used in parallel, or preparatory steps may 
be carried out on one or more tables while one or more other 
tables are being used for exposure. 
The lithographic apparatus may also be of a type wherein at 

least a portion of the substrate may be covered by a liquid 
having a relatively high refractive index, e.g. water, so as to 
fill a space between the projection system and the Substrate. 
An immersion liquid may also be applied to other spaces in 
the lithographic apparatus, for example, between the mask 
and the projection system. Immersion techniques are well 
known in the art for increasing the numerical aperture of 
projection systems. The term “immersion' as used herein 
does not mean that a structure, such as a Substrate, must be 
Submerged in liquid, but rather only means that liquid is 
located between the projection system and the substrate dur 
ing exposure. 

Referring to FIG. 1, the illuminator IL receives a radiation 
beam from a radiation source SO. The source and the litho 
graphic apparatus may be separate entities, for example when 
the source is an excimer laser. In Such cases, the source is not 
considered to form part of the lithographic apparatus and the 
radiation beam is passed from the source SO to the illumina 
tor IL with the aid of a beam delivery system BD including, 
for example, Suitable directing mirrors and/or a beam 
expander. In other cases the Source may be an integral part of 
the lithographic apparatus, for example when the Source is a 
mercury lamp. The source SO and the illuminator IL, together 
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with the beam delivery system BD if required, may be 
referred to as a radiation system. 
The illuminator IL may include an adjuster AD for adjust 

ing the angular intensity distribution of the radiation beam. 
Generally, at least the outer and/or inner radial extent (com 
monly referred to as O-outer and O-inner, respectively) of the 
intensity distribution in a pupil plane of the illuminator can be 
adjusted. In addition, the illuminator IL may include various 
other components, such as an integrator IN and a condenser 
CO. The illuminator may be used to condition the radiation 
beam, to have a desired uniformity and intensity distribution 
in its cross-section. 
The radiation beam B is incident on the patterning device 

(e.g., mask MA), which is held on the Support structure (e.g., 
mask table MT), and is patterned by the patterning device. 
Having traversed the mask MA, the radiation beam B passes 
through the projection system PS, which focuses the beam 
onto a target portion C of the substrate W. With the aid of the 
second positioner PW and position sensor IF (e.g. an inter 
ferometric device, linear encoder or capacitive sensor), the 
substrate table WT can be moved accurately, e.g. so as to 
position different target portions C in the path of the radiation 
beam B. Similarly, the first positioner PM and another posi 
tion sensor (which is not explicitly depicted in FIG. 1) can be 
used to accurately position the mask MA with respect to the 
path of the radiation beam B, e.g. after mechanical retrieval 
from a mask library, or during a scan. In general, movement of 
the mask table MT may be realized with the aid of a long 
stroke module (coarse positioning) and a short-stroke module 
(fine positioning), which form part of the first positioner PM. 
Similarly, movement of the substrate table WT may be real 
ized using a long-stroke module and a short-stroke module, 
which form part of the second positioner PW. In the case of a 
stepper (as opposed to a scanner) the mask table MT may be 
connected to a short-stroke actuator only, or may be fixed. 
MaskMA and Substrate W may be aligned using mask align 
ment marks M1, M2 and substrate alignment marks P1, P2. 
Although the Substrate alignment marks as illustrated occupy 
dedicated target portions, they may be located in spaces 
between target portions (these are known as scribe-lane align 
ment marks). Similarly, in situations in which more than one 
die is provided on the mask MA, the mask alignment marks 
may be located between the dies. 
The depicted apparatus could be used in at least one of the 

following modes: 
1. In step mode, the mask table MT and the substrate table 

WT are kept essentially stationary, while an entire pattern 
imparted to the radiation beam is projected onto a target 
portion C at one time (i.e. a single static exposure). The 
substrate table WT is then shifted in the X and/or Y direction 
so that a different target portion C can be exposed. In step 
mode, the maximum size of the exposure field limits the size 
of the target portion C imaged in a single static exposure. 

2. In scan mode, the mask table MT and the substrate table 
WT are scanned synchronously while a pattern imparted to 
the radiation beam is projected onto a target portion C (i.e. a 
single dynamic exposure). The Velocity and direction of the 
substrate table WT relative to the mask table MT may be 
determined by the (de-)magnification and image reversal 
characteristics of the projection system PS. In scan mode, the 
maximum size of the exposure field limits the width (in the 
non-scanning direction) of the target portion in a single 
dynamic exposure, whereas the length of the scanning motion 
determines the height (in the scanning direction) of the target 
portion. 

3. In another mode, the mask table MT is kept essentially 
stationary holding a programmable patterning device, and the 
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6 
substrate table WT is moved or scanned while a pattern 
imparted to the radiation beam is projected onto a target 
portion C. In this mode, generally a pulsed radiation source is 
employed and the programmable patterning device is updated 
as required after each movement of the substrate table WT or 
in between Successive radiation pulses during a scan. This 
mode of operation can be readily applied to maskless lithog 
raphy that utilizes programmable patterning device. Such as a 
programmable mirror array of a type as referred to above. 

Combinations and/or variations on the above described 
modes of use or entirely different modes of use may also be 
employed. 

FIGS. 2a-c illustrates what is meant by a setpoint profile. 
Three schematic graphs are shown representing (from top to 
bottom) the acceleration (FIG. 2a), velocity (FIG. 2b) and 
position (FIG. 2c) of a component while it is being moved 
through a simplified setpoint profile. The setpoint profile, in 
this example, includes three distinct regimes: an acceleration 
phase 2, a constant Velocity phase 4, and a deceleration phase 
6. In general, the setpoint profile may be characterized by a 
sequence of target states that the component is intended to 
reach at particular target times. 
As mentioned above, accurate control of components to be 

moved may be achieved using a feedforward control system. 
The feed forward signal in such systems may be based either 
on explicit system knowledge (based on factors such as the 
mass of the component to be moved) and/or on feed forward 
data derived from previous measurements. For example, an 
iterative learning scheme may be employed. 
As explained above, iteratively learned feed forward data is 

only effective in counteracting errors that arise each time the 
component to be controlled is moved through the setpoint 
profile. Non-repetitive contributions, such as random noise, 
are not dealt with by the iterative learning control algorithm 
and may even be amplified during iterative learning. This may 
occur as the control algorithm tries to adapt the feed forward 
data to counteract the non-repetitive component even though 
it will not occur in Subsequent runs. In existing systems, high 
learning gain (i.e. rapid convergence) may not be achieved 
without compromising the stability of the learning algorithm: 
either the system is stable but takes a longtime to converge or 
the system converges quickly but is unstable. 

FIG. 3 illustrates a lithographic apparatus which may be 
used to derive iteratively learned feedforward data and to 
move patterning devices and/or Substrates using a control 
system which receives the learned data as input. According to 
this arrangement, a Substrate table WT and/or a patterning 
device table MT are/is arranged to be moved through a set 
point profile. A displacement device 10a or 10b is provided to 
move the substrate table WT or patterning device table MT 
respectively under the control of a control signal provided by 
a feed forward control system 12. The setpoint profile is avail 
able to the control system via device 18, which may be con 
nected to an input device Such as an external computer, or a 
storage device (not shown). 

In the embodiment shown, the error in the state of the 
patterning device table MT or substrate table WT (for 
example an error in the position, Velocity, or acceleration 
relative to what is required by the setpoint profile being fol 
lowed) is derived by error-determining device 13. The error 
determining device 13 is arranged to receive input from mea 
Suring devices 14, which measure the state of the patterning 
device table MT and/or substrate table WT and compare these 
measurements with the setpoint profile input by device 18. 
Where the setpoint profile is defined as a sequence of states to 
be obtained at a correspondence sequence of target times, the 
error-determining device may be configured to make com 
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parisons with the measured States at times corresponding to 
one or more of the target times or, alternatively, use interpo 
lation to determine target States for times occurring between 
particular target times. Once a set of errors has been deter 
mined by the error-determining device 13, the set is passed to 5 
non-linear filter 15 (the operation of which will be described 
in further detail below), which acts to reduce the proportion of 
non-repetitive components. The filtered error data is then 
passed to the feed forward signal modifier 17 which generates 
a modified feed forward signal on the basis of the filtered set of 
errors. The modified feed forward signal is then passed to 
storage device 16 where it will be available for use as a 
feedforward signal in Subsequent runs by the control system 
12. The operation of the control system 12 is described in 
more detail below with reference to FIG. 5. 

FIG. 4 illustrates a method for dealing with the propaga 
tion/amplification of noise present in the considered error 
signals and, in particular, propagation/amplification by the 
iterative learning control algorithm. In step 50, a component 
to be controlled is moved using a feedforward control system 
through a setpoint profile according to a first set of feedfor 
ward data 70. During this movement, the state of the compo 
nent is measured at a plurality of times (box52). In step 54, a 
comparison is made between the measured States and corre 
sponding target States derived from the setpoint profile in 
order to obtain a set of errors. The set of errors is compared 
with a threshold condition, in step 56. If the condition is 
satisfied (“YES), the process stops and the current feedfor 
ward data is output as iteratively learned feedforward data to 
be used in future runs (box 62). If the threshold condition is 
not satisfied (“NO”), the learning process continues (to box 
58). 
The threshold condition defines when the errors have fallen 

within acceptable bounds and may be defined in a number of 
ways. For example, the threshold condition may be deemed 
met when all of the errors in the set of errors fall below a 
predetermined target threshold. Alternatively, the condition 
may be deemed satisfied when a predetermined subset of the 
set of errors falls below a predetermined target threshold or a 
set of predetermined target thresholds, corresponding to the 
subset of errors considered. For this purpose, the entire set of 
errors may also be used as an alternative to a Subset. 

In step 58, a non-linear filter, for example an amplitude 
dependent filter, is applied to the set of errors. On the basis of 
the filtered errors, a modified feedforward data set is then 45 
generated (box 60). This modified feedforward data set is 
then used by the feed forward control system to move the 
component through the setpoint profile a second time. The 
process is then repeated until the condition tested in box 56 is 
satisfied and the latest version of the modified feedforward 50 
data is then output (box 62). 

According to an embodiment of the invention, the filter 58 
is chosen to have a deadzone nonlinearity. This choice offilter 
is based on the insight that in many circumstances the noise in 
the considered error signal will be small in amplitude, at least 55 
in comparison with those parts of the error signal that should 
be handled by the learning control algorithm to improve 
performance. That is, random noise can be distinguished 
from repetitive contributions to the signal, which are typically 
related to physical characteristics of the particular apparatus 60 
being used, based on an amplitude characterization. For 
example, a dead Zone filter (or other non-linear filter) may be 
used which has the effect that the smaller the amplitude of the 
signal contribution, the less that contribution is Subjected to 
the learning process. Two limiting situations may occur: i) if 65 
a component lies inside the deadZone length (or a threshold 
amplitude) it is not subjected to learning at all (i.e. it is filtered 
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out), and ii) if a component is much larger than the deadzone 
length, it is fully Subjected to learning. For any component in 
between these two limits, the amount of learning it receives is 
scaled (for example, according to the function p(x) given 
below). 

Filters that operate based on other principles of distin 
guishing between repetitive and non-repetitive contributions 
may also be used. For example, more Sophisticated ampli 
tude-dependent filters may be used or even filters that do not 
depend primarily on amplitude-characterization of non-re 
petitive contributions. For example, frequency characteriza 
tion may be used. More specifically, a filter may be based on 
spectral analysis, for example wavelet analysis. Here, the 
error signal would be decomposed in discrete frequency 
banks/bands where the deadzone non-linearity can act on 
each of these frequency banks separately. As a result, fre 
quency banks can be subjected to different amounts of learn 
1ng. 
More generally, an important property of the filter is that it 

reduces the extent to which non-repetitive contributions are 
present in the filtered set of errors. 
The filtering step 58 aims to ensure that only learnable 

contributions in the error signal are passed on through the 
iterative learning control algorithm. Signals which are 
assumed to represent non-repetitive noises, are not passed on 
through the algorithm (or at least are passed on to a lesser 
extent). As a consequence, the contribution of non-repetitive 
noise to the learned force is minimized, thus reducing the 
level of noise applied to the system “dynamics', e.g. the 
operation of displacement devices 10a, 10b (by erroneously 
influencing the operation of the control system 12). 

Particular benefits of a dead Zone filter characteristic 
include that: 

i) there is a separation between time intervals where the 
signal exceeds the upper noise band of the filter, indicated 
with 8, and time intervals where it does not (this means that 
noise amplification through learning is limited only to those 
time intervals where the signal exceed the upper noise band), 
and 

ii) the noise band is subtracted from the error signal such 
that it is not affected by the learning algorithm (as a result, a 
much larger learning gain can be applied which induces a 
much larger convergence speed without having the stability 
problems of the learning algorithm). 
A particular example of a dead Zone filter is described in 

more detail below but other forms of filter, for example with 
more complex input-output relations, may also be designed 
that have the above two properties. 

FIG. 5 illustrates in general how the feed forward control 
system 12 may be configured to operate. At point 32, a set 
point profile signal from the setpoint profile device 18 is 
compared with a measured position signal of the component 
to be moved (in the case of the embodiment of FIG. 3, this 
signal will be provided by one or both of the measuring 
devices 14) and an error signal 34 is forwarded to controller 
28. This feedback control is desirable to account for non 
repetitive disturbances and any mismatch or time offset in the 
applied setpoint feedforward. The output from controller 28 
is added to an inertial feed forward signal 36 and to a learned 
feedforward signal 30 from device 16. The inertial feedfor 
ward signal 36 is derived by block 26 from input setpoint data 
and is designed to take into account known physical proper 
ties of the system in question that are relevant to determine 
suitable forces to cause the controlled component to follow 
the setpoint profile, such as the mass of the substrate table WT 
or mask table MT and associated components. The resultant 
signal is passed to the displacement device 10a/10b which 
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effects a change in the position X, Velocity V and/or accelera 
tion a of the component to be moved. 
A more detailed example of an iterative learning algorithm 

that may be used to derive the data for device 16 is shown in 
block diagram representation in FIG. 6. Here e(k) represents 
an n-sample error colon (an array of data points, which have 
been sampled at a specific sampling frequency, for example 5 
kHz) for the k-th iteration with e(0)=e, Filc(k) represents 
an n-sample colon of learned feedforward data or “control 
forces' with Filc(0)=0, represents a learning gain matrix, 
the learning gain being given by Ld (which has a linear part 
contained in Land a nonlinear part contained in d), Z' a 
one-sample time delay in a Z-transform notation, I a unitary 
matrix, and Sp a so-called Toeplitz matrix representing the 
closed loop process sensitivity dynamics. Basically, Sp 
describes the effect of a setpoint position signal r on the 
closed-loop error signale, LCD the learning gain, i.e. the gain 
used to reduce this error, and Z'I is part of an update mecha 
nism needed to update the feedforward signal to be con 
structed. 
The algorithm now works as follows. Starting with an array 

of collected errors during a learning setpoint profile (boxes 
50, 52, 54 of FIG. 4) the array of errors is filtered by filtering 
function cp (box 58 of FIG. 4) to the array. An array of correc 
tive feed forward forces is computed by multiplying the fil 
tered error array with the learning gain matrix (box 60 of 
FIG. 4). In a Subsequent trial run, the same learning setpoint 
profile is followed but now with the corrective feedforward 
forces from the previous run (being applied) to the system. 
This will, generally, yield smaller errors than before but due 
to the finite gain constraints of Lthe errors will not equal zero. 
Therefore the resulting errors will again be filtered by d and 
multiplied with giving an additional array of feedforward 
forces which will be added to the existing array of feedfor 
ward forces. The adapted array of feedforward forces is 
applied to the system in a third run (again under the same 
learning profile) and so on. This procedure is repeated run 
after run until sufficient convergence of either the resulting 
array of errors or the array of applied feedforward forces (box 
56 of FIG. 4) is achieved. 
The feed forward data is synchronized with the setpoint 

profile exactly in the same way as it is obtained during learn 
ing; in general, the corrective forces represented by the gen 
erated feedforward data should be matched with the errors 
that they should compensate for. 

The matrix d(e.(i)) represents an embodiment of the 
invention, i.e. an amplitude-dependent filter matrix which is 
applied on the input e(i) and which is used to avoid the 
injection of noise from the error measurement into the feed 
back loop via the learning force F. Its definition is as fol 
lows: 

(b?e, (1)) () ... O 
O 2 O 

d(e)= ele, )) 
O O d(e., (n)) 

with 

(x)= e(x)- y 

and 

That is, all measured error entries in e, the trial of initial 
measured error signals—that are bounded in absolute value 
by a threshold value Ö are assumed to be noise contributions 
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10 
and, therefore, are not subjected to learning. The choice for 8 
is motivated by the fact that merely contributions p which in 
absolute value exceed the noise level 8 are handled by the 
learning algorithm. For example for an error component 
e(i)=ö+p, with p greater than zero, it follows that the filtered 
error component 

he ()-e () = 0 + p = 0 + p = p 

i.e. the learning control algorithm is not exposed to any input 
from inside the predefined noise band 8. The result is shown 
in FIGS. 7 and 8 for four predefined values of 8: Öe{05 10 15 
nm (respectively bottom, 8-0 nm, to top, 8-15 nm, in each 
figure). 

FIG. 7 shows graphs depicting the learned forces for the 
four considered values of 8 along with the scaled reference 
setpoint profile (dashed curves). FIG. 8 shows the corre 
sponding error signals: the original error signals (dotted) and 
the error signals after applying the learned force (Solid). It can 
be seen that the error signals are reduced up to a level defined 
by the threshold value Ö (shown in each of the graphs in FIG. 
8 by a horizontal dashed line). It can be seen (FIG. 7) that as 
8 is chosen to be smaller, the learned force subsequently 
contains higher noise levels (see in particular the region of 
scanning, i.e. the region of constant Velocity, roughly between 
0.05 and 0.15 seconds, for the smaller values of 8). This 
process continues by further decreasing the value of Ö. 

In addition to the avoidance or reductionin (non-repetitive) 
noise amplification, the approach of using non-linear filtering 
of error data in a learning control scheme may also allow a 
better balance to be achieved between performance of the 
learning algorithm (i.e. how quickly the algorithm converges 
to a desired accuracy), achieved with high learning gains, and 
stability of the algorithm (i.e. robustness to model uncer 
tainty). Using a linear learning algorithm (i.e. without the use 
of a non-linear filter as described above for embodiments of 
the present invention), high gain and stability are difficult to 
achieve together. Using a learning algorithm with a non 
linear filter, it is possible to achieve fast convergence with 
stability. 

FIG. 9 compares the performance of a linear learning algo 
rithm (curve 80) with a non-linear filtered learning algorithm 
according to an embodiment of the present invention (curve 
90 the actual filter used corresponding to that discussed 
above with reference to the function p(x)). As can be seen, 
both algorithms achieve a similar convergence speed for the 
error (the Euclidean norm on the error colone,(k) is used as 
a performance measure) for the first three iterations but the 
error for the linear learning algorithm becomes unstable 
thereafter (eventually blowing up). The non-linear filtered 
algorithm, however, achieves stable convergence (the error 
continues to decrease, albeit more slowly than during the first 
few iterations when the error magnitude was still large). This 
behavior illustrates the self-adapting properties of the non 
linear learning gain filter in comparison with the high-gain 
linear learning filter. The non-linear filter balances conver 
gence rates with Stability properties and keeps on decreasing 
the error norm. Mathematically speaking, the filter reduces 
noise contributions corresponding to Small singular values of 
the learning gain matrix L., which otherwise limit the conver 
gence speed of the learning algorithm in terms of stability. 

Embodiments of the present invention may be applied in 
the field of lithographic motion systems like the control of 
reticle stages or Substrate tables, as mentioned above. The 
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system may also be used in stages for electron microscope 
imaging, MagLev stages for laser cutting, or repetitive 
motion systems in a more general perspective. Other fields of 
application include, for example, UHP-lamp control where 
an iterative learning control scheme has previously been 
introduced. 

Although specific reference may be made in this text to the 
use of lithographic apparatus in the manufacture of ICs, it 
should be understood that the lithographic apparatus 
described herein may have other applications, such as the 
manufacture of integrated optical systems, guidance and 
detection patterns for magnetic domain memories, flat-panel 
displays, liquid-crystal displays (LCDs), thin-film magnetic 
heads, etc. The skilled artisan will appreciate that, in the 
context of such alternative applications, any use of the terms 
“wafer' or “die” herein may be considered as synonymous 
with the more general terms “substrate' or “target portion', 
respectively. The substrate referred to herein may be pro 
cessed, before or after exposure, in for example a track (a tool 
that typically applies a layer of resist to a substrate and devel 
ops the exposed resist), a metrology tool and/or an inspection 
tool. Where applicable, the disclosure herein may be applied 
to Such and other Substrate processing tools. Further, the 
Substrate may be processed more than once, for example in 
order to create a multi-layer IC, so that the term substrate used 
herein may also refer to a Substrate that already contains 
multiple processed layers. 

Although specific reference may have been made above to 
the use of embodiments of the invention in the context of 
optical lithography, it will be appreciated that the invention 
may be used in otherapplications, for example imprint lithog 
raphy, and where the context allows, is not limited to optical 
lithography. In imprint lithography a topography in a pattern 
ing device defines the pattern created on a Substrate. The 
topography of the patterning device may be pressed into a 
layer of resist supplied to the substrate whereupon the resist is 
cured by applying electromagnetic radiation, beat, pressure 
or a combination thereof. The patterning device is moved out 
of the resist leaving a pattern in it after the resist is cured. 
The terms “radiation' and “beam used herein encompass 

all types of electromagnetic radiation, including ultraviolet 
(UV) radiation (e.g. having a wavelength of or about 365, 
355, 248, 193, 157 or 126 mm) and extreme ultra-violet 
(EUV) radiation (e.g. having a wavelength in the range of 
5-20 nm), as well as particle beams, such as ion beams or 
electron beams. 
The term “lens”, where the context allows, may refer to any 

one or combination of various types of optical components, 
including refractive, reflective, magnetic, electromagnetic 
and electrostatic optical components. 

While specific embodiments of the invention have been 
described above, it will be appreciated that the invention may 
be practiced otherwise than as described. For example, the 
invention may take the form of a computer program contain 
ing one or more sequences of machine-readable instructions 
describing a method as disclosed above, or a data storage 
medium (e.g. semiconductor memory, magnetic or optical 
disk) having Such a computer program stored therein. 
The descriptions above are intended to be illustrative, not 

limiting. Thus, it will be apparent to one skilled in the art that 
modifications may be made to the invention as described 
without departing from the scope of the claims set out below. 
What is claimed is: 
1. A method of obtaining improved feedforward data for a 

feedforward control system to move a component through a 
setpoint profile, said setpoint profile comprising a plurality of 
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12 
target states of said component each to be substantially 
attained at one of a corresponding sequence of target times, 
said method comprising: 

a) moving said component with the feedforward control 
system according to the setpoint profile using a first set 
of feedforward data; 

b) measuring a state of said component at a plurality of 
times during said moving; 

c) comparing the measured States with corresponding tar 
get states defined by said setpoint profile to obtain a set 
of errors; 

d) comparing the set of errors to a threshold and determin 
ing if the set of errors or a subset of the set of errors are 
above the threshold; 

e) filtering said set of errors with a dead Zone non-linear 
filter if the set of errors or the subset of the set of errors 
are above the threshold; 

f) generating improved feedforward databased on the fil 
tered errors, said improved feed forward data being 
usable by said feedforward control system during a sub 
sequent moving of said component more accurately 
through the setpoint profile; 

g) repeating steps (a) to (f) iteratively, using the most 
recently obtained improved feed forward data instead of 
the first set of feedforward data, until it is determined 
that the set of errors or the subset of the set of errors 
obtained in step (c) are below the threshold. 

2. The method according to claim 1, wherein the filtering is 
dependent on the amplitudes of said set of errors. 

3. The method according to claim 2, wherein the filtering 
includes Suppressing errors of Small amplitude more than 
errors of larger amplitude. 

4. The method according to claim 1, wherein the filtering 
includes decomposing the error signal into a plurality of 
discrete frequency bands and individually applying a selected 
filtering operation to each of the bands. 

5. The method according to claim 1, wherein the plurality 
of times during the movement at which the state of the com 
ponent is measured correspond to at least a Subset of said 
plurality of target times. 

6. The method according to claim 1, wherein said target 
states include at least one of the following: target positions of 
said component, target Velocities of said component, and 
target accelerations of said component. 

7. The method according to claim 1, wherein said filter is 
configured to pass contributions to the errors that have a 
magnitude greater than a predefined noise bound and to reject 
other contributions. 

8. The method according to claim 1, wherein if the set of 
errors or the subset of the set of errors are below the prede 
termined threshold, the first set offeedforward data is used as 
improved feedforward data during a Subsequent moving of 
said component. 

9. A method of obtaining improved feedforward data for a 
feedforward control system to move a component through a 
setpoint profile, said setpoint profile comprising a plurality of 
target states of said component each to be substantially 
attained at one of a corresponding sequence of target times, 
said method comprising: 

a) moving said component with the feedforward control 
system according to the setpoint profile using a first set 
of feedforward data; 

b) measuring a state of said component at a plurality of 
times during said moving; 

c) comparing the measured States with corresponding tar 
get states defined by said setpoint profile to obtain a set 
of errors; 
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d) filtering said set of errors with a non-linear filter; and 
e) generating improved feedforward databased on the fil 

tered errors, said improved feedforward data being 
usable by said feedforward control system during a sub 
sequent moving of said component more accurately 
through the setpoint profile, 

wherein said set of errors is represented by an array of data 
points e(i), where 0s isn, n is the number of samples in 
the set, said filter is represented by an amplitude-depen 
dent filter matrix d(e.(i)), and step (d) corresponds to a 
multiplication of d(e...(i)) by e(i). 

10. The method according to claim 9, wherein d(e...(i)) is 
defined as follows: 

d(e., (1)) O O 

d(e) = elec) 
O 0 d(e., (n)) 

with 

(c) = e(x)- 
and 

1, if x > d 
&(x) = 

0, if x < d. 

11. A lithographic projection apparatus arranged to project 
a pattern from a patterning device onto a substrate, compris 
ing: 

(a) a movable Support configured to Support a component; 
and 

(b) a system configured to move said movable Support 
through a setpoint profile comprising a plurality of target 
states of said movable Support, each to be substantially 
attained at one of a corresponding sequence of target 
times, said system comprising: 
(i) a displacement device configured to move said mov 

able Support according to said setpoint profile; 
(ii) a feed forward control system configured to control 

said displacement device using a first set of feedfor 
ward data; 

(iii) a measuring system configured to measure the state 
of said componentata plurality of times during move 
ment of said movable Support; 

(iv) a comparison device configured to compare the 
measured States with corresponding target states to 
obtain a set of errors, said set of errors being com 
pared to a threshold to determine if the set of errors or 
a subset of the set of errors are above the threshold; 

(v) a dead Zone non-linear filter configured to filter said 
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set of errors if the set of errors or a subset of the set of ss 
errors are above the threshold; 

(vi) a feedforward data generating device arranged to 
generate modified feedforward databased on the fil 
tered set of errors, said modified feedforward data 

14 
being usable by said feed forward control system dur 
ing a Subsequent moving of the movable Support to 
control said displacement device to more accurately 
move said movable Support through the setpoint pro 
file, said system being configured to iteratively use the 
most recently obtained modified feedforward data 
instead of the first set of feedforward data to deter 
mine improved feed forward data until it is determined 
that the set of errors or the subset of the set of errors 
obtained by the comparison device are below the 
threshold. 

12. The lithographic apparatus according to claim 11, 
wherein said component is the Substrate or the patterning 
device. 

13. A device manufacturing method, comprising: 
(a) projecting a pattern from a patterning device onto a 

Substrate; 
(b) Supporting a component with a movable Support; 
(c) moving the movable support with a feedforward control 

system through a setpoint profile using a first set of 
feedforward data, said setpoint profile comprising a plu 
rality of target states of said movable Support, each to be 
Substantially attained at one of a corresponding 
sequence of target times; 

(d) measuring a state of the component at a plurality of 
times during said moving; 

(e) comparing the measured States with corresponding tar 
get states to obtain a set of errors; 

(f) comparing the set of errors to a threshold and determin 
ing if the set of errors or a subset of the set of errors are 
above the threshold; 

(g) filtering the set of errors with a dead Zone non-linear 
filter if the set of errors or a subset of the set of errors are 
above the threshold; 

(h) generating improved feedforward data based on the 
filtered set of errors; 

(i) moving the movable Support through the setpoint profile 
using the improved feedforward data; 

() repeating steps (c) to (h) iteratively, using the most 
recently obtained improved feed forward data instead of 
the first set of feedforward data, until it is determined 
that the set of errors or subset of the set of errors obtained 
in step (e) are below the threshold. 

14. The method according to claim 13, wherein the com 
ponent is the Substrate or the patterning device. 

15. The method according to claim 13, wherein said set of 
errors is represented by an array of data points e(i), where 
Osism, n is the number of samples in the set, said filter is 
represented by an amplitude-dependent filter matrix d(e...(i)). 
and step (d) corresponds to a multiplication of d(e...(i)) by 
e(i). 

16. The lithographic apparatus according to claim 11, 
wherein said set of errors is represented by an array of data 
points e.(i), where 0sisn, n is the number of samples in the 
set, said filter is represented by an amplitude-dependent filter 
matrix d(e...(i)), and step (d) corresponds to a multiplication 
of d(e.(i)) by e(i). 


