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(57) ABSTRACT 

A trusted virtualization platform protects sensitive customer 
data during operation of virtual machines in a multi-tenant 
cloud computing center. The trusted virtualization platform 
limits administrator access to the data and State of the virtual 
machines running thereon, reports any changes made thereto, 
and requires keys provided by the customer or a trusted third 
party of the customer to perform management operations on 
the virtual machines. By requiring cloud computing centers to 
use Such trusted virtualization platforms, customers upload 
ing their virtual machines into the cloud computing center can 
be assured that cloud administrators will not be able to access 
or tamper with their private data. Furthermore, customers can 
directly audit all important state or configuration changes for 
their virtual machines as the trusted virtualization platform 
can be configured to report all Such changes according to a 
security policy set by the customer. 
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1. 

SECURING CUSTOMER VIRTUAL 
MACHINES IN A MULT-TENANT CLOUD 

CROSS-REFERENCE TO RELATED 

APPLICATION(S) 

This application claims the benefit of U.S. Provisional 
Patent Application No. 61/350,809, filed Jun. 2, 2010 and 
entitled “Securing Customer Virtual Machines in a Multi 
Tenant Cloud, the entire contents of which are incorporated 
by reference herein. 

BACKGROUND 

Motivated by economies of scale from hosting workloads 
from thousands of customers and the resulting benefits from 
overcommitment and statistical multiplexing of load, service 
providers are setting up large virtualized cloud computing 
centers. However, many enterprise customers are unwilling to 
send their critical workloads into the cloud due to security 
COCS. 

In current configuration of cloud computing centers, cus 
tomers do not have control over where their workload is 
executed. As a result, when a customer's virtual machine is 
powered-up on a host within the cloud computing center, 
information in the virtual machine could be compromised in 
several ways. For example, the host could keep a Snapshot of 
the virtual machine, do memory inspection, and gain knowl 
edge of the customer's potentially sensitive data. In addition, 
the cloud administrator has virtually limitless access over the 
data and state of all virtual machines running for all custom 
ers. This includes reading virtual disks directly, and Sniffing 
private virtual network traffic of a customer between two of 
his or her virtual machines. 

SUMMARY 

One or more embodiments of the present invention provide 
a trusted virtualization platform as a way of Securing cus 
tomer virtual machines in a multi-tenant cloud computing 
center. The trusted virtualization platform limits administra 
tor access to the data and state of the virtual machines running 
thereon, reports any changes made thereto, and requires keys 
provided by the customer or a trusted third party of the cus 
tomer to perform management operations on the virtual 
machines. By requiring cloud computing centers to use Such 
trusted virtualization platforms, customers uploading their 
virtual machines into the cloud computing center can be 
assured that cloud administrators will not be able to access or 
tamper with their private data. Furthermore, customers can 
directly audit all important state or configuration changes for 
their virtual machines as the trusted virtualization platform 
can be configured to report all Such changes according to a 
security policy set by the customer. 
A method of securing virtual machines in a multi-tenant 

data center including a plurality of server computers and 
persistent data stores, according to an embodiment of the 
present invention, includes the steps of configuring a server 
computer with a trusted platform module, installing a trusted 
Software stack on the server computer, measuring a static 
property of the Software stack and storing the measurement, 
transmitting the measurement to an external entity and, in 
response thereto, receiving from the external entity a key for 
running a virtual machine on top of the trusted Software stack, 
and running the virtual machine on top of the trusted Software 
stack using the key. 
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2 
A method of securing virtual machines in a multi-tenant 

data center including a plurality of server computers and 
persistent data stores, according to another embodiment of 
the present invention, includes the steps of receiving a request 
for a key to run a virtual machine on a server computer 
configured with a trusted platform module, the key request 
including a customer ID associated with the virtual machine, 
requesting the server computer for static property measure 
ments of a Software stack on top which the virtual machine 
will be run and, in response thereto, receiving the static prop 
erty measurements, and confirming from the static property 
measurements that the Software stack is a trusted Software 
stack and, after said confirming, transmitting to the server 
computer the key to run the virtual machine on the server 
computer. In another embodiment, the method further com 
prises the steps of receiving a public key of the trusted plat 
form module from the server computer, and searching for the 
public key in an inventory associated with the multi-tenant 
data center, wherein the key to run the virtual machine on the 
server computer is transmitted to the server computer after it 
is confirmed that the public key has been found in the inven 
tory associated with the multi-tenant data center. 
A multi-tenant data center that provides security to cus 

tomer data, according to an embodiment of the present inven 
tion, includes a plurality of server computers, each of which 
is configured with a trusted platform module and a trusted 
virtualization platform having one or more software layers on 
top of which a customer application is to be executed, and a 
persistent storage system coupled to the server computers, in 
which files for launching the customer application, Such as 
the customer's virtual machine, are stored, the files including 
an encrypted portion and a plaintext portion that identifies the 
customer and a network location associated with the cus 
tomer. In one embodiment, the trusted virtualization platform 
is programmed to perform an audit and report any changes to 
the trusted virtualization platform to the network location 
associated with the customer. Once it has been confirmed that 
no changes have been made to the trusted virtualization plat 
form, the trusted virtualization platform can obtain keys from 
the network location associated with the customer to decrypt 
the encrypted portion of the files for launching the customer 
application, Such as the customer's virtual machine. 

Further embodiments of the present invention include, 
without limitation, a non-transitory computer-readable Stor 
age medium that includes instructions that enable a process 
ing unit to implement one or more aspects of the above 
methods. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates elements of a computer system in which 
one or more embodiments of the present invention may be 
practiced. 

FIG. 2 illustrates a trusted virtualization platform (TVP) 
for a virtual machine according to one or more embodiments 
of the present invention. 

FIG. 3 is a conceptual diagram that illustrates how static 
properties of the TVP are measured. 

FIG. 4 is a flow diagram that illustrates the method of 
powering on a virtual machine according to one or more 
embodiments of the present invention. 

FIG. 5 is a flow diagram that illustrates the method of 
handling management operations to be performed on a virtual 
machine running on a TVP, according to one or more embodi 
ments of the present invention. 

DETAILED DESCRIPTION 

FIG. 1 illustrates elements of a computer system 100 in 
which one or more embodiments of the present invention may 
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be practiced. Computer system 100 includes one or more 
cloud computing centers (cloud X 130 and cloud Y 170), 
computing devices of users or customers of the cloud com 
puting centers (user computers 110), and a server computer of 
a trusted third party (trusted third party server 112) to whom 
users may have delegated certain responsibilities relating to 
the computing services provided by the cloud computing 
CenterS. 

Communication between the computing entities illustrated 
in FIG. 1 is carried out over a network 120, which may be the 
Internet. 
The cloud computing centers provide shared hardware 

resources, Software, and information on demand to their cus 
tomers over a computer network, Such as the Internet. In the 
example illustrated in FIG. 1, cloud X 130 is providing this 
service to user A over network 120 inaccordance with certain 
security polices set by user A. The security policies may be 
enforced directly by user A or by a trusted third party of user 
A, e.g., by way of trusted third party server 112. Trusted third 
party server 112 maintains keys for various users, including 
the keys of user A, that are used in enforcing the security 
policies. Trusted third party server 112 also maintains an 
inventory of trusted platform modules (TPMs) that are 
installed in different cloud computing centers in the form of 
certificates associated with the TPMs, each certificate con 
taining the public portion of endorsement key pair (EK) of a 
corresponding TPM, and an audit trail for each of the users 
that it is serving. The inventory and the audit trails are used to 
perform security checks that will be further described below. 

Cloud X 130 implements virtual machines (not shown) to 
serve its customers and includes a cloud manager 137, a 
virtual machine management server 140, a plurality of physi 
cal computers (e.g., physical computers 150, 152, 154), and a 
shared data store 160. Cloud manager 137 is a computing 
device that is configured to manage the cloud computing 
resources provided to the users and includes an interface to 
network 120. Depending on user requests or prompted by an 
administrator, cloud manager 137 may issue certain opera 
tions to be carried out by virtual machine management server 
140, such as virtual machine power on and off. Virtual 
machine management server 140 is a computing device that is 
configured to perform virtual machine management opera 
tions such as virtual machine power on and off, migrating 
virtual machines between physical computers, migrating per 
sistent state of virtual machines between data stores, creating/ 
reverting/destroying virtual machine Snapshots, adding/re 
moving devices from virtual machines, allocating processing 
and memory resources to virtual machines, and others. These 
virtual machine management operations may be initiated by 
cloud manager 137, a load balancing or scheduling module, 
or by an administrator. 
The physical computers each include virtualization Soft 

ware 158 and hardware 159, and are coupled to a shared 
persistent storage system that includes one or more shared 
data stores 160. Virtualization software 158 is installed on top 
of hardware 159 and supports multiple virtual machine 
execution spaces within each of which a virtual machine 
process may be executed to instantiate corresponding virtual 
machines. For each of the instantiated virtual machines, Vir 
tualization software 158 manages a corresponding virtual 
hardware platform that includes emulated hardware devices 
Such as a virtual processor, guest physical memory, virtual 
network interface card, Virtual disk, and others. 

Hardware 159 includes a TPM 161 and standard compo 
nents of a computer system, Such as a processor (not shown), 
memory (not shown), a network interface card (NIC) 162 
connected to data network 131, and a disk interface 163 
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4 
connected to storage network 132. Persistent storage for each 
of the physical computers 150, 152,154 is provided by shared 
data store 160. 

For purposes of illustration, in the example shown in FIG. 
1, hardware of physical computer 150 and physical computer 
152 includes a TPM, but hardware of physical computer 154 
does not. The TPM enables a trusted virtualization platform 
(TVP) to be implemented in the physical computers. The TVP 
for physical computer 150 is shown in further detail in FIG. 2. 

Referring to FIG. 2, TVP 201 of physical computer 150 
includes a pre-execution environment (PXE) boot image 202, 
virtual machine kernel 203, and applications 204 (e.g., dif 
ferent applications for supporting the execution of VM 210). 
TVP201 is specially configured to lock out the root (admin) 
user from making any changes thereto. For example, SSH 
access is disabled. In addition: 

(1) In-place executable upgrades are not allowed. 
(2) No root program can be installed to inspect guest physi 

cal memory of the virtual machine. 
(3) API calls that allow administrator to load modules or 

manipulate virtual machine definition files are not provided. 
(4) All administrator operations performed on the virtual 

machine will triggera report to a trusted third party of the user 
so that they can be monitored. 

In addition to the above properties, TVP 201 provides 
protection for storage and network communications. Storage 
protection is provided by encrypting a virtual machine's Vir 
tual disk. In FIG. 2, the virtual disk for VM 210 is represented 
as vmdk 214, and the virtual disk for VM 220 is represented 
as Vmdk 234. Each virtual disk comprises one or more data 
files (e.g., files with a .Vmdk extension) that each contain a 
disk image (or portion thereof) for each VM’s virtual disk. 
The virtual disk image files stored in data store 160 in 
encrypted form and accessed through respective one of host 
bus adapters (HBAs) 163,263 over network 132. An encryp 
tion key will need to be obtained from the customer or the 
customer's trusted third party before the virtual machines can 
operate (perform input/output operations) on the data stored 
in the virtual disks. It should be recognized that the decrypted 
data are stored in memory and made available to the virtual 
machines but will remain inaccessible by the administrator. In 
addition, keys 212 provided to TVP201 by the customer or 
the customer's trusted third party are stored in memory 211 
and will be inaccessible by the administrator. The integrity of 
the data stored in the virtual disks is also monitored using a 
keyed hash, also known as MAC (Message Authentication 
Code). 

Protection for network communications betweenVMs that 
are owned by the same customer is provided by requiring all 
Such communications to be encrypted. The encryption key is 
obtained from the customer or the customer's trusted third 
party. A virtual machine that runs on a TVP, e.g., VM 220 
running on TVP221, will be able to engage in communication 
with VM 210 by obtaining the encryption key from the cus 
tomer or the customer's trusted third party and exchanging 
encrypted messages with VM 210 through NIC 262 over 
network 131. On the other hand, network communication 
betweenVM 210 or VM 220 and a virtual machine that is not 
running on a TVP, e.g., a virtual machine running in physical 
computer 154, or a virtual machine of a different customer, 
will not undergo Such encryption. In one embodiment, the 
encryption key used to secure the communication between 
VMs that are owned by the same customer is the same for all 
applications or operations of that customer. In another 
embodiment, the encryption key used to secure the commu 
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nication between VMs that are owned by the same customer 
is different for different applications or operations of that 
CuStOmer. 

In further embodiments, depending on the security require 
ments, TVP201 may need to disable/restrict or modify secu 
rity services which run as appliances. In addition, keys pro 
vided to TVP201 may be configured with a lease period. In 
one embodiment, the lease period is defined in the customer's 
policy and keys configured with a lease period is automati 
cally purged from memory when the lease period expires. 

FIG.3 is a conceptual diagram that illustrates how the TPM 
is used to measure the static properties of the TVP. The static 
property measurements of the TVP ensure that the TVP has 
not been modified from the “trusted' version in any way. The 
static property measurements are stored in one of the PCRs 
(Platform Configuration Registers) of the TPM, e.g., PCR 
3.16-1. In FIG. 3, TPM 161 is shown to have NPCRs. Each 
time a software layer is added to the TVP, a checksum is 
computed for that software layer and “extended into a PCR. 
The “extend operation concatenates the computed check 
Sum with a hash value that has been previously computed and 
stored in the PCR, and generates a new hash of the concat 
enated value. The newly generated hash value is stored back 
in the same PCR. As a final step, which is an optional step, 
event log 317 is “extended into the PCR. The entries of event 
log 317, which is maintained in memory, identify software 
layers, their version numbers, and corresponding PCR, in the 
order they were added to the TVP. The last entry of event log 
317 is for the event log and identifies the PCR corresponding 
to the event log. A modification of the TVP from its “trusted 
version would be detected when any of the values stored in the 
PCR do not match an expected value. In alternative embodi 
ments, the newly generated hash values may be stored in 
different PCRs and event log 3171 indicates the correspon 
dence between the static property measurements and the 
PCRS. 

FIG. 4 is a flow diagram that illustrates the method of 
powering on a virtual machine according to one or more 
embodiments of the present invention. At step 410, the user 
sends a request to power on his or her virtual machine to the 
cloud manager, who passes on the request to the virtual 
machine management server. If it is determined at step 412 
that the virtual machine is to be run on a TVP, the method 
proceeds to step 416. On the other hand, if a TVP is not 
required, the virtual machine is powered on normally at Step 
414. 
At step 416, the TVP retrieves a VM configuration file 

corresponding to the requested virtual machine from storage. 
The VM configuration file provides encrypted configuration 
information and includes a plain text portion including the 
customer ID and the domain name of the customer (or “user') 
or the customer's trusted third party (hereinafter referred to as 
“key provider”). At step 418, the TVP establishes a secure 
connection (e.g., SSL-encrypted session) with the key pro 
vider. This step includes first obtaining the SSL certificate for 
the key provider and then verifying that the SSL certificate 
has been signed by a proper certificate authority. At step 420, 
the TVP requests the key provider for one or more keys 
needed for powering up the virtual machine. The keys will 
allow the TVP to decrypt the remainder of the VM configu 
ration file and associated data files, e.g., the virtual disk of the 
virtual machine. As part of this request, it also sends the 
customer ID. Upon receiving the request at step 422, the key 
provideractivates the AIK (Attestation Identification Key) to 
be used for attestation. If there is no AIK, the key provider 
requests one from the TVP in response to which the TPM of 
the TVP generates the public and private portions of the AIK. 
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6 
The TVP then binds the public portion of the AIK to the public 
portion of the EK and sends the bound keys to the key pro 
vider. As part of the AIK activation step, the key provider 
retrieves the public portion of the AIK, and also checks its 
inventory to verify that the public portion of the EK that was 
bound to the public portion of the AIK is part of the inventory 
of the customer's cloud provider. 

After activation of the AIK, at step 424, the key provider 
requests the TVP for a quote of the PCRs of the TPM. The key 
provider also generates a random nonce and transmits the 
random nonce with the request at step 424. The TVP receives 
the request for the quote of the PCRs and the random nonce, 
and at step 426 the TPM generates the quote of the PCRs and 
encrypts the quote of the PCRs along with the random nonce 
using the private portion of the AIK. The quote of the PCRs 
and the random nonce are transmitted to the key provider at 
step 428. It should be recognized that the exchange of the 
random nonce protects against replay attacks. 
At step 430, the key provider carries out the step of veri 

fying the quote of the PCRs. This step includes decrypting the 
data received from the TVP using the public portion of the 
AIK, comparing the PCR values included in the quote of the 
PCRs against expected PCR values, and comparing the 
decrypted random nonce with the random nonce that was sent 
at step 424. If it is determined at step 432 that all of these 
checks have passed, the key provider transmits the keys at 
step 434, and the TVP uses the keys to read the VM configu 
ration file and power on the virtual machine at step 436. On 
the other hand, if any of the checks failed, the key provider 
transmits an error message at step 438 and the virtual machine 
power on attempted by the TVP is unsuccessful (step 440). 
Even after the virtual machine has been powered on, the 

TVP only permits certain management operations to be per 
formed on the virtual machine. FIG. 5 is a flow diagram that 
illustrates the method of handling management operations to 
be performed on a virtual machine running on a TVP, accord 
ing to one or more embodiments of the present invention. The 
management operations include virtual machine power off. 
migrating virtual machines between physical computers, cre 
ating/reverting/destroying virtual machine Snapshots, add 
ing/removing devices from virtual machines, and allocating 
processing and memory resources to virtual machines. 
At step 510, the cloud manager, the virtual machine man 

agement server, or the administrator initiates a management 
operation on a virtual machine. Certain management opera 
tions do not compromise the security of a virtual machine and 
so those are handled in the normal way at step 514. If it is 
determined at step 512 that the management operation initi 
ated at step 510 has security implications and is therefore a 
restricted operation, then the TVP requests the key provider 
for permission to carry out the management operation at step 
516. The key provider receives this request at step 518 and 
determines at step 520 whether or not the requested manage 
ment operation is permitted by the customer's policy. If it is 
permitted, keys for performing the requested management 
operation are sent to the TVP at step 522, and the TVP 
performs the management operation on the virtual machine at 
step 528. If it is not permitted, a message indicating denial of 
the request is sent to the TVP at step 522. 

Step 530 is implemented in the TVP so that the key pro 
vider can audit the trail of management operations performed 
on the virtual machine. In one embodiment, after step 514 and 
step 524 are carried out, the management operation that was 
performed on the virtual machine is reported to the key pro 
vider at step 530. In another embodiment, the types of man 
agement operations executed in step 514 or step 524 that are 
reported are defined in the customer's security policy. At step 



US 8,909,928 B2 
7 

532, the key provider stores the reported operation and moni 
tors it at step 534 for any operations that might compromise 
the security of the virtual machine. If a possible security 
breach is detected at step 536, a request to power off the 
virtual machine or to perform some other remediation action 
as may be preconfigured by the customer or according to 
customer's policy is sent at step 538. Examples may include 
an alert being sent to the customer, or migrating the VM to the 
customer's private cloud, i.e., the customer's own data center. 
At step 540, the virtual machine is powered off or some other 
remedial action is taken as may be preconfigured by the 
customer or according to customer's policy If a possible 
security breach is not detected at step 536, the flow returns to 
step 534, and the audit trail is continued to be monitored. 
As one example, if a load balancing module running inside 

virtual machine management server 140 is recommending a 
migration of a virtual machine running in physical computer 
150 to a target physical computer, the method described in 
FIG. 5 would be carried out to obtain keys for this manage 
ment operation. If the target physical computer is physical 
computer 154, the request will be denied because physical 
computer 154 is not running a TVP. On the other hand, if the 
target physical computer is physical computer 152, the 
request will be granted after verifying the quote of the PCRs 
of the TPM in physical computer 152 and after confirming 
that TPM in physical computer 152 is found in the inventory 
of TPMs inside cloud X130. The keys that are transmitted to 
the TVP includes a key for securely transmitting memory 
state of the running virtual machine over the network from 
physical computer 150 to physical computer 152, a key for 
decrypting the VM configuration file, and a key for decrypt 
ing the VM’s virtual disk. In an alternative embodiment, after 
the memory state of the running virtual machine has been 
migrated, the TVP in physical computer 152 contacts the key 
provider for keys to power on the virtual machine in physical 
computer 152 according to the method described in conjunc 
tion with FIG. 4. 

In the example method of handling management opera 
tions to be performed on a virtual machine running on a TVP. 
illustrated in FIG. 5, the audit trail message is sent after a 
restricted management operation is carried out. In other 
embodiments of the present invention, the audit trail message 
is sent after it has been determined that the management 
operation is a restricted operation in step 512 and before such 
management operation is actually carried out, e.g., between 
steps 512 and 516. 

In order to allow administrators or Support engineers to 
debug certain class of issues, a new shell mode may be 
included in the TVP. This new shell mode provides shell 
access to the physical computer and hypervisor running 
thereon, but only after the TVP scrubs all memory and storage 
that can potentially leak customer data. After the scrubbing, 
the TVP causes the TPM to extendahash of the shell's binary 
code to be into the PCR where the hash of the TVP has been 
recorded so that the quote of the PCRs will reflect the fact that 
a Support shell has been launched on the physical computer. 
From this point on, the virtual machine cannot be restarted on 
this physical machine without going through the reboot pro 
cess. If more than one virtual machine is running on the TVP. 
the support shell will not be allowed if the policy of any one 
virtual machine does not allow it. 

In another embodiment of the present invention, the trusted 
Software stack is not a trusted virtualization platform, but a 
trusted platform on which a normal user application can be 
executed. In such embodiments, the trusted Software stack 
would include an operating system kernel in place of the 
virtual machine kernel, and the files stored in data store 160 
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8 
that are encrypted would include configuration files for the 
application and files created and modified by the application. 
The embodiment of the present invention shown in FIG. 1 

includes a TPM as a module for performing remote attesta 
tion, but it should be recognized that other embodiments of 
the present invention may provide the remote attestation 
functionality using different modules. Furthermore, in an 
alternative embodiment, the key provider, before sending a 
key for performing restricted management operations to any 
server, encrypts the key using a public key of the target server. 
The encrypted key can be decrypted only with a private key 
associated with the public key, i.e., the private key of the 
target server, so that if any other servers intercepted the 
encrypted key, it cannot be decrypted. Further, the encrypted 
key cannot be decrypted even by the target server using its 
private key, if the trusted platform on the target server has 
changed Such that the current static properties of the trusted 
platform does not match the previously measured and 
recorded static properties of the trusted platform. 

In a further embodiment of the present invention, which is 
an extension of the embodiments of the present invention 
employing a TPM as a module for performing remote attes 
tation, one or more keys for performing restricted manage 
ment operations on the VM are encrypted upon receipt by the 
server from the key provider, and the encrypted keys are 
transmitted back to the key provider. If the server needs one of 
the keys to perform a restricted management operation at a 
later time, the key provider, after performing the remote attes 
tation on the server and confirming that the trusted platform 
on the server has not changed, transmits the encrypted key to 
the server. It should be recognized that the encryption of the 
keys for performing restricted management operations in this 
manner provides another layer of security for the keys. 
The various embodiments described herein may employ 

various computer-implemented operations involving data 
stored in computer systems. For example, these operations 
may require physical manipulation of physical quantities 
which usually, though not necessarily, take the form of elec 
trical or magnetic signals where they, or representations of 
them, are capable of being Stored, transferred, combined, 
compared, or otherwise manipulated. Further, Such manipu 
lations are often referred to in terms, such as producing, 
identifying, determining, or comparing. Any operations 
described herein that form part of one or more embodiments 
of the invention may be useful machine operations. In addi 
tion, one or more embodiments of the invention also relate to 
a device oran apparatus for performing these operations. The 
apparatus may be specially constructed for specific required 
purposes, or it may be a general purpose computer selectively 
activated or configured by a computer program stored in the 
computer. In particular, various general purpose machines 
may be used with computer programs written in accordance 
with the description provided herein, or it may be more con 
Venient to construct a more specialized apparatus to perform 
the required operations. 
The various embodiments described herein may be prac 

ticed with other computer system configurations including 
hand-held devices, microprocessor Systems, microprocessor 
based or programmable consumer electronics, minicomput 
ers, mainframe computers, and the like. 
One or more embodiments of the present invention may be 

implemented as one or more computer programs or as one or 
more computer program modules embodied in one or more 
computer readable media. The term computer readable 
medium refers to any data storage device that can store data 
which can thereafter be input to a computer system; computer 
readable media may be based on any existing or Subsequently 
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developed technology for embodying computer programs in 
a manner that enables them to be read by a computer. 
Examples of a computer readable medium include a hard 
drive, network attached storage (NAS), read-only memory, 
random-access memory (e.g., a flash memory device), a CD 
ROM (Compact Disc-ROM), a CD-R, or a CD-RW, a DVD 
(Digital Versatile Disc), a magnetic tape, and other optical 
and non-optical data storage devices. The computer readable 
medium can also be distributed over a network coupled com 
puter system so that the computer readable code is stored and 
executed in a distributed fashion. 

Although one or more embodiments of the present inven 
tion have been described in some detail for clarity of under 
standing, it will be apparent that certain changes and modifi 
cations may be made within the scope of the claims. 
Accordingly, the described embodiments are to be considered 
as illustrative and not restrictive, and the scope of the claims 
is not to be limited to details given herein, but may be modi 
fied within the scope and equivalents of the claims. In the 
claims, elements and/or steps do not imply any particular 
order of operation, unless explicitly stated in the claims. 

Plural instances may be provided for components, opera 
tions or structures described herein as a single instance. 
Finally, boundaries between various components, operations 
and data stores are somewhat arbitrary, and particular opera 
tions are illustrated in the context of specific illustrative con 
figurations. Other allocations of functionality are envisioned 
and may fall within the scope of the invention(s). In general, 
structures and functionality presented as separate compo 
nents in exemplary configurations may be implemented as a 
combined structure or component. Similarly, structures and 
functionality presented as a single component may be imple 
mented as separate components. These and other variations, 
modifications, additions, and improvements may fall within 
the scope of the appended claims(s). 

We claim: 
1. A method of securing virtual machines in a multi-tenant 

data center including a plurality of server computers and 
persistent data stores, comprising: 

configuring a server computer with an attestation module: 
installing a software stack on the server computer; 
measuring, with the attestation module, a static property of 

the Software stack and storing the measurement in the 
attestation module; 

receiving a request to start a virtual machine using the 
Software stack on the server computer; 

in response to receiving the request to start the virtual 
machine, transmitting the measurement stored in the 
attestation module to an external entity and, in response 
to a verification that the measurement matches an 
expected value at the external entity, receiving from the 
external entity a key for running the virtual machine 
using the Software stack; 

running the virtual machine on top of the Software stack 
using the key: 

receiving a request to execute a management operation on 
the virtual machine; and 

creating an audit trail by sending the management opera 
tion to the external entity. 

2. The method of claim 1, wherein the external entity is an 
owner of the virtual machine or a third party to whom the 
owner has delegated security monitoring responsibilities. 

3. The method of claim 1, wherein the software stack does 
not permit selected management operations to be performed 
on the virtual machine without permission from the external 
entity. 
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4. The method of claim 3, further comprising: 
determining that the requested management operation is 

one of the selected management operations; and 
based on the determination that the requested management 

operation is one of the selected management operations, 
creating the audit trail by sending the management 
operation to the external entity; 

wherein the selected management operations include 
migration of the virtual machine to another server com 
puter, creation of a Snapshot of the virtual machine, and 
in-place upgrade of the virtual machine. 

5. The method of claim 1, wherein the software stack 
prevents the virtual machine from communicating with an 
identified virtual machine running on another sever computer 
without an encryption key. 

6. The method of claim 5, further comprising: 
transmitting a request for the encryption key to the external 

entity, the request including an identification of the Vir 
tual machine running on another sever computer. 

7. The method of claim 1, wherein the software stack has 
multiple layers and a static property measurement is carried 
out incrementally each time a software layer is added. 

8. The method of claim 7, wherein the attestation module is 
a trusted platform module (TPM) having multiple registers 
and each incremental static property measurement is 
recorded in one of the registers of the TPM. 

9. The method of claim 1, further comprising: 
determining that the management operation is a restricted 
management operation; and 

sending a notification of the restricted management opera 
tion to the external entity before the restricted manage 
ment operation is carried out and after the restricted 
management operation is carried out. 

10. The method of claim 1, further comprising: 
determining that the management operation is a request to 

debug a certain class of issues; 
based on the determination that the management operation 

is a request to debug a certain class of issues, creating a 
shell mode of the virtual machine on the software stack, 
the shell mode providing shell access to the server com 
puter and hypervisor running thereon. 

11. The method of claim 10, wherein the shell mode is 
enabled to be created only after the software stack scrubs all 
memory and storage that can potentially leak user data. 

12. The method of claim 11, further comprising: 
after the scrubbing, extending a hash of the shell’s binary 

code into a Platform Configuration Registers (PCR) 
where the hash has been recorded to reflect that a shell 
has been launched on the server computer; and 

prohibiting the virtual machine from being restarted on the 
server computer withoutgoing through a reboot process. 

13. A non-transitory machine readable storage medium for 
securing virtual machines in a multi-tenant data center 
including a plurality of server computers and persistent data 
stores, the machine readable storage medium having com 
puter instructions encoded thereon causing a computer con 
figured as a trusted virtualization platform to perform a 
method, the method comprising: 

receiving a request for a key to run a virtual machine on a 
server computer configured with an attestation module, 
the key request initiated by a request for a virtual 
machine received at the server computer, the key request 
including a customer ID associated with the virtual 
machine; 

in response to the key request, requesting the server com 
puter for static property measurements of a Software 
stack on top which the virtual machine will be run, the 
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static property measurements stored in the attestation 
module on the server computer; 

receiving the static property measurements stored in the 
attestation module from the server computer; 

confirming from the static property measurements that the 
software stack is a trusted software stack by verifying 
that the static property measurements stored in the attes 
tation module match an expected value and, after said 
confirming, transmitting to the server computer the key 
to run the virtual machine on the server computer; 

receiving a request to execute a management operation on 
the virtual machine; and 

creating an audit trail by storing the requested management 
operation. 

14. The machine readable storage medium of 13, wherein 
the method further comprises: 

receiving a public key of the attestation module from the 
server computer; and 

Searching for the public key in an inventory associated with 
the multi-tenant data center, 

wherein the key to run the virtual machine on the server 
computer is transmitted to the server computer after it is 
confirmed that the public key has been found in the 
inventory of associated with the multi-tenant data center. 

15. The machine readable storage medium of 13, wherein 
the method further comprises: 

receiving a request to perform an operation on the virtual 
machine running on the server computer; and 

examining a policy associated with the virtual machine and 
transmitting a key for performing the operation on the 
Virtual machine if the policy permits the operation and 
transmitting a message denying the request if the policy 
does not permit the operation. 

16. The machine readable storage medium of 13, wherein 
the method further comprises: 

after the virtual machine is running on the server computer, 
transmitting a key for encrypting and decrypting data 
stored in a virtual disk of the virtual machine. 

17. The machine readable storage medium of 13, wherein 
the method further comprises: 

receiving a request to transmit a network packet to another 
Virtual machine running in a different server computer; 

confirming that the different server computer is running a 
trusted software stack and said another virtual machine 
is running on top of the trusted software stack; and 

upon said confirming, transmitting to the server computer 
a key for encrypting the network packet to be transmitted 
to said another virtual machine. 

18. The machine readable storage medium of 13, wherein 
the method further comprises: 

receiving a public portion of an attestation identification 
key (AIK) from the server computer, 

5 

10 

15 

25 

30 

35 

40 

45 

50 

12 
wherein the static property measurements are encrypted 

with a private portion of the AIK and decrypted using the 
public portion of the AIK. 

19. The machine readable storage medium of 13, wherein 
the method further comprises: 

transmitting a random nonce to the server computer; and 
confirming that the static property measurements were 

actually transmitted by the server computer when the 
random nonce is also received from the server computer. 

20. The machine readable storage medium of claim 13, 
wherein the method further comprises: 

determining that the requested management operation is a 
security breach; 

request a remediation action based on the security breach. 
21. The machine readable storage medium of claim 20, 

wherein the remedial action is one or more of the following: 
a request to power off the virtual machine; sending an alert to 
the customer; and migrating the virtual machine to a private 
cloud associated with the customer. 

22. A multi-tenant data center system comprising: 
a plurality of server computers, each of which is configured 

with a trusted platform module (TPM) and a trusted 
Virtualization platform having one or more software lay 
ers on top of which a virtual machine is to be executed; 
and 

a persistent storage system coupled to the server comput 
ers, in which files for launching the virtual machine are 
stored, the files including an encrypted portion and a 
plain text portion that identifies a customer and a net 
work location associated with the customer, 

wherein the trusted virtualization platform is programmed 
to: 

create an audit trail by reporting any changes to the 
trusted virtualization platform to the network location 
associated with the customer; 

in response to receiving a request for a virtual machine, 
obtain one or more keys from the network location 
associated with the customer to decrypt the encrypted 
portion of the files for launching the customer appli 
cation, the one or more keys obtained by transmitting 
one or more measurements stored in the TPM to the 
network location and receiving the one or more keys if 
the one or more measurements match expected values 
in the network location; 

receiving a request to execute a management operation 
on the virtual machine; and 

adding the requested management operation to the audit 
trail by sending the management operation to the net 
work location associated with the customer. 

23. The system of claim 22, wherein the one or more keys 
are stored in the memory of the virtual machine and are 
inaccessible by an administrator. 


