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METHOD AND APPARATUS OF NETWORK
CONFIGURATION FOR STORAGE
FEDERATION

BACKGROUND OF THE INVENTION

[0001] The present invention relates generally to computer
systems, storage networking, and interface protocol and
server/storage migration technology and, more particularly,
automation of storage network configuration.

[0002] FC (Fibre Channel) router specification is available
to connect local SAN (Storage Area Network) fabric and
remote SAN fabric to separate network failure boundary. A
FC router separates local SAN fabric and remote SAN fabric,
so that there is no propagation of a topology change message
or the like from one SAN to another SAN via the FC router.
For large SAN fabrics that are built at each of a plurality of
sites, if a site causes network failure or there is failure of FC
router connection path, then the FC router deletes proxy
N_Port only, so that fabric topology does not change and
impact of network failure is limited.

[0003] Storage area network configuration between remote
sites is difficult since FC router zoning (inter fabric router
zoning) is required to configure each of the FC routers and
coordination among multiple sites is required.

BRIEF SUMMARY OF THE INVENTION

[0004] Exemplary embodiments of the invention provide a
way to achieve automation of storage network configuration,
more specifically SAN configuration, in cases of storage vol-
ume migration or server virtual machine migration, either via
FC router or not via FC router. Embodiments of the invention
provide a storage program that obtains topology information
and fabric identifier information. The storage program at the
local storage and the storage program at the remote storage
create inter fabric router zoning to communicate between
local storage and remote storage via FC router, or between
local host and remote storage via FC router.

[0005] In accordance with an aspect of the present inven-
tion, a computer comprises a memory, and a controller oper-
able to: manage, using the memory, a first relationship among
a plurality of ports of Fibre Channel (FC) protocol and a
volume used to store data to be sent via the plurality of ports,
and a second relationship between each of the ports and a
fabric identification of a fabric topology; manage use of the
plurality of ports for creating a same fabric zone if the plu-
rality of ports correspond to the same fabric identification
based on the second relationship; and manage use of (1) a first
port of the plurality of ports as a first proxy port in a second
fabric zone and (2) a second port of the plurality of ports as a
second proxy port in a first fabric zone, for interconnecting
the first fabric zone and the second fabric zone, if the plurality
of ports do not correspond to the same fabric identification
based on the second relationship.

[0006] In some embodiments, if the plurality of ports cor-
respond to the same fabric identification, the controller is
operable to manage use of the plurality of ports for creating
the same fabric zone, for access to the volume, based on the
first and second relationships; and if the plurality of ports do
not correspond to the same fabric identification, the controller
is operable to manage use of (1) the first port and (2) the
second port, for interconnecting the first fabric zone and the
second fabric zone, for access to the volume, based on the first
and second relationships.
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[0007] In specific embodiments, the first and second ports
do not correspond to the same fabric identification, the first
port corresponding to a first fabric identification of a first
fabric, the second port corresponding to a second fabric iden-
tification of a second fabric. If the computer is a management
computer, the controller is operable to create a first inter
fabric router zone as the first fabric zone in the first fabric and
a second inter fabric router zone as the second fabric zone in
the second fabric, the first inter fabric router zone allowing
communication between the second proxy port and the first
port, the second inter fabric router zone allowing communi-
cation between the first proxy port and the second port, the
second proxy port communicating with the first proxy port
via a connection between a first FC router of the first fabric
and a second FC router of the second fabric. If a storage
system comprises the computer, the controller is operable to
create a first inter fabric router zone as the first fabric zone in
the first fabric, the first inter fabric router zone allowing
communication between the second proxy port and the first
port, the second proxy port communicating with the first
proxy port via a connection between a first FC router of the
first fabric and a second FC router of the second fabric.

[0008] Insomeembodiments, the first portis a port ofa first
storage system; the second port is a second storage system;
and the controller is operable to manage use of (1) the first
port and (2) the second port, for interconnecting the first
fabric zone and the second fabric zone, for access to the
volume, based on the first and second relationships. In some
other embodiments, the first port is a port of a storage system;
the second port is a port of a host computer; and the controller
is operable to: manage, using the memory, a third relationship
between the volume and at least one port of a host computer
for accessing the volume; and manage use of (1) the first port
and (2) the second port, for interconnecting the first fabric
zone and the second fabric zone, for access to the volume,
based on the first, second, and third relationships. In yet other
embodiments, the first port is a port of a first storage system;
the second port is a virtual machine port of a virtual machine;
and the controller is operable to manage, using the memory, a
third relationship between physical WWPNs of (World Wide
Port Names) of host computers, cluster identifier of the host
computers, and virtual WWPNs of virtual machines in the
host computers, and to determine, based on the third relation-
ship, whether the virtual machine has migrated from a first
host computer having a port corresponding to the first fabric
identification of the first fabric to a second host computer. If
the virtual machine has migrated to the second host computer
and if'the first and second ports correspond to the same fabric
identification, the controller is operable to manage use of the
first and second ports for creating the same fabric zone, for
access to the volume, based on the first and second relation-
ships. If the virtual machine has migrated to the second host
computer and if the first and second ports do not correspond
to the same fabric identification, the controller is operable to
manage use of (1) the first port and (2) the second port, for
interconnecting the first fabric zone and the second fabric
zone, for access to the volume, based on the first and second
relationships.

[0009] In specific embodiments, the virtual machine has
migrated from the first host computer to the second host
computer, and the second port corresponds to a second fabric
identification of a second fabric after migration of the virtual
machine. If the computer is a management computer, the
controller is operable to create a first inter fabric router zone
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in the first fabric and a second inter fabric router zone in the
second fabric, the first inter fabric router zone allowing com-
munication between the second proxy port and the first port,
the second inter fabric router zone allowing communication
between the first proxy port and the second port, the second
proxy port communicating with the first proxy port via a
connection between a first FC router of the first fabric and a
second FC router of the second fabric. If the first storage
system comprises the computer, the controller is operable to
create a first inter fabric router zone in the first fabric, the first
inter fabric router zone allowing communication between the
second proxy port and the first port, the second proxy port
communicating with the first proxy port via a connection
between a first FC router of the first fabric and a second FC
router of the second fabric.

[0010] In accordance with another aspect of the invention,
a system comprises: a computer including a memory and a
controller; and a plurality of subsystems having a plurality of
ports of Fibre Channel (FC) protocol and a volume used to
store data to be sent via the plurality of ports. The controller
is operable to: manage, using the memory, a first relationship
among the plurality of ports and the volume, and a second
relationship between each of the ports and a fabric identifi-
cation of a fabric topology; manage use of the plurality of
ports for creating a same fabric zone if the plurality of ports
correspond to the same fabric identification based on the
second relationship; and manage use of (1) a first port of the
plurality of ports as a first proxy port in a second fabric zone
and (2) a second port of the plurality of ports as a second
proxy port in a first fabric zone, for interconnecting the first
fabric zone and the second fabric zone, if the plurality of ports
do not correspond to the same fabric identification based on
the second relationship.

[0011] Insomeembodiments, the first portis a port ofa first
storage system; the second port is a second storage system;
the controller is operable to manage use of (1) the first port
and (2) the second port, for interconnecting the first fabric
zone and the second fabric zone, for access to the volume,
based on the first and second relationships; the first storage
system includes a first computer having one memory as a first
memory and one controller as a first controller; and the sec-
ond storage system includes a second computer having
another memory as a second memory and another controller
as a second controller. In some other embodiments, the first
portis a port of a first storage system; the second port is a port
of a second host computer; the controller is operable to:
manage, using the memory, a third relationship between the
volume and at least one port of a host computer for accessing
the volume; and manage use of (1) the first port and (2) the
second port, for interconnecting the first fabric zone and the
second fabric zone, for access to the volume, based on the
first, second, and third relationships; the first storage system
includes a first computer having one memory as a first
memory and one controller as a first controller; and the sys-
tem further comprises a second storage system which
includes a second computer having another memory as a
second memory and another controller as a second controller,
the second storage system having a port which corresponds to
the second fabric identification of the second fabric.

[0012] In specific embodiments, the virtual machine has
migrated from the first host computer to the second host
computer, and the second port corresponds to a second fabric
WWN of a second fabric after migration of the virtual
machine; the first storage system includes a first computer
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having one memory as a first memory and one controller as a
first controller; the subsystems comprise a second storage
system which includes a second computer having another
memory as a second memory and another controller as a
second controller, the second storage system having a port
which corresponds to the second fabric identification of the
second fabric; the first controller is operable to create a first
inter fabric router zone in the first fabric, the first inter fabric
router zone allowing communication between the second
proxy port and the first port, the second proxy port commu-
nicating with the first proxy port via a connection between a
first FC router of the first fabric and a second FC router of the
second fabric; and the first controller is operable to create a
second inter fabric router zone in the second fabric, the sec-
ond inter fabric router zone allowing communication
between the first proxy port and the second port.

[0013] Another aspect of this invention is directed to a
computer-readable storage medium storing a plurality of
instructions for controlling a data processor to manage net-
work configuration. The plurality of instructions comprise:
instructions that cause the data processor to manage, using the
memory, a first relationship among a plurality of ports of
Fibre Channel (FC) protocol and a volume used to store data
to be sent via the plurality of ports, and a second relationship
between each of the ports and a fabric identification of a fabric
topology; instructions that cause the data processor to man-
age use of the plurality of ports for creating a same fabric zone
if the plurality of ports correspond to the same fabric identi-
fication based on the second relationship; and instructions
that cause the data processor to manage use of (1) a first port
of'the plurality of ports as a first proxy port in a second fabric
zone and (2) a second port of the plurality of ports as a second
proxy port in a first fabric zone, for interconnecting the first
fabric zone and the second fabric zone, if the plurality of ports
do not correspond to the same fabric identification based on
the second relationship.

[0014] These and other features and advantages of the
present invention will become apparent to those of ordinary
skill in the art in view of the following detailed description of
the specific embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] FIG. 1 shows an example of a two storage area
network (SAN) environment.

[0016] FIG. 2 shows another example of a two storage area
network (SAN) environment.

[0017] FIG. 3 shows an example of an inter fabric router
zone (IFR zone).

[0018] FIG. 4 shows an example of inter fabric router (IFR)
zone pait.
[0019] FIG. 5 shows an example environment of automatic

configuration of inter fabric routing zoning for each FC router
according to a first embodiment of the invention.

[0020] FIG. 6 shows an example of a volume pair and port
configuration table.

[0021] FIG. 7 shows an example of a fabric topology table.
[0022] FIG. 8is a flow diagram illustrating an example of a
process to create inter fabric routing zone or local fabric zone
for inter storage communication path according to the first
embodiment.

[0023] FIG. 9 shows an example of a ladder chart of zoning
propagation between inter fabric router (IFR) zone according
to the first embodiment.
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[0024] FIG. 10 shows an example environment of auto-
matic configuration of inter fabric routing zoning for each FC
router according to a second embodiment of the invention.
[0025] FIG. 11 shows an example of a host group table.
[0026] FIG. 12 is a flow diagram illustrating an example of
a process to create inter fabric routing zone or local fabric
zone for host to storage path according to the second embodi-
ment.

[0027] FIG. 13 shows an example of a ladder chart of zon-
ing propagation between inter fabric router (IFR) zone
according to the second embodiment.

[0028] FIG. 14 shows an example environment of auto-
matic configuration of inter fabric routing zoning for each FC
router for host virtual machine migration according to a third
embodiment of the invention.

[0029] FIG. 15 shows an example of a host cluster table.
[0030] FIG. 16 is a flow diagram illustrating an example of
a process to create inter fabric routing zone or local fabric
zone for host to storage path when host virtual machine is
migrated according to the third embodiment.

DETAILED DESCRIPTION OF THE INVENTION

[0031] In the following detailed description of the inven-
tion, reference is made to the accompanying drawings which
form a part of the disclosure, and in which are shown by way
of'illustration, and not of limitation, exemplary embodiments
by which the invention may be practiced. In the drawings, like
numerals describe substantially similar components through-
out the several views. Further, it should be noted that while the
detailed description provides various exemplary embodi-
ments, as described below and as illustrated in the drawings,
the present invention is not limited to the embodiments
described and illustrated herein, but can extend to other
embodiments, as would be known or as would become known
to those skilled in the art. Reference in the specification to
“one embodiment,” “this embodiment,” or “these embodi-
ments” means that a particular feature, structure, or charac-
teristic described in connection with the embodiment is
included in at least one embodiment of the invention, and the
appearances of these phrases in various places in the specifi-
cation are not necessarily all referring to the same embodi-
ment. Additionally, in the following detailed description,
numerous specific details are set forth in order to provide a
thorough understanding of the present invention. However, it
will be apparent to one of ordinary skill in the art that these
specific details may not all be needed to practice the present
invention. In other circumstances, well-known structures,
materials, circuits, processes and interfaces have not been
described in detail, and/or may be illustrated in block diagram
form, so as to not unnecessarily obscure the present invention.
[0032] Furthermore, some portions of the detailed descrip-
tion that follow are presented in terms of algorithms and
symbolic representations of operations within a computer.
These algorithmic descriptions and symbolic representations
are the means used by those skilled in the data processing arts
to most effectively convey the essence of their innovations to
others skilled in the art. An algorithm is a series of defined
steps leading to a desired end state or result. In the present
invention, the steps carried out require physical manipula-
tions of tangible quantities for achieving a tangible result.
Usually, though not necessarily, these quantities take the form
of electrical or magnetic signals or instructions capable of
being stored, transferred, combined, compared, and other-
wise manipulated. It has proven convenient at times, princi-
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pally for reasons of common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
instructions, or the like. It should be borne in mind, however,
that all of these and similar terms are to be associated with the
appropriate physical quantities and are merely convenient
labels applied to these quantities. Unless specifically stated
otherwise, as apparent from the following discussion, it is
appreciated that throughout the description, discussions uti-
lizing terms such as “processing,” “computing,” “calculat-
ing,” “determining,” “displaying,” or the like, can include the
actions and processes of a computer system or other informa-
tion processing device that manipulates and transforms data
represented as physical (electronic) quantities within the
computer system’s registers and memories into other data
similarly represented as physical quantities within the com-
puter system’s memories or registers or other information
storage, transmission or display devices.

[0033] Thepresentinvention also relates to an apparatus for
performing the operations herein. This apparatus may be
specially constructed for the required purposes, or it may
include one or more general-purpose computers selectively
activated or reconfigured by one or more computer programs.
Such computer programs may be stored in a computer-read-
able storage medium including non-transient medium, such
as, but not limited to optical disks, magnetic disks, read-only
memories, random access memories, solid state devices and
drives, or any other types of media suitable for storing elec-
tronic information. The algorithms and displays presented
herein are not inherently related to any particular computer or
other apparatus. Various general-purpose systems may be
used with programs and modules in accordance with the
teachings herein, or it may prove convenient to construct a
more specialized apparatus to perform desired method steps.
In addition, the present invention is not described with refer-
ence to any particular programming language. It will be
appreciated that a variety of programming languages may be
used to implement the teachings of the invention as described
herein. The instructions of the programming language(s) may
be executed by one or more processing devices, e.g., central
processing units (CPUs), processors, or controllers.

[0034] Exemplary embodiments of the invention, as will be
described in greater detail below, provide apparatuses, meth-
ods and computer programs for automation of storage net-
work configuration.

[0035] FIG. 1 shows an example of a two storage area
network (SAN) environment. The environment or configura-
tion includes two sites. Each site has host server 1a (156), FC
SAN 2a (2b), storage system 3a (3b), site administrator 5a
(54), FC router 6a (6b), and inter-site connection 7. The host
server 1 contains CPU, memory, and FC port. The storage
system 3 contains CPU, memory, storage space, and FC port.
The connection between the FC SAN 2 and host server 1 and
the storage 3 or the connection between the FC SAN 2 and
host server 1 and the FC Router 6 is a Fibre Channel or FCoE
interconnect. An inter-site connection 7 between FC Routers
6a and 65 connects Fibre Channel, Dark Fibre, WDM (Wave
Division Multiplexing), or FC over IP (Internet Protocol).
[0036] Each FC router 6a or 65 separates two FC SANs 2a
and 2b, and hence separates SAN failure beyond another
SAN. Each FC router 6 has a special zoning feature known as
the inter fabric router zoning (IFR Zone). Each FC router 6
has a routing capability of another SAN fabric. Each FC
router identifies FC fabric ID (identifier) which is identified as
SANA 2gand SAN B 25 in FIG. 1. Each FC router 6 modifies
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the FC Frame to encapsulate inter fabric routing FC extended
Frame Header which includes the fabric ID. When both
admins 5a and 56 setup IFR Zone at both sites of FC SAN, the
host server 1a of site A can access the storage 36 of another
site B. To optimize long distance transfer, an extender con-
nects between the FC routers 6 of the sites, if needed. The host
server 1 of each site connects to a virtual machine network 8
to move virtual machine. The storage 3 of each site connects
to a management network 9 to configure disaster recovery or
active-active. A management console 10 of each site is con-
nected to the management network 9.

[0037] FIG. 2 shows another example of a two storage area
network (SAN) environment. Unlike the example in FIG. 1,
each SAN 20 includes virtual fabric of FC SAN 22 and virtual
fabric of FC Router 26. A virtual fabric is logical network of
FCs. In contrast, each SAN 20 is physical network of FCs.
[0038] FIG. 3 shows an example of an inter fabric router
zone (IFR zone). The IFR zone configuration is required for
both FC routers of both sites. When the IFR zone A 30a of
SAN A of site A is configured, the storage B’s FC Node Port
(N_Port) 315 is exported to FC router A 64 as a proxy port for
N_Port B 3256. Then IFR zone A allows communication
between the proxy port for N_Port B 3256 and the native (not
proxy) N_Port A 31a of the server A 1a (see dashed line
routing path 394). Also, when the IFR zone B 306 of SAN B
of'site B is configured, the server A’s FC Node Port (N_Port)
31a is exported to FC router B 65 as a proxy port for N_Port
A 32a. Then IFR zone B allows communication between the
proxy port for N_Port A 32a and the native N_Port B 3156 of
the storage B 15 (see dashed line routing path 39¢). The
dashed line routing path 395 represents communication
between the proxy port for N_Port B 324 and the proxy port
for N_Port A 32a via inter-site connection 7.

[0039] When the N_Port A 31a issues a FC Frame, the FC
router 6a adds an encapsulated inter fabric router frame
header and the FC router 6a changes the FC Frame header to
route another fabric B. Then the FC router 6a deletes the
encapsulated inter fabric router frame header. Then the proxy
port for N_Port A 32a sends the FC Frame to the N_Port B
315 of FC SAN B 25.

[0040] Both FC routers 6a and 65 communicate consis-
tency of the IFR zoning configuration. If an IFR zone is
configured at only one site, both FC routers do not propagate
IFR zone and both FC routers of any sites do not create proxy
ports.

[0041] FIG. 4 shows an example of inter fabric router (IFR)
zone pair 30a and 305. The IFR zone A 30a contains zone
name field 41 and Port ID list 42. A zone name field 41
contains a unique name in the zone database of a SAN fabric.
A Port ID list 42 of IFR zone contains one or more local
N_Port identifiers and one or more remote N_Port identifiers.
A local N_Port (45 and 48) is attached to a local SAN {fabric.
A remote N_Port (46 and 47) is attached to another remote
SAN fabric. An example format of N_Port identifier is 8 bytes
World Wide Port Name (WWPN). Each FC router (inter
fabric router) has the IFR zone. When both IFR zones of both
FC routers are activated, both FC routers create both proxy
ports (32a and 3254 in FIG. 3) and enables routing between
host port A and storage port B via inter SAN fabric.

First Embodiment

[0042] FIG.5 shows an example environment of automatic
configuration of inter fabric routing zoning for each FC router
according to a first embodiment of the invention. For
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example, between storage A 3q and storage B 34 1s configured
active-active shared volume 52a. Each storage 3 copies syn-
chronously. The volumes 524 and 525 contain the same data.
[0043] The environment requires one inter fabric zoning
configuration between port SA 544 and port SB 5454 for copy
data path (dashed line 59). The host server 1a accesses the
local volume 52a. The environment requires a local SAN
zoning configuration between port HA 53a and port SA 54a
(dashed line 58a). Also, the host server 15 accesses the local
volume 525. The environment requires a local SAN zoning
configuration between port HB 535 and port SB 545 (dashed
line 58b). Each storage 3 has some tables 50. In this embodi-
ment, the tables include volume pair and port configuration
table 60 (FIG. 6) and fabric topology table 70 (FIG. 7). The
volume pair and port configuration table 60 contains volume
pair information for disaster recovery volume or active-active
volume, and port information. The fabric topology table 70
contains switches of fabric information and attached N_Port
of storage target port, storage communicate initiator port for
remote copy, and server host port. Each storage program
which contains storage memory creates local zone informa-
tion or inter fabric routing (IFR) zone information.

[0044] FIG. 6 shows an example of a volume pair and port
configuration table 60. When an administrator 5 configures
remote copy volume for backup, active-active (synchronous
copy) volume for or asynchronous copy volume for long
distance disaster recovery, and administrator indicate local/
remote storage volume ID and port WWPN, the storage pro-
gram creates the volume pair and port configuration table 60.
The table 60 contains copy type field 61, volume ID of local
storage 62, port identifier of local storage 63, pair volume 1D
of'remote storage 64, and pair port identifier of remote storage
65. Also, the table 60 contains type of volume field such as
primary volume and secondary (backup) volume

[0045] FIG. 7 shows an example of a fabric topology table
70. The storage program creates the fabric topology table 70
when the storage port logs in to fabric (fabric login process).
The table 70 contains N_Port field 71, switch WWN field 72,
switch type field 73 and fabric identification field 74. For
example, fabric identification field 74 contains 8 Bytes fabric
WWN (World Wide Name) or 12 bit F_ID (fabric identifier)
which use encapsulated IFR Header format and assigned
F_ID to FC Router uniquely. When the storage issues a fabric
login (FLOGI) request, the fabric port (F_Port) returns
FLOGI acknowledge (ACC). The FLOGI ACC contains
switch WWN (World Wide Name) 72 which is attached
F_Port and fabric WWN. Fabric WWN 74 is identifier of a
SAN fabric uniquely. Also, the storage program gathers
remote server port, remote storage port, and all switch devices
in the same SAN. The storage program creates the fabric
topology table 70. The table 70 is used to categorize local
SAN or remote SAN. A remote SAN has a different fabric
WWN. A local SAN has same fabric WWN. The storage
knows which fabric is attached by host or storage port using
N_Port field 71 and reachability of FC router using switch
type field 73. Each storage creates the table 70 and shares the
information contained therein with other storages via the
management network 9, since a storage program cannot
gather remote SAN topology information beyond the FC
router.

[0046] FIG. 8isa flow diagram 800 illustrating an example
of'a process to create inter fabric routing zone or local fabric
zone for inter storage communication path according to the
first embodiment. The storage program creates zone informa-
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tion automatically, without coordinate among local SAN
administrator and other sites SAN administrators, using the
volume pair and port configuration table 60 and fabric topol-
ogy table 70. The storage program performs the flow for all
portions/segments of the required path of dashed line 59
(FIG. 5).

[0047] In step S801, the administrator of the local site cre-
ates a pair volume such as disaster recovery volume configu-
ration, an active-active volume configuration, or a migration
configuration. Then the administrator chooses a storage port
pair of local storage and remote storage. In step S802, the
storage program of the local storage checks the fabric topol-
ogy table 70. The storage program compares the fabric WWN
of the local port and the fabric WWN of the remote port. If
these fabric WWNS5s are the same (YES), then the process
proceeds to step S804. If these fabric WWNs are different
(NO), a SAN fabric attached to the local port of local storage
is different from a SAN fabric attached to the remote port of
remote storage, and the next step is S806.

[0048] In step S803, the storage program of local storage
creates a local fabric zone. The local fabric zone accepts
connection of the local port of local storage and the remote
port of remote storage in the same local SAN. In step S804,
the storage program of the local storage issues a zone con-
figuration request to the local SAN fabric. When the zone
configuration is activated, the local port of local storage can
communicate with the remote port of remote storage. In step
S805, the initiator port of local storage or remote storage
issues a port login (PLOGI) to peer port of remote storage or
local storage.

[0049] In step S806, both storage programs of the local and
remote ports check reachability between a FC router attached
to the local SAN and a FC router attached to the remote SAN
using the fabric topology table 70. If there is no reachability
between these FC routers, the configuration of the storage
port pair which is configured by the administrator in step
S801 is an invalid configuration, and then the storage program
notifies the alert to the administrator and the process ends. In
step S807, both storage programs of the local and remote
ports create inter fabric router (IFR) zones in their respective
SAN fabrics. The two IFR zones accept connection of the
local port of local storage which is attached to the local SAN
fabric and the remote port of remote storage which is attached
to the remote SAN fabric via the FC routers. In step S808,
both storage programs of the local and remote ports issue IFR
zone configuration requests to their respective FC routers
which are attached to the local SAN and remote SAN, respec-
tively. When both FC routers that are attached to the local
SAN and remote SAN, respectively, activate their respective
IFR zones, these FC routers create respective proxy ports to
export local port of the local storage and remote port of
remote storage to the SAN fabric of the other storage respec-
tively (i.e., to export the local port of local storage to the SAN
fabric of the remote storage and to export the remote port of
remote storage to the SAN fabric of the local storage, respec-
tively). Then, the local port of local storage can communicate
with the proxy port of the remote port of remote storage via
the local FC router, and the remote port of remote storage can
communicate with the proxy port of the local port of local
storage via the remote FC router. In the next step S805, the
initiator port of local storage or remote storage issues a port
login (PLOGI) to peer port of remote storage or local storage.
The process of the flow diagram 800 can be performed by the
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host hypervisor program or management client which has
server and storage configurations.

[0050] FIG. 9 shows an example of a ladder chart of zoning
propagation between inter fabric router (IFR) zone according
to the first embodiment. FIG. 9 is related to flow chart 800 of
FIG. 8. In step S901, when the FC routers connection 7 is
established, both FC routers exchange reachability list of
SAN. FC router A knows the reachability of SAN B via FC
routing. The storage program of the storage at each site gets
the reachability list of the other SAN fabric at the other site to
check reachability in advance (S806). In step S902, when the
IFR zones are activated by both FC routers (S808), the FC
routers 6a and 65 check online or offline status of native
N_Ports which are described by the IFR zone list. In this
example, the native N_Port is storage port SA for storage A 3a
and storage port SB for storage B 35. In step S903, when the
FC routers complete checking both native N_Ports of storage
A and storage B with online status, FC router A exports proxy
port B for native N_Port of storage B and online proxy port B,
and FC router B exports proxy port A for native N_Port of
storage A and online proxy port A. In this way, communica-
tion is established between storage A and storage B. In step
S904, when storage A which has the initiator port issues a port
login (PLOGIN) to proxy port B (routing path 39q in FIG. 3),
FCrouter A 6a adds an encapsulated additional IFR header to
the FC frame, and then FC router A is routing to FC router B
which is attached to the native N_Port SB which is related to
the proxy port B (routing path 395 in FIG. 3). Instep S905, FC
router B removes the IFR header, and proxy port A of FC
router B relay frame to the native N_Port SB of storage B is
provided as a relay port login request from proxy port A to
storage B (routing path 39¢ in FIG. 3). The PLOGI reply
frame routing scheme is the same as the reverse direction of
S904 and S905. Also, normal SCSI (Small Computer System
Interface) 10 (Input/Output) frame routing flow is the same as
the routing scheme which is described in steps S904 and
S905.

Second Embodiment

[0051] FIG. 10 shows an example environment of auto-
matic configuration of inter fabric routing zoning for each FC
router according to a second embodiment of the invention.
For example, between storage A 3a and storage B 354 is
configured a migration volume pair 1010 and 1011. Each
storage copies data to migrate volume from source volume
1011 to destination volume 1010. The environment is
required an inter fabric router (IFR) zoning configuration
between port SA 54a and port SB 545 for migration data path
(dashed line 59). The host server 1a accesses the destination
volume 1010. The environment requires a local SAN zoning
configuration between port HA 53a and port SA 54a (dashed
line 1000). Also, the host server 15 accesses source volume
1011. The environment requires an IFR zoning configuration
between port HA 534 and port SB 545 (dashed line 1001).
[0052] FIG. 11 shows an example of a host group table 110.
When the administrator 5 configures volume and access host
port, a storage program creates the host group table 110 and
stores it to the storage memory in the storage. The table 110
contains host WWPN field 1101, volume ID field 1102, and
storage WWPN field 1103.

[0053] FIG. 12 is a flow diagram 1200 illustrating an
example of a process to create inter fabric routing zone or
local fabric zone for host to storage path according to the
second embodiment. The storage program creates zone infor-
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mation automatically, without coordinate among local SAN
administrator and SAN administrators at other sites, using the
volume pair and port configuration table 60, fabric topology
table 70, and host group table 110. The storage program
performs the flow for all portions/segments of the required
path of dashed line 59 (FIG. 5, also shown in FIG. 10), or
dashed lines 1000 and 1001 (FIG. 10). Many of the steps in
the flow diagram 1200 of FIG. 12 are similar to those of FI1G.
8

[0054] In step S1201, the administrator of the local site
configures host group information. In step S1202, the storage
program of the local storage checks the fabric topology table
70. The storage program compares the fabric WWN of the
host port and the fabric WWN of the storage port and checks
the location of the SAN fabrics. If these fabric WWN5s are
same (YES), then the process proceeds to step S1204. If these
fabric WWNs are different (NO), a SAN fabric attached host
port of local SAN is different from a SAN fabric attached
storage port of remote SAN, and the next step is S1206.

[0055] Instep S1203,the storage program of alocal storage
which has the volume creates a local fabric zone. The local
fabric zone accepts connection of local storage port of local
storage and host port of local host which are attached to the
same SAN. In step S1204, the storage program of the local
storage issues a zone configuration request to the local SAN
fabric. When the zone configuration is activated, the local port
of local storage can communicate with the host port of local
host. In step S1205, the host port of local host issues a port
login (PLOGI) to the storage target port which has the vol-
ume.

[0056] In step S1206, both storage programs of local stor-
age which is attached to the same SAN as the host port and of
remote storage which has the volume check reachability
between a FC router attached to local SAN and a FC router
attached to remote SAN using the fabric topology table 70. If
there is no reachability between these FC routers, the host
group configuration (see host group table 110) of host port
and storage port pair which is configured by the administrator
in step S1201 is an invalid configuration, and the storage
program notifies the alert to the administrator and the process
ends. In step S1207, both storage programs of local storage
and remote storage create inter fabric router (IFR) zones in
their respective SAN fabrics to communicate with the host
port HA 53a which is attached to the same SAN as the local
storage 3a and with the storage port SB 545 of the remote
storage 3b. The two IFR zones accept connection of the local
host port 53a of the host which is attached to the local SAN
fabric and the storage port 545 of remote storage which is
attached to the remote SAN fabric via FC routers. In step
S1208, both storage programs of local and remote ports issue
IFR zone configuration requests to their respective FC routers
which are attached to the local SAN and remote SAN, respec-
tively. When both FC routers that are attached to the local
SAN and remote SAN activate their respective IFR zones,
these FC routers create respective proxy ports to export local
host port of local host and remote storage port of remote
storage to the SAN fabric of the other, respectively (i.e., to
export the local host port of local host to the SAN fabric of the
remote storage and to export the remote storage port of
remote storage to the SAN fabric of the local host). Then, the
local port of local host can communicate with the proxy port
of'remote port of remote storage via the FC routers. In the next
step S1205, the host port of local host issues a port login
(PLOGI) to the storage target port which has the volume. The
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process of the flow diagram 1200 can be performed by the
host hypervisor program or management client which has
server and storage configurations.

[0057] FIG. 13 shows an example of a ladder chart of zon-
ing propagation between inter fabric router (IFR) zone
according to the second embodiment. FIG. 13 is related to
flow chart 1200 of FIG. 12. Many of the steps in the ladder
chart of FIG. 13 are similar to those of FIG. 9. In step S1302,
when IFR zones are activated by both FC routers (S1208), the
FCrouters 6a and 65 check online or offline status of native N
Ports which are described by IFR zone list. In this example,
the native N_Port is host port HA for host 1a and storage port
SB for storage B 34. In step S1303, when the FC routers
complete checking both native N_Ports of host port HA and
storage port SB with online status, FC router A exports proxy
port B for native N_Port of storage port SB and online proxy
port B, and FC router B exports proxy port A for native
N_Port of host port HA and online proxy port A. In this way,
communication is established between host port HA and stor-
age port SB.

Third Embodiment

[0058] FIG. 14 shows an example environment of auto-
matic configuration of inter fabric routing zoning for each FC
router for host virtual machine migration according to a third
embodiment of the invention. For example, between host
server 1la and host server 15 is configured a host virtual
machine migration. The storage A 3a has volume 1410. The
environment requires an inter fabric router (IFR) zoning con-
figuration between port SA 54a and host virtual port HV
14205 which has a path that is a virtual machine migration
path (dashed line 1401). The host server 1a accesses the local
volume 1410. The environment requires a local SAN zoning
configuration between virtual port HV 1420a and port SA
54a (dashed line 1400). The virtual N_Ports 1420a and 14205
in the two host servers 1a and 15 have the same WWPN.
When the virtual machine is migrated from host server 1a to
host server 15, the previous virtual N_Port 14204 is logged
out from the local SAN fabric A 2a. The whole network of
multiple SANs 2a and 256 which is connected via FC routers
does not accept duplicate WWPN fabric login. Each storage
program which contains storage memory creates local zone
information or inter fabric routing (IFR) zone information.
[0059] FIG. 15 shows an example of a host cluster table
150. The host cluster table 150 has cluster ID field 1501,
physical port WWPNSs list of physical servers 1502, and vir-
tnal WWPNSs list of virtual machine 1503. The table 150
indicates mobility region of host virtual ports. For example, a
virtual port VM port 1 which is shown in the virtual WWPN
list field 1503 can be moved between host ports HA and HB
which are shown in the physical port WWPNSs list field 1502
since they have the same cluster ID 1. When the virtual port
VM port 1 is migrated from physical server A to physical
server B, the host is changed by moving the entry of VM port
1 from Host port HA to Host port HB of physical server B
entry (arrow 1504).

[0060] FIG. 16 is a flow diagram 1600 illustrating an
example of a process to create inter fabric routing zone or
local fabric zone for host to storage path when host virtual
machine is migrated according to the third embodiment. In
step S1601, when host virtual machine is migrated, the virtual
N_Portwhich is associated with the virtual machine is moved
to a host attached to the same SAN fabric or another SAN
fabric. The virtual N_Port is “logout”-ed or “login”-ed, and



US 2014/0169214 Al

the SAN fabric topology is changed in an existing zone. A
storage program which is associated with the virtual port of
the host virtual machine detects a topology change (YES),
and the next step is S1602. When virtual machine migration is
not performed, the topology is not changed (NO), and the
process ends. In step S1602, the storage program gets infor-
mation contained in the host cluster table 150. The storage
program identifies the virtual port of the virtual machine
which is moved to another physical N_Port of another physi-
cal server. Then the storage program of the local or remote
storage updates the fabric topology table 70.

[0061] In step S1603, the storage of local or remote port
discovers the moved virtual port. When virtual machine is
moved in the same SAN fabric (NO), then a new fabric zone
is not required, and the process ends. When virtual machine is
moved out of the same SAN fabric to another SAN fabric
(YES), the storage program deletes the existing local zone in
the same SAN and creates a new IFR zone among the same
SAN fabric and the other SAN fabric to which the moved
virtual port is attached. The next step is S1604. In step S1604,
the storage programs of the local and remote storage create
IFR zone to communicate between the moved virtual port of
virtual machine which moved to the remote physical host and
the storage port of local storage. For example, the process of
the flow diagram 1200 in FIG. 12 is performed. The process
of'the flow diagram 1600 can be performed by the host hyper-
visor program or management client which has server and
storage configurations.

[0062] The processes described above (e.g., FIGS. 8, 12,
and 16) may be performed by a storage program in a storage
system. Alternatively, they may be performed by a controller
or processor of a management computer which is separate
from the host computers and storage systems but is coupled
with the host computers and storage systems via network
connections.

[0063] Of course, the system configurations illustrated in
FIGS. 5, 10, and 14 are purely exemplary of information
systems in which the present invention may be implemented,
and the invention is not limited to a particular hardware con-
figuration. The computers and storage systems implementing
the invention can also have known I/O devices (e.g., CD and
DVD drives, floppy disk drives, hard drives, etc.) which can
store and read the modules, programs and data structures used
to implement the above-described invention. These modules,
programs and data structures can be encoded on such com-
puter-readable media. For example, the data structures of the
invention can be stored on computer-readable media indepen-
dently of one or more computer-readable media on which
reside the programs used in the invention. The components of
the system can be interconnected by any form or medium of
digital data communication, e.g., a communication network.
Examples of communication networks include local area net-
works, wide area networks, e.g., the Internet, wireless net-
works, storage area networks, and the like.

[0064] Inthe description, numerous details are set forth for
purposes of explanation in order to provide a thorough under-
standing of the present invention. However, it will be apparent
to one skilled in the art that not all of these specific details are
required in order to practice the present invention. It is also
noted that the invention may be described as a process, which
is usually depicted as a flowchart, a flow diagram, a structure
diagram, or a block diagram. Although a flowchart may
describe the operations as a sequential process, many of the
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operations can be performed in parallel or concurrently. In
addition, the order of the operations may be re-arranged.
[0065] As is known in the art, the operations described
above can be performed by hardware, software, or some
combination of software and hardware. Various aspects of
embodiments of the invention may be implemented using
circuits and logic devices (hardware), while other aspects
may be implemented using instructions stored on a machine-
readable medium (software), which if executed by a proces-
sor, would cause the processor to perform a method to carry
out embodiments of the invention. Furthermore, some
embodiments of the invention may be performed solely in
hardware, whereas other embodiments may be performed
solely in software. Moreover, the various functions described
can be performed in a single unit, or can be spread across a
number of components in any number of ways. When per-
formed by software, the methods may be executed by a pro-
cessor, such as a general purpose computer, based on instruc-
tions stored on a computer-readable medium. If desired, the
instructions can be stored on the medium in a compressed
and/or encrypted format.

[0066] From the foregoing, it will be apparent that the
invention provides methods, apparatuses and programs
stored on computer readable media for automation of storage
network configuration. Additionally, while specific embodi-
ments have been illustrated and described in this specifica-
tion, those of ordinary skill in the art appreciate that any
arrangement that is calculated to achieve the same purpose
may be substituted for the specific embodiments disclosed.
This disclosure is intended to cover any and all adaptations or
variations of the present invention, and it is to be understood
that the terms used in the following claims should not be
construed to limit the invention to the specific embodiments
disclosed in the specification. Rather, the scope of the inven-
tion is to be determined entirely by the following claims,
which are to be construed in accordance with the established
doctrines of claim interpretation, along with the full range of
equivalents to which such claims are entitled.

What is claimed is:
1. A computer comprising a memory, and a controller
operable to:

manage, using the memory, a first relationship among a
plurality of ports of Fibre Channel (FC) protocol and a
volume used to store data to be sent via the plurality of
ports, and a second relationship between each of the
ports and a fabric identification of a fabric topology;

manage use of the plurality of ports for creating a same
fabric zone if the plurality of ports correspond to the
same fabric identification based on the second relation-
ship; and

manage use of (1) a first port of the plurality of ports as a
first proxy port in a second fabric zone and (2) a second
port of the plurality of ports as a second proxy portin a
first fabric zone, for interconnecting the first fabric zone
and the second fabric zone, if the plurality of ports do not
correspond to the same fabric identification based on the
second relationship.

2. The computer according to claim 1,

wherein, if the plurality of ports correspond to the same
fabric identification, the controller is operable to man-
age use of the plurality of ports for creating the same
fabric zone, for access to the volume, based on the first
and second relationships; and
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wherein, if the plurality of ports do not correspond to the
same fabric identification, the controller is operable to
manage use of (1) the first port and (2) the second port,
for interconnecting the first fabric zone and the second
fabric zone, for access to the volume, based on the first
and second relationships.

3. The computer according to claim 1,

wherein the first and second ports do not correspond to the
same fabric identification, the first port corresponding to
a first fabric identification of a first fabric, the second
port corresponding to a second fabric identification of a
second fabric;

wherein if the computer is a management computer, the
controller is operable to create a first inter fabric router
zone as the first fabric zone in the first fabric and a
second inter fabric router zone as the second fabric zone
in the second fabric, the first inter fabric router zone
allowing communication between the second proxy port
and the first port, the second inter fabric router zone
allowing communication between the first proxy port
and the second port, the second proxy port communicat-
ing with the first proxy port via a connection between a
first FC router of the first fabric and a second FC router
of the second fabric; and

wherein if a storage system comprises the computer, the
controller is operable to create a first inter fabric router
zone as the first fabric zone in the first fabric, the first
inter fabric router zone allowing communication
between the second proxy port and the first port, the
second proxy port communicating with the first proxy
port via a connection between a first FC router of the first
fabric and a second FC router of the second fabric.

4. The computer according to claim 3,

wherein the first port is a port of a first storage system;

wherein the second port is a second storage system; and

wherein the controller is operable to manage use of (1) the
first port and (2) the second port, for interconnecting the
first fabric zone and the second fabric zone, for access to
the volume, based on the first and second relationships.

5. The computer according to claim 3,

wherein the first port is a port of a storage system;

wherein the second port is a port of a host computer; and

wherein the controller is operable to:

manage, using the memory, a third relationship between
the volume and at least one port of a host computer for
accessing the volume; and

manage use of (1) the first port and (2) the second port, for
interconnecting the first fabric zone and the second fab-
ric zone, for access to the volume, based on the first,
second, and third relationships.

6. The computer according to claim 1,

wherein the first port is a port of a first storage system;

wherein the second port is a virtual machine port of a
virtual machine;

wherein the controller is operable to manage, using the
memory, a third relationship between physical WWPNs
of (World Wide Port Names) of host computers, cluster
identifier of the host computers, and virtual WWPNs of
virtual machines in the host computers, and to deter-
mine, based on the third relationship, whether the virtual
machine has migrated from a first host computer having
a port corresponding to the first fabric identification of
the first fabric to a second host computer;
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wherein, if the virtual machine has migrated to the second
host computer and if the first and second ports corre-
spond to the same fabric identification, the controller is
operable to manage use of the first and second ports for
creating the same fabric zone, for access to the volume,
based on the first and second relationships; and

wherein, if the virtual machine has migrated to the second
host computer and if the first and second ports do not
correspond to the same fabric identification, the control-
ler is operable to manage use of (1) the first port and (2)
the second port, for interconnecting the first fabric zone
and the second fabric zone, for access to the volume,
based on the first and second relationships.

7. The computer according to claim 6,

wherein the virtual machine has migrated from the first
host computer to the second host computer, and the
second port corresponds to a second fabric identification
of a second fabric after migration of the virtual machine;

wherein if the computer is a management computer, the
controller is operable to create a first inter fabric router
zone in the first fabric and a second inter fabric router
zone in the second fabric, the first inter fabric router zone
allowing communication between the second proxy port
and the first port, the second inter fabric router zone
allowing communication between the first proxy port
and the second port, the second proxy port communicat-
ing with the first proxy port via a connection between a
first FC router of the first fabric and a second FC router
of the second fabric; and

wherein if the first storage system comprises the computer,
the controller is operable to create a first inter fabric
router zone in the first fabric, the first inter fabric router
zone allowing communication between the second
proxy port and the first port, the second proxy port
communicating with the first proxy port via a connection
between a first FC router of the first fabric and a second
FC router of the second fabric.

8. A system comprising:

a computer including a memory and a controller; and

a plurality of subsystems having a plurality of ports of
Fibre Channel (FC) protocol and a volume used to store
data to be sent via the plurality of ports;

wherein the controller is operable to:

manage, using the memory, a first relationship among the
plurality of ports and the volume, and a second relation-
ship between each of the ports and a fabric identification
of a fabric topology;

manage use of the plurality of ports for creating a same
fabric zone if the plurality of ports correspond to the
same fabric identification based on the second relation-
ship; and

manage use of (1) a first port of the plurality of ports as a
first proxy port in a second fabric zone and (2) a second
port of the plurality of ports as a second proxy portin a
first fabric zone, for interconnecting the first fabric zone
and the second fabric zone, if the plurality of ports do not
correspond to the same fabric identification based on the
second relationship.

9. The system according to claim 8,

wherein, if the plurality of ports correspond to the same
fabric identification, the controller is operable to man-
age use of the plurality of ports for creating the same
fabric zone, for access to the volume, based on the first
and second relationships; and
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wherein, if the plurality of ports do not correspond to the
same fabric identification, the controller is operable to
manage use of (1) the first port and (2) the second port,
for interconnecting the first fabric zone and the second
fabric zone, for access to the volume, based on the first
and second relationships.
10. The system according to claim 8,
wherein the first and second ports do not correspond to the
same fabric identification, the first port corresponding to
a first fabric identification of a first fabric, the second
port corresponding to a second fabric identification of a
second fabric;
wherein if the computer is a management computer, the
controller is operable to create a first inter fabric router
zone as the first fabric zone in the first fabric and a
second inter fabric router zone as the second fabric zone
in the second fabric, the first inter fabric router zone
allowing communication between the second proxy port
and the first port, the second inter fabric router zone
allowing communication between the first proxy port
and the second port, the second proxy port communicat-
ing with the first proxy port via a connection between a
first FC router of the first fabric and a second FC router
of the second fabric; and
wherein if a storage system comprises the computer, the
controller is operable to create a first inter fabric router
zone as the first fabric zone in the first fabric, the first
inter fabric router zone allowing communication
between the second proxy port and the first port, the
second proxy port communicating with the first proxy
port via a connection between a first FC router of the first
fabric and a second FC router of the second fabric.
11. The system according to claim 10,
wherein the first port is a port of a first storage system;
wherein the second port is a second storage system;
wherein the controller is operable to manage use of (1) the
first port and (2) the second port, for interconnecting the
first fabric zone and the second fabric zone, for access to
the volume, based on the first and second relationships;
wherein the first storage system includes a first computer
having one memory as a first memory and one controller
as a first controller; and
wherein the second storage system includes a second com-
puter having another memory as a second memory and
another controller as a second controller.
12. The system according to claim 10,
wherein the first port is a port of a first storage system;
wherein the second port is a port of a second host computer;
wherein the controller is operable to:
manage, using the memory, a third relationship between
the volume and at least one port of a host computer for
accessing the volume; and
manage use of (1) the first port and (2) the second port,
for interconnecting the first fabric zone and the sec-
ond fabric zone, for access to the volume, based on the
first, second, and third relationships;
wherein the first storage system includes a first computer
having one memory as a first memory and one controller
as a first controller; and
wherein the system further comprises a second storage
system which includes a second computer having
another memory as a second memory and another con-
troller as a second controller, the second storage system
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having a port which corresponds to the second fabric
identification of the second fabric.

13. The system according to claim 8,

wherein the first port is a port of a first storage system;

wherein the second port is a virtual machine port of a
virtual machine;

wherein the controller is operable to manage, using the
memory, a third relationship between physical WWPNs
of (World Wide Port Names) of host computers, cluster
identifier of the host computers, and virtual WWPNs of
virtual machines in the host computers, and to deter-
mine, based on the third relationship, whether the virtual
machine has migrated from a first host computer having
a port corresponding to the first fabric identification of
the first fabric to a second host computer;

wherein, if the virtual machine has migrated to the second
host computer and if the first and second ports corre-
spond to the same fabric WWN, the controller is oper-
able to manage use of the first and second ports for
creating the same fabric zone, for access to the volume,
based on the first and second relationships; and

wherein, if the virtual machine has migrated to the second
host computer and if the first and second ports do not
correspond to the same fabric identification, the control-
ler is operable to manage use of (1) the first port and (2)
the second port, for interconnecting the first fabric zone
and the second fabric zone, for access to the volume,
based on the first and second relationships.

14. The system according to claim 13,

wherein the virtual machine has migrated from the first
host computer to the second host computer, and the
second port corresponds to a second fabric identification
of a second fabric after migration of the virtual machine;

wherein the computer is a management computer, and the
controller is operable to create a first inter fabric router
zone in the first fabric and a second inter fabric router
zone in the second fabric, the first inter fabric router zone
allowing communication between the second proxy port
and the first port, the second inter fabric router zone
allowing communication between the first proxy port
and the second port, the second proxy port communicat-
ing with the first proxy port via a connection between a
first FC router of the first fabric and a second FC router
of the second fabric.

15. The system according to claim 8,

wherein the virtual machine has migrated from the first
host computer to the second host computer, and the
second port corresponds to a second fabric WWN of a
second fabric after migration of the virtual machine;

wherein the first storage system includes a first computer
having one memory as a first memory and one controller
as a first controller;

wherein the subsystems comprise a second storage system
which includes a second computer having another
memory as a second memory and another controller as a
second controller, the second storage system having a
port which corresponds to the second fabric identifica-
tion of the second fabric;

wherein the first controller is operable to create a first inter
fabric router zone in the first fabric, the first inter fabric
router zone allowing communication between the sec-
ond proxy port and the first port, the second proxy port
communicating with the first proxy port via a connection
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between a first FC router of the first fabric and a second
FC router of the second fabric; and

wherein the first controller is operable to create a second
inter fabric router zone in the second fabric, the second
inter fabric router zone allowing communication
between the first proxy port and the second port.
16. A computer-readable storage medium storing a plural-
ity of instructions for controlling a data processor to manage
network configuration, the plurality of instructions compris-
ing:
instructions that cause the data processor to manage, using
the memory, a first relationship among a plurality of
ports of Fibre Channel (FC) protocol and a volume used
to store data to be sent via the plurality of ports, and a
second relationship between each of the ports and a
fabric identification of a fabric topology;
instructions that cause the data processor to manage use of
the plurality of ports for creating a same fabric zone if
the plurality of ports correspond to the same fabric iden-
tification based on the second relationship; and

instructions that cause the data processor to manage use of
(1) afirst port of the plurality of ports as a first proxy port
in a second fabric zone and (2) a second port of the
plurality of ports as a second proxy port in a first fabric
zone, for interconnecting the first fabric zone and the
second fabric zone, if the plurality of ports do not cor-
respond to the same fabric identification based on the
second relationship.

17. The computer-readable storage medium according to
claim 16, wherein the plurality of instructions comprise:

if the plurality of ports correspond to the same fabric iden-

tification, instructions that cause the data processor to
manage use of the plurality of ports for creating the same
fabric zone, for access to the volume, based on the first
and second relationships; and

if the plurality of ports do not correspond to the same fabric

identification, instructions that cause the data processor
to manage use of (1) the first port and (2) the second port,
for interconnecting the first fabric zone and the second
fabric zone, for access to the volume, based on the first
and second relationships.

18. The computer-readable storage medium according to
claim 16,

wherein the first and second ports do not correspond to the

same fabric identification, the first port corresponding to
a first fabric identification of a first fabric, the second
port corresponding to a second fabric identification of a
second fabric;

wherein the plurality of instructions comprise instructions

that cause the data processor to create a first inter fabric
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router zone as the first fabric zone in the first fabric, the
first inter fabric router zone allowing communication
between the second proxy port and the first port, the
second proxy port communicating with the first proxy
port via a connection between a first FC router of the first
fabric and a second FC router of the second fabric.

19. The computer-readable storage medium according to
claim 18,

wherein the plurality of instructions comprise instructions
that cause the data processor to create a second inter
fabric router zone as the second fabric zone in the second
fabric, the second inter fabric router zone allowing com-
munication between the first proxy port and the second
port.

20. The computer-readable storage medium according to
claim 16,

wherein the first port is a port of a first storage system;

wherein the second port is a virtual machine port of a
virtual machine;

wherein the plurality of instructions comprise instructions
that cause the data processor to manage, using the
memory, a third relationship between physical WWPNs
of (World Wide Port Names) of host computers, cluster
identifier of the host computers, and virtual WWPNs of
virtual machines in the host computers, and to deter-
mine, based on the third relationship, whether the virtual
machine has migrated from a first host computer having
a port corresponding to the first fabric identification of
the first fabric to a second host computer;

wherein, if the virtual machine has migrated to the second
host computer and if the first and second ports corre-
spond to the same fabric identification, the plurality of
instructions comprise instructions that cause the data
processor to manage use of the first and second ports for
creating the same fabric zone, for access to the volume,
based on the first and second relationships; and

wherein, if the virtual machine has migrated to the second
host computer and if the first and second ports do not
correspond to the same fabric identification, the plural-
ity of instructions comprise instructions that cause the
data processor to manage use of (1) the first port and (2)
the second port, for interconnecting the first fabric zone
and the second fabric zone, for access to the volume,
based on the first and second relationships.
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