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IMAGE PROCESSINGAPPARATUS, IMAGE 
DIVISION PROGRAMAND IMAGE 

SYNTHESISING METHOD 

TECHNICAL FIELD 

0001. The present invention relates to an image processing 
technique, and more particularly to a technique for improving 
the precision of image division, which has been an issue when 
obtaining shape information of an object and when synthe 
sizing an image. 

BACKGROUND ART 

0002. It is known that the appearance of an object is com 
posed of a plurality of components such as a specular reflec 
tion component, which is the incident light reflected by the 
surface of the object being observed as a "gloss’, and a diffuse 
reflection component observed as light repeatedly scattered 
inside the object. 
0003. In recent years, methods have been widely 
employed in which an image is separated into Such compo 
nents for compressing the information for digital archives or 
for obtaining the shape? surface material of the object (e.g., 
Non-Patent Document 1, Non-Patent Document 2 and Non 
Patent Document 3). This is because a process with a higher 
precision can be achieved by performing a process for each of 
the separated components. 
0004. As the method for separating an image into different 
components as described above, a method for separating it 
into a specular reflection component and a diffuse reflection 
component has been widely used. Particularly, a method uti 
lizing polarization information has been widely researched 
because specular reflection and diffuse reflection can be sepa 
rated with a simple device. In this method, a linearly-polar 
ized light source is emitted onto the object, and the specular 
reflection component and the diffuse reflection component 
are separated from each other by rotating a linear polarization 
filter provided between the camera and the object about the 
optical axis. 
0005. It is known that where d is the rotation angle (polar 
ization main axis angle) of the linear polarization filter, the 
luminance value observed in each pixel changes along a sinu 
soidal function with respect to the rotation angle did. The 
image separation can be done by determining the amplitude 
component of the sinusoidal function as the “specular reflec 
tion component' and the bias component as the “diffuse 
reflection component'. That is, for each of a plurality of 
pixels of an image, the pixel can be assigned as a “specular 
reflection area’’ or a “diffuse reflection area' depending on 
whether the specular reflection component or the diffuse 
reflection component is dominant. In other words, pixels 
where the specular reflection component is dominant form a 
“specular reflection area', and pixels where the diffuse reflec 
tion component is dominant forma'specular reflection area'. 
0006. A method for performing an area division for the 
surface of an object as described above can be realized based 
on the difference in polarization characteristics between 
specular reflection and diffuse reflection. 
0007 Since the specular reflection component occurs 
from surface reflection, the polarization characteristics of the 
incident light are maintained. Therefore, it is observed as the 
polarized component of the brightness observed by the cam 
Ca. 
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0008 Since the diffuse reflection occurs through repeated 
scattering, the polarization characteristics of the incident 
light have been lost. Therefore, it is observed as the non 
polarized component of the brightness observed by the cam 
Ca 

0009. These polarization characteristics are based on the 
following two conditions. 
(Condition 1) Where linearly-polarized light is emitted, a 
specular reflection component is observed as a polarized 
component. 
(Condition 2) Where linearly-polarized light is emitted, a 
diffuse reflection component is observed as a non-polarized 
component. 
0010 Referring to FIGS. 74(a)-(c), a conventional area 
division will be described. 
(0011 FIGS. 74(b) and (c) show the specular reflection 
area and the diffuse reflection area, respectively, obtained by 
dividing the image of FIG. 74(a) by a conventional area 
division. That is, areas denoted by white pixels in FIG. 74(b) 
are those divided as “specular reflection areas’, whereas areas 
denoted by white pixels in FIG. 74(c) are those divided as 
“diffuse reflection areas'. 
0012. As seen from these images, the peripheral portion of 
the sphere near the occluding edge (the area A in FIG. 74(b)) 
is divided as a “specular reflection area'. However, specular 
reflection occurs in or near a regular reflection area. A specu 
lar reflection component being estimated in Such an occlud 
ing edge area indicates that the separation precision is not 
sufficient. 
0013 Such a problem occurs as (Condition 2) is not sat 
isfied because a portion of the diffuse reflection component is 
polarized. The cause of such a problem will be discussed 
below with reference to FIGS. 72 and 73. 
0014 FIGS. 72 and 73 are graphs showing the degree of 
polarization of the specular reflection component and the 
degree of polarization of the diffuse reflection component, 
respectively, for objects whose refractive indices are n=1.1, 
1.3, 1.5 and 2.0 (see, for example, L. B. Wolff and T. E. Boult, 
“Constraining object features using a polarization reflectance 
model, IEEE Transactions on Pattern Analysis and Machine 
Intelligence, Vol. 13, No. 7, pp. 635-657, 1991). The horizon 
tal axis of the graph of FIG. 72 represents the angle of inci 
dence, and the vertical axis represents the degree of polariza 
tion, whereas the horizontal axis of the graph of FIG. 73 
represents the emittance angle, and the Vertical axis repre 
sents the degree of polarization. The following can be known 
from the figures. 
0015 The degree of polarization of the diffuse reflection 
component is sufficiently small except for areas where the 
emittance angle is sufficiently large. 
0016. The degree of polarization of the diffuse reflection 
component is sufficiently larger than the degree of polariza 
tion of the specular reflection component in areas where the 
emittance angle is sufficiently large. 
0017. That is, the following can be known. 
0018 (Condition 2) holds except for areas where the emit 
tance angle is sufficiently large. 
0019 (Condition 2) does not hold in areas where the emit 
tance angle is sufficiently large. 
0020. This is a major reason why the conventional area 
division shown in FIG. 74 failed to accurately separate the 
specular reflection component and the diffuse reflection com 
ponent from each other. 
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SUMMARY OF INVENTION 

Technical Problem 

0024. The importance of such a problem will be even 
greater in the future as the dynamic range of recent cameras 
has been increased. With conventional cameras, the bright 
ness dynamic range is not sufficiently large, and the degree of 
polarization of diffuse reflection is unlikely to be observed. 
However, with the increased dynamic range of cameras in 
recent years, the deterioration in the separation precision 
described above will be a significant problem. 
0025. The deterioration in the separation precision 
between the specular reflection component and the diffuse 
reflection component will be a significant problem of synthe 
sizing together images of Substantially different textures 
when performing a model-based image synthesis, which has 
been used in the fields of digital archives and augmented 
reality. The model-based image synthesis is a technique 
widely used in the CG (Computer Graphics) field. Since 
various image processes such as a viewpoint changing pro 
cess and a light Source environment changing process can be 
done, it is very effective for digital archives and as a method 
of interactive image presentation. It also enables an efficient 
data compression. As an example, a method is known in the 
art where an image is separated into the specular reflection 
component and the diffuse reflection component, and the 
image is modeled by using the Cook-Torrance model for the 
specular reflection component and the Lambertian model for 
the diffuse reflection component. 
0026. For the image shown in FIG. 75(a), data shown in 
the graph of FIG. 75(b) was obtained for the area C of the 
object. FIG. 75(b) is a graph representing the half-way vector 
B between the viewing vector and the illumination direction 
vector along the horizontal axis, and the luminance value Is of 
the specular reflection component along the vertical axis, for 
the area C of FIG. 75(a). In the graph of FIG. 75(b), the open 
circular dots are obtained by plotting the luminance value Is 
observed for the area C. The solid squares are obtained by 
plotting the estimation of the reflection parameters of the 
Cook-Torrance model. From this figure, it can be seen that the 
model fitting is not working well. 
0027 FIG. 76 shows a synthesized image produced by 
using a conventional area dividing approach. Thus, when an 
image is synthesized by using mis-estimated parameters, the 
texture of the synthesized image will be substantially differ 
ent from the actual texture. A reason for Such an estimation 
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failure is that the luminance value Is is estimated to be larger 
than the actual value particularly in areas where the half-way 
vector p is large due to the deterioration in the separation 
precision between the specular reflection component and the 
diffuse reflection component described above. The insuffi 
cient separation precision between the specular reflection 
component and the diffuse reflection component results in 
using the specular reflection component and the diffuse 
reflection component, which are different from the actual 
components, when estimating parameters in each model. 
Therefore, the process estimates model parameters that are 
different from the actual model parameters. As described 
above, an accurate area division of an image is very important 
in model-based image synthesis. 

Solution to Problem 

0028. An image processing apparatus of the present inven 
tion is an image processing apparatus for capturing an image 
of an object and thereby performing an optical area division 
of a Surface of the object, comprising: a polarization image 
capturing section for obtaining a polarization image of the 
object by receiving light having passed through a three-way 
or more polarizer having different polarization main axis 
angles, wherein the area division is performed based on a 
polarization state on the Surface of the object and a light 
Source dependency, which represents a degree of change in 
the polarization state on the Surface of the object occurring 
when changing at least one of a polarization state of light 
emitted from a light Source and a light Source position. 
0029. In a preferred embodiment, it comprises an illumi 
nation unit including the light Source and being capable of 
changing at least one of the polarization state of light emitted 
from the light Source and the light source position; and a 
control section for synchronizing the changing by the illumi 
nation unit of at least one of the polarization state of light 
emitted from the light source and the light source position 
with the image-capturing by the polarization image capturing 
section. 

0030. In a preferred embodiment, it comprises: an illumi 
nation control section for changing the polarization state of 
the linearly-polarized light emitted from the light source; a 
polarization information obtaining section for generating, 
from the obtained polarization image, polarization informa 
tion for received polarized light by using a correspondence 
with a brightness of the light having passed through the three 
way or more polarizer, for each of unit pixels of the polariza 
tion image; a light source dependency estimation section for 
estimating light source dependency information by making a 
comparison between the polarization information generated 
by the polarization information obtaining section when the 
polarization state of light emitted from the light source is 
changed by the illumination control section; and an area 
dividing section for performing the area division based on the 
polarization information generated by the polarization infor 
mation obtaining section and light source variation informa 
tion estimated by the light source dependency estimation 
section. 

0031. In a preferred embodiment, the polarization infor 
mation obtaining section generates, as the polarization infor 
mation, at least one of a degree of polarization, a polarization 
phase, a polarization estimation error, a polarization maxi 
mum luminance value, and a polarization minimum lumi 
nance value. 
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0032. In a preferred embodiment, the area dividing section 
performs the area division so that the surface of the object is 
divided into areas each being a diffuse reflection area or a 
specular reflection area. 
0033. In a preferred embodiment, the area dividing section 
performs the area division so that the surface of the object is 
divided into areas each being a diffuse reflection non-polar 
ized area, a diffuse reflection polarized area, or a specular 
reflection polarized area. 
0034. In a preferred embodiment, the area dividing section 
performs the area division so that the surface of the object is 
divided into areas each being a light source-dependent polar 
ized area, a light Source-dependent non-polarized area, a light 
Source-independent polarized area, or a light source-indepen 
dent non-polarized area. 
0035. In a preferred embodiment, the area dividing section 
performs the area division so that the surface of the object is 
further divided into areas including a shaded area. 
0036. In a preferred embodiment, the illumination control 
section changes a main axis direction of the linearly-polar 
ized light. 
0037. In a preferred embodiment, the illumination control 
section changes a main axis direction of the linearly-polar 
ized light by 90 degrees. 
0038. In a preferred embodiment, it comprises a plurality 
of illumination sections of different polarization states, 
wherein the illumination control section changes the polar 
ization state by switching between the plurality of illumina 
tion sections. 

0039. In a preferred embodiment, an illumination section 
is present near the polarization image capturing section. 
0040. In a preferred embodiment, the light source depen 
dency estimation section estimates, as the polarization depen 
dency, the value of change of at least one of the polarization 
phase and the degree of polarization. 
0041. In a preferred embodiment, it comprises: an illumi 
nation position changing section for changing the position of 
the light Source; a polarization information obtaining section 
for generating, from the obtained polarization image, polar 
ization information for received polarized light by using a 
correspondence with a brightness of the light having passed 
through the three-way or more polarizer, for each of unit 
pixels of the polarization image; a light source dependency 
estimation section for estimating light source dependency 
information by making a comparison between the polariza 
tion information generated by the polarization information 
obtaining section when the position of the light Source is 
changed by the illumination control section; and an area 
dividing section for performing the area division based on the 
polarization information generated by the polarization infor 
mation obtaining section and light source variation informa 
tion estimated by the light source dependency estimation 
section. 
0042. In a preferred embodiment, it comprises a plurality 
of illumination sections of different light source positions, 
wherein the illumination position changing section changes a 
position of illumination section by switching between the 
plurality of illumination sections. 
0043. In a preferred embodiment, the illumination posi 
tion changing section changes the light source position by 
moving an illumination section. 
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0044. In a preferred embodiment, the area dividing section 
performs the area division so that the surface of the object is 
divided into areas each being a diffuse reflection area or a 
specular reflection area. 
0045. In a preferred embodiment, the area dividing section 
performs the area division so that the surface of the object is 
divided into areas each being a specular reflection area, a 
diffuse reflection area, or a shaded area. 
0046. In a preferred embodiment, the area dividing section 
performs the area division so that it is divided into areas each 
being a specular reflection area, a diffuse reflection area, an 
attached shadow area, or a cast shadow area. 
0047. An image processing system of the present inven 
tion is an image processing system comprising an illumina 
tion device and an area dividing device for capturing an image 
of an object and thereby performing an optical area division 
of a Surface of the object, the illumination device comprising: 
an illumination section for emitting linearly-polarized light 
onto the object; and an illumination control section for chang 
ing a polarization state of the linearly-polarized light of the 
illumination section, the area dividing device comprising: a 
polarization image capturing section for obtaining a polariza 
tion image of the object by receiving light having passed 
through a three-way or more polarizer having different polar 
ization main axis angles; and a captured image determination 
section for comparing a polarization image captured in a past 
by the polarization image capturing section with a currently 
captured polarization image to thereby determine whether the 
captured polarization states have changed sufficiently; a 
polarization information obtaining section for generating, 
from the obtained polarization image, polarization informa 
tion for received polarized light by using a correspondence 
with a brightness of the light having passed through the three 
way or more polarizer, for each of unit pixels of the polariza 
tion image; a light source dependency estimation section for 
estimating a light source dependency information by making 
a comparison between the polarization information generated 
by the polarization information obtaining section when it is 
determined by the captured image determination section that 
the polarization state of the illumination section has been 
changed by the illumination control section; and an area 
dividing section for performing the area division by using the 
polarization information generated by the polarization infor 
mation obtaining section and light source variation informa 
tion estimated by the light source dependency estimation 
section. 
0048. Another image processing system of the present 
invention is an area dividing system comprising an illumina 
tion device and an area dividing device for capturing an image 
of an object and thereby performing an optical area division 
of a Surface of the object, the illumination device comprising: 
an illumination section for emitting linearly-polarized light 
onto the object; an illumination control section for changing 
a polarization state of the linearly-polarized light of the illu 
mination section; and a communication section for transmit 
ting a signal indicating a light emission to the area dividing 
device and receiving a signal indicating a completion of 
image-capturing from the area dividing device, the area divid 
ing device comprising: a communication section for receiv 
ing a signal indicating a light emission from the illumination 
device and transmitting a signal indicating a completion of 
image-capturing to the illumination device; a polarization 
image capturing section for obtaining a polarization image of 
the object by receiving light having passed through a three 
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way or more polarizer having different polarization main axis 
angles; a captured image determination section for compar 
ing a polarization image captured in a past by the polarization 
image capturing section with a currently-captured polariza 
tion image to thereby determine whether the captured polar 
ization states have changed sufficiently; a polarization infor 
mation obtaining section for generating, from the obtained 
polarization image, polarization information for received 
polarized light by using a correspondence with a brightness of 
the light having passed through the three-way or more polar 
izer, for each of unit pixels of the polarization image; a light 
Source dependency estimation section for estimating light 
Source dependency information by making a comparison 
between the polarization information generated by the polar 
ization information obtaining section when it is determined 
by the captured image determination section that the polar 
ization state of the illumination section has been changed by 
the illumination control section; and an area dividing section 
for performing the area division by using the polarization 
information generated by the polarization information 
obtaining section and light Source variation information esti 
mated by the light Source dependency estimation section. 
0049. An area dividing method of the present invention is 
an area dividing method for capturing an image of an object 
and thereby performing an optical area division of a Surface of 
the object, comprising: an illumination step of emitting lin 
early-polarized light onto the object; an illumination control 
step of changing a polarization state of the linearly-polarized 
light of the illumination section; a polarization image captur 
ing step of obtaining a polarization image of the object by 
receiving light having passed through a three-way or more 
polarizer having different polarization main axis angles; a 
polarization information obtaining step of generating, from 
the obtained polarization image, polarization, information for 
received polarized light by using a correspondence with a 
brightness of the light having passed through the three-way or 
more polarizer, for each of unit pixels of the polarization 
image; a control step of synchronizing the illumination con 
trol step with the polarization image capturing step; a light 
Source dependency estimation step of estimating light Source 
dependency information by making a comparison between 
the polarization information generated by the polarization 
information obtaining step when the polarization state of the 
illumination step is changed by the illumination control step; 
and an area dividing step of performing the area division by 
using the polarization information generated by the polariza 
tion information obtaining step and light source variation 
information estimated by the light source dependency esti 
mation step. 
0050 A program of the present invention is a program for 
an area dividing device for capturing an image of an object 
and thereby performing an optical area division of a Surface of 
the object, wherein the program instructs a computer to per 
form steps included in the area dividing method set forth 
above. 

0051. A model-based image synthesis device of the 
present invention is a model-based image synthesis device 
comprising a parameter estimation device and an image Syn 
thesis apparatus for synthesizing an image using a reflection 
model, the parameterestimation device comprising: an image 
capturing section for capturing an image of an object; an area 
dividing section for performing an optical area division of an 
image captured by the image capturing section according to 
the area dividing method set forth above; a light source infor 
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mation estimating section for estimating light source infor 
mation regarding a light Source illuminating the object; a 
shape information obtaining section for obtaining, as shape 
information, Surface normal information or 3-dimensional 
position information of the object; a parameter estimation 
section for estimating a reflection model parameter by mod 
eling the light source information estimated by the light 
Source information estimating section for each area divided 
by the area dividing section and the shape information 
obtained by the shape information obtaining section, from the 
captured image of the object; a parameter database for storing 
the reflection parameter estimated by the parameter estima 
tion section, the image synthesis apparatus comprising: a 
viewpoint/light source information obtaining section for 
obtaining a viewpoint or light source information of an image 
to be synthesized; and a rendering section for synthesizing an 
image according to the viewpoint or light source information 
obtained by the viewpoint/light source information obtaining 
section by using the reflection parameter information stored 
in the parameter database. 
0.052 A model-based image synthesis method of the 
present invention is a model-based image synthesis method 
comprising a parameter estimation step and an image synthe 
sis method step for synthesizing an image using a reflection 
model, the parameter estimation step comprising: an image 
capturing step of capturing an image of an object; an area 
dividing step of performing an optical area division of an 
image captured by the image capturing section according to 
the area dividing method set forth above; a light source infor 
mation estimating step of estimating light source information 
regarding a light source illuminating the object; a shape infor 
mation obtaining step of obtaining, as shape information, 
Surface normal information or 3-dimensional position infor 
mation of the object; and a parameter estimation step of 
estimating a reflection model parameter by modeling the light 
Source information estimated by the light source information 
estimating section for each area divided by the area dividing 
section and the shape information obtained by the shape 
information obtaining section, from the captured image of the 
object, the image synthesis step comprising: a viewpoint/light 
Source information obtaining step of obtaining a viewpoint or 
light source information of an image to be synthesized; and a 
rendering step of synthesizing an image according to the 
viewpoint or light source information obtained by the view 
point/light Source information obtaining section by using 
reflection parameter information estimated by the shape 
information obtaining step. 

ADVANTAGEOUSEFFECTS OF INVENTION 

0053 With an image process of the present invention, it is 
possible to accurately separate a specular reflection area and 
a diffuse reflection area from each other by using two kinds of 
information, i.e., the light source condition dependency and 
the polarization information. Moreover, it is possible to syn 
thesize an image faithful to the object by applying the area 
division based on the two kinds of information, i.e., the light 
Source condition dependency and the polarization informa 
tion, to the parameter estimation of a model-based image 
synthesis method. 

BRIEF DESCRIPTION OF DRAWINGS 

0054 FIG.1. A block diagram of an area dividing device 
according to a first embodiment of the present invention. 
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0055 FIG. 2A flow chart showing the flow of the process 
of an area dividing method according to the first embodiment 
of the present invention. 
0056 FIG. 3A diagram showing an exemplary configu 
ration of a camera including therein an area dividing device 
according to the first embodiment of the present invention. 
0057 FIG. 4A schematic diagram showing a relation 
ship between a patterned polarizer and an image sensor of an 
image capture device of the present invention. 
0058 FIG. 5. A schematic diagram illustrating an 
arrangement of the patterned polarizer of the present inven 
tion. 
0059 FIG. 6A schematic diagram illustrating the sinu 
soidal brightness change and the observed brightness points 
of the present invention. 
0060 FIG. 7 An image captured of the object being a 
spherical globe, and degree of polarization p1, the polariza 
tion phase (pmaX1 and the polarization estimation error E1 
obtained from that image. 
0061 FIG. 8 Schematic diagrams showing an image 
captured of the object being a spherical globe, and the degree 
of polarization p1, the polarization phase (pmax1 and the 
polarization estimation error E1 obtained from that image. 
0062 FIG. 9. A diagram showing the image of FIG. 7 
divided into a plurality of areas based on the high/low of the 
brightness. 
0063 FIG. 10 An image captured of the object being a 
styrene-foam head model, and the degree of polarization p1. 
the polarization phase (pmax1 and the polarization estimation 
error E1 obtained from that image. 
0064 FIG. 11 An image captured of the object being a 
spherical globe, with the polarization state of the light Source 
being different from that of FIG. 7, and the degree of polar 
ization p2, the polarization phase (pmaX2 and the polarization 
estimation error E2 obtained from that image. 
0065 FIG. 12 Schematic diagrams showing an image 
captured, of the object being a spherical globe, with the polar 
ization state of the light source being different from that of 
FIG. 7, and the degree of polarization p2, the polarization 
phase (pmaX2 and the polarization estimation error E2 
obtained from that image. 
0066 FIG. 13 A diagram showing the image of FIG. 11 
divided into a plurality of areas based on the high/low of the 
brightness. 
0067 FIG. 14. A schematic diagram showing, as an 
image, polarization phase difference values obtained by a 
light Source dependency estimation section according to the 
first embodiment of the present invention. 
0068 FIG. 15 A schematic diagram illustrating the 
polarization phase difference. 
0069 FIG. 16 A table showing an area division criterion 
for an area dividing section according to the first embodiment 
of the present invention. 
0070 FIG. 17A flow chart showing the flow of a process 
performed by the area dividing section according to the first 
embodiment of the present invention. 
(0071 FIG. 18. A flow chart showing the flow of another 
process performed by the area dividing section according to 
the first embodiment of the present invention. 
0072 FIG. 19 A flow chart showing the flow of another 
process performed by the area dividing section according to 
the first embodiment of the present invention. 
0073 FIG. 20. An image captured of a billiard ball being 
the object, and schematic views thereof. 
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0074 FIG. 21. A system diagram showing the shooting 
conditions for the area dividing device according to the first 
embodiment of the present invention. 
(0075 FIG. 22 Views showing intermediate results of a 
process of the area dividing method according to the first 
embodiment of the present invention. 
0076 FIG. 23A diagram showing the image of FIG. 22 
divided into a plurality of areas based on the high/low of the 
brightness. 
0077 FIG. 24 Schematic diagrams showing intermedi 
ate results of a process of the area dividing method according 
to the first embodiment of the present invention. 
(0078 FIG. 25 Views showing results of the process of 
the area dividing method according to the first embodiment of 
the present invention. 
007.9 FIG. 26 Views showing results of another process 
of the area dividing method according to the first embodiment 
of the present invention. 
0080 FIG. 27. Another system diagram showing the 
shooting conditions for the area dividing device according to 
the first embodiment of the present invention. 
I0081 FIG. 28. A diagram showing another exemplary 
configuration of a camera including therein an area dividing 
device according to the first embodiment of the present inven 
tion. 
I0082 FIG. 29. A table showing another area division 
criterion for the area dividing section according to the first 
embodiment of the present invention. 
I0083 FIG. 30. A flow chart showing the flow of another 
process performed by the area dividing section according to 
the first embodiment of the present invention. 
I0084 FIG. 31. A block diagram of an area dividing 
device according to a second embodiment of the present 
invention. 
I0085 FIG. 32 A flow chart showing the flow of the 
process of an area dividing method according to the second 
embodiment of the present invention. 
I0086 FIG. 33. A diagram showing an exemplary con 
figuration of a camera including therein an area dividing 
device according to the second embodiment of the present 
invention. 
I0087 FIG. 34. A diagram showing an exemplary con 
figuration of a camera including therein an area dividing 
device according to the second embodiment of the present 
invention. 
I0088 FIG. 35. A system diagram showing the shooting 
conditions for the area dividing device according to the sec 
ond embodiment of the present invention. 
I0089 FIG. 36 Another system diagram showing the 
shooting conditions for the area dividing device according to 
the second embodiment of the present invention. 
(0090 FIG. 37 Views showing intermediate results of a 
process of the area dividing method according to the second 
embodiment of the present invention. 
0091 FIG.38 Schematic diagrams showing intermedi 
ate results of a process of the area dividing method according 
to the second embodiment of the present invention. 
0092 FIG. 39A diagram showing the image of FIG. 37 
divided into a plurality of areas based on the high/low of the 
brightness. 
0093 FIG. 40. A schematic diagram showing the posi 
tional relationship between light emitting devices and an 
image capture device in the area dividing device according to 
the second embodiment of the present invention. 
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0094 FIG. 41 Views showing results of the process of 
the area dividing method according to the second embodi 
ment of the present invention. 
0095 FIG. 42 Views showing results of another process 
of the area dividing method according to the second embodi 
ment of the present invention. 
0096 FIG. 43 A table showing an area division criterion, 
including a shaded area, for the area dividing section accord 
ing to the second embodiment of the present invention. 
0097 FIG. 44A flow chart showing the flow of a process 
performed by the area dividing section, which performs an 
area division including shaded areas, according to the second 
embodiment of the present invention. 
0098 FIG. 45A schematic diagram illustrating the shad 
ing classification into an attached shadow and a cast shadow. 
0099 FIG. 46 A schematic diagram illustrating how 
multiple reflection light is incident on an attached shadow 
aca. 

0100 FIG. 47 A schematic diagram illustrating how 
multiple reflection light is incident on an cast shadow area. 
0101 FIG. 48A table showing an area division criterion, 
including an attached shadow and a cast shadow, for the area 
dividing section according to the second embodiment of the 
present invention. 
0102 FIG. 49. A flow chart showing the flow of a process 
performed by the area dividing section, which performs an 
area division including an attached shadow and a cast shadow, 
according to the second embodiment of the present invention. 
(0103 FIG. 50 A table showing another area division 
criterion, including an attached shadow and a cast shadow, for 
the area dividing section according to the second embodiment 
of the present invention. 
0104 FIG. 51 A flow chart showing the flow of another 
process performed by the area dividing section, which per 
forms an area division including an attached shadow and a 
cast shadow, for the second embodiment of the present inven 
tion. 
0105 FIG. 52 Ablock diagram showing an area dividing 
system according to a third embodiment of the present inven 
tion. 
0106 FIG.53. A flow chart showing the flow of a process 
ofan area dividing method according to the third embodiment 
of the present invention. 
0107 FIG. 54. A diagram showing an exemplary con 
figuration of a camera including therein an area dividing 
device and a light emitting device according to the third 
embodiment of the present invention. 
0108 FIG. 55. A flow chart showing the flow of the 
process of an area dividing method according to the third 
embodiment of the present invention. 
0109 FIG. 56 Another block diagram showing the area 
dividing system according to the third embodiment of the 
present invention. 
0110 FIG. 57. A flow chart showing the flow of another 
process of the area dividing method according to the third 
embodiment of the present invention. 
0111 FIG. 58. A diagram showing another exemplary 
configuration of a camera including therein an area dividing 
device and a light emitting device according to the third 
embodiment of the present invention. 
0112 FIG. 59A block diagram showing a configuration 
of an image synthesis apparatus according to one embodi 
ment of the present invention. 
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0113 FIG. 60A flow chart showing the flow of a process 
of a parameter estimation method in an image synthesis 
method according to one embodiment of the present inven 
tion. 
0114 FIG. 61A flow chart showing the flow of a process 
of an image synthesis estimation method in an image synthe 
sis method according to one embodiment of the present 
invention. 
0115 FIG. 62. A diagram showing an exemplary con 
figuration of a camera including therein an image synthesis 
apparatus of the present invention. 
0116 FIG. 63 A schematic diagram illustrating a light 
Source estimation method utilizing a mirrored ball. 
0117 FIG. 64A schematic diagram illustrating the rela 
tionship between the normal direction vector, the viewing 
vector and the light Source direction vector. 
0118 FIG. 65. A schematic diagram illustrating the con 
stant Sr for expressing the difference in the luminance value 
between the diffuse reflection component and the specular 
reflection component. 
0119 FIG. 66. A chart showing the flow of a specular 
reflection image parameter estimation process in an image 
synthesis process according to one embodiment of the present 
invention. 
I0120 FIG. 67 A conceptual diagram illustrating various 
parameters of an expression representing the incident illumi 
aCC. 

I0121 FIG. 68 A flow chart showing the flow of a param 
eter estimation process by a simplex method. 
0.122 FIG. 69 A flow chart showing the flow of a param 
eter updating process in a simplex method. 
(0123 FIG. 70. A schematic graph showing BRDF 
obtained by using the area dividing device according to the 
first embodiment of the present invention. 
0.124 FIG. 71A schematic table showing model param 
eters stored in a parameter DB for an image synthesis process 
according to one embodiment of the present invention. 
0.125 FIG. 72 A graph showing the degree of polariza 
tion of the specular reflection component with respect to the 
angle of incidence for objects whose refractive indices are 
n=1.1, 1.3, 1.5 and 2.0. 
0.126 FIG. 73. A graph showing the degree of polariza 
tion of the diffuse reflection component with respect to the 
emittance angle for objects whose refractive indices are n=1. 
1, 1.3, 1.5 and 2.0. 
I0127 FIG. 74 Views showing the specular reflection 
area and the diffuse reflection area divided by a conventional 
area division. 
I0128 FIG. 75. A schematic graph showing BRDF 
obtained in order to illustrate problems of a conventional 
method. 
I0129 FIG. 76A synthesized image produced by using a 
conventional area dividing approach. 

DESCRIPTION OF EMBODIMENTS 

0.130 Embodiments of the present invention will now be 
described with reference to the drawings. 

First Embodiment 

0131 First, the outline of an image processing apparatus 
according to a first embodiment of the present invention will 
be described. The image processing apparatus of the present 
embodiment calculates the light source dependency by 
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changing the polarization state of the illumination section 
(light source). An area division of the object is performed by 
using the polarization information and the light Source depen 
dency resulting from the change of the polarization state. 
0132 FIG. 1 is a block diagram showing the image pro 
cessing apparatus of the present embodiment. The image 
processing apparatus is an apparatus for capturing an image 
of the object and thereby dividing (performing an area divi 
sion of) the surface of the object into a plurality of areas of 
different optical properties. 
0133. The image processing apparatus includes: an illu 
mination unit 121 for emitting linearly-polarized light onto 
the object while changing the polarization State thereof a 
polarization information obtaining section 122 for obtaining 
polarization information of the object; a control section 120 
for performing a synchronization operation between the illu 
mination unit 121 and the polarization information obtaining 
section 122; a light source dependency estimation section 105 
for estimating light source dependency information by mak 
ing a comparison between different polarization information 
generated by the polarization information obtaining section 
122 when the polarization state (the polarization main axis 
direction of the linearly-polarized light in the present embodi 
ment) is changed by the illumination unit 121; and an area 
dividing section 106 for performing an area division by using 
the polarization information generated by the polarization 
information obtaining section 122 and the light source varia 
tion information estimated by the dependency estimation sec 
tion 105. 

0134. The illumination unit 121 includes an illumination 
section 101 for emitting linearly-polarized light onto the 
object, and an illumination control section 102 for changing 
the polarization state of the linearly-polarized light of the 
illumination section 101. The polarization information 
obtaining section 122 includes a polarization image capturing 
section 103 for obtaining a polarization image of the object, 
and a polarization information obtaining section 104 forgen 
erating the polarization information, which is information 
regarding the received polarized light. The polarization image 
capturing section 103 obtains the polarization image of the 
object by receiving light having passed through a three-way 
or more polarizer having different polarization main axis 
angles. From the obtained polarization image, the polariza 
tion information obtaining section 104 generates the polar 
ization information, which is information regarding the 
received polarized light, by using the correspondence with 
the brightness of the light having passed through the three 
way or more polarizer, for each of unit pixels of the polariza 
tion image. 
0135 FIG. 2 is a flow chart showing the flow of the process 
ofan area dividing method of the present embodiment. In step 
S101 of FIG. 2, the illumination section 101 emits polarized 
light which is polarized in a main axis direction specified by 
the illumination control section 102 onto the object. In step 
S102, the polarization image capturing section 103 receives 
light, by means of an image sensor, from the object through a 
patterned polarizer to be described later, thus obtaining a first 
polarization image, which is an image including polarization 
information. This is achieved by the control section 120 syn 
chronizing the illumination unit 121 and the polarization 
information obtaining section 122 with each other. 
0136. The patterned polarizer has three or more polariza 
tion main axis angles as will be described later. In step S103. 
the polarization information obtaining section 104 generates 
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the polarization information, which is information regarding 
the received polarized light, by using the correspondence 
with the brightness of the light having passed through the 
three-way or more polarizer, for each of unit pixels of the 
captured first polarization image. 
0.137 In step S104, the illumination control section 102 
controls the illumination section 101 so as to vary the main 
axis direction of the linearly-polarized light of the illumina 
tion section 101 so that the illumination section 101 emits 
polarized light of a different polarization state from that of 
step S101 onto the object. In step S105, the polarization 
image capturing section 103 again receives light, by means of 
animage sensor, from the object through a patterned polarizer 
201, thus obtaining a second polarization image. This is 
achieved by the control section 120 synchronizing the illumi 
nation unit 121 and the polarization information obtaining 
section 122 with each other. 
0.138. The first polarization image and the second polar 
ization image are polarization images for different main axis 
directions of the linearly-polarized light from the illumina 
tion section 101. In step S106, the polarization information 
obtaining section 104 again generates the polarization infor 
mation, which is information regarding the received polar 
ized light, by using the correspondence with the brightness of 
the light having passed through the three-way or more polar 
izer, for each of unit pixels of the captured second polariza 
tion image. 
0.139. In step S107, the light source dependency estima 
tion section 105 estimates the light source dependency by 
making a comparison between the polarization information 
obtained by the polarization information obtaining section 
104 from the first polarization image and the second polar 
ization image. In step S108, the area dividing section 106 
performs an area division by using the polarization informa 
tion generated by the polarization information obtaining sec 
tion 104 and the light source dependency information esti 
mated by the light source dependency estimation section 105. 
0140. It is assumed herein that the illumination control 
section 102, the polarization image capturing section 103, the 
polarization information obtaining section 104, the light 
Source dependency estimation section 105, the area dividing 
section 106 and the control section 120 are implemented by a 
CPU204 executing a program. Note however that some or all 
of these functions may be implemented by hardware. A 
memory 203 stores a polarization image captured by the 
polarization image capturing section 103, polarization infor 
mation obtained by the polarization information obtaining 
section 104, and light Source dependency information esti 
mated by the light source dependency estimation section 105. 
0141 Next, referring to FIG. 3, a configuration and an 
operation of a camera including therein the image processing 
apparatus of the present embodiment will be described. FIG. 
3 is a block diagram showing an exemplary configuration of 
such a camera. The camera of FIG. 3 includes the patterned 
polarizer 201, an image capture device 202, the memory 203, 
the CPU 204, an illumination control device 208, a light 
emitting device 207, a rotation mechanism 206, and a polar 
iZer 205. 
0142. In step S101, polarized light is emitted onto the 
object from the camera of FIG. 3. Where a flash is used as the 
light emitting device 207, since apolarization filter (the polar 
izer 205) is provided in front of the flash, polarized light can 
be emitted onto the object. As means for using polarized light, 
a liquid crystal polarizer, or the like, may be used. 
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0143. The polarizer 205 is rotated by the rotation mecha 
nism 206. The illumination control section 102 changes the 
main axis direction of the polarized light by controlling the 
rotation mechanism 206. Where a liquid crystal polarizer is 
used as the polarizer, instead of using a polarization filter, the 
illumination control section 102 changes the main axis direc 
tion of the polarized light by changing the Voltage applied to 
the liquid crystal polarizer. 
0144. An operation of the camera having Such a configu 
ration as shown in FIG. 3 will now be described in detail. 
(0145 First, in step S101 shown in FIG. 2, the illumination 
section 101 of FIG. 1 uses the light emitting device 207 and 
the polarizer 205 to thereby emit polarized light which is 
polarized in a main axis direction specified by the illumina 
tion control section 102 onto the object. Where the flash of the 
camera is used as the light emitting device 207, for example, 
this can be realized by providing a polarization filter (the 
polarizer 205) in front of the flash. A liquid crystal polarizer, 
or the like, may be used as means for using polarized light. 
0146 The polarizer 205 is rotated by the rotation mecha 
nism 206. The illumination control section 102 changes the 
main axis direction of the polarized light by controlling the 
rotation mechanism 206. Where a liquid crystal polarizer is 
used as the polarizer, instead of using a polarization filter, the 
illumination control section 102 may vary the main axis 
direction of the polarized light by changing the Voltage 
applied to the liquid crystal polarizer. 
0147 In step S102, the polarization image capturing sec 
tion 103 receives light, by means of the image capture device 
202, from the object through the patterned polarizer 201, thus 
obtaining a first polarization image, which is an image includ 
ing polarization information. This is achieved by the CPU 120 
synchronizing the light emission by the light emitting device 
207, the rotation of the polarizer 205 by the rotation mecha 
nism 206, and the image-capturing by the image capture 
device 202 with one another. 
0148 FIG. 4 is a schematic diagram showing the relation 
ship between the patterned polarizer 201 and the image cap 
ture device 202 included in the polarization image capturing 
section 103 shown in FIG.1. In the present embodiment, the 
patterned polarizer 201 is laid on the image capture device 
202. It is preferred that the patterned polarizer 201 is provided 
in parallel to the image-capturing plane of the image capture 
device 202. The incident light passes through the patterned 
polarizer 201 to reach the image sensor 202, where the bright 
ness thereof is observed, and therefore the polarization image 
capturing section 103 can obtain the polarization informa 
tion. 
014.9 FIG. 5 shows the four-way patterned polarizer, 
wherein Straight lines in each pixel represent the polarization 
main axis direction of the minute polarizing plate provided on 
the pixel. That is, the image capture device includes pixels of 
four different polarization directions defined by the rotation 
angles (di=0°, 45°, 90° and 135°) of the polarization axis. 
The patterned polarizer exhibits polarization characteristics 
such that the TM-wave is transmitted and the TE-wave is 
reflected (not transmitted). 
0150. Such characteristics can be produced by, for 
example, using a photonic crystal described in Kawashima, 
Sato, Kawakami, Nagashima, Ota, Aoki, “Development 
polarization imaging device and applications by using pat 
terned polarizer. Proceedings of the IEICE General Confer 
ence 2006, No. D-11-52, P. 52, 2006. With a photonic crystal, 
the TE-wave is light that has the vibration plane parallel to 
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grooves formed on the surface and the TM-wave is light that 
has the vibration plane perpendicular thereto. When captur 
ing this polarization image, it is preferred that the dynamic 
range of the brightness and the number of bits are as large as 
possible (e.g., 16 bits). 
0151. In step S103 of FIG. 2, the polarization information 
obtaining section 104 generates the polarization information, 
which is information regarding the received polarized light, 
by using the correspondence with the brightness of the light 
having passed through the three-way or more polarizer, for 
each of unit pixels of the first polarization image. This process 
will now be described in detail. 
0152. It is known in the art that the brightness of light 
having passed through a polarizer (linearly-polarized light 
which is polarized in the polarization main axis direction) 
changes depending on the polarization main axis angle of the 
polarizer. FIG. 6 shows how a single sinusoidal curve is 
formed by the brightnesses 401 to 404 of light having passed 
through four different polarizers having different polarization 
main axis angles (pi–0°, 45°, 90° and 135°. The sinusoidal 
curve represents the polarization characteristics at the point 
501 in FIG. 5. Herein, FIG. 5 is a schematic diagram showing 
the four-way polarizer 201 and the image sensor 202 of FIG. 
4 as viewed from the direction of the incident light. 
0153. Note that the polarization main axis angle being 0° 

is equal to that being 180° (n). When obtaining the sinusoidal 
curve, it is preferred that a camera Such that the shooting 
gamma=1 is used oralinearity correction is made so that the 
shooting gamma=1. While the four points are shown to be 
closely along the single sinusoidal curve, in fact, a single 
sinusoidal function with a 180-degree cycle is determined, as 
an optimal value, from many measured points. 
0154 The polarization information obtaining section 104 
generates, as the polarization information, the amplitude and 
the phase information of the curve. Specifically, the reflected 
light brightness I for the main axis angle (p of the patterned 
polarizer is approximated as follows. 

Exp. 1 

0.155. Herein, as shown in FIGS. 6, A, B and C are con 
stants that represent the amplitude, the phase and the average 
value, respectively, of the brightness fluctuation curve due to 
the polarizer. Now, Expression 1 can be developed as follows. 

Expression 1 

Exp. 2 

Expression 2 

where 

Expression 3 

Expression 4 
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0157 That is, for a 4-pixel sample (cp, I), the sinusoidal 
function, Expression 1, can be approximated by obtaining A, 
B and C that minimize Expression 5 below. Note that I, 
represents the measured brightness for the polarizing plate 
rotation angle (p,. N is the number of samples, which is 4 here. 

Exp. 5) 

W Expression 5 
f(a, b, C) = X. (I, - a sin2d); - bcos2d); - C) 

i=1 

0158. Through the above process, the three parameters A, 
B and C of the sinusoidal approximation are determined. By 
using the parameters obtained as described above, the polar 
ization information obtaining section 104 obtains at least one 
of the degree of polarization p, the polarization phase (pmax, 
the polarization estimation error E, the polarization maxi 
mum luminance value Imax, and the polarization minimum 
luminance value Imin, as the polarization information. 
0159. Degree of polarization p 

Exp. 6 

imax - lnin A A Expression 6 
P = I. I. - c = 1 

0160 Polarization phase (pmax (Oscpmaxsa trad) 

Expression 7 

Exp. 7) 
da = 1 + B 

0161 Polarization estimation error E 

Expression 8 

Exp. 8) W 

E= X (I, - A sin2(b; - B) - C) 
i=0 

0162 Polarization maximum luminance value Imax 
Exp. 9 

I.A.--C Expression 9 

0163 Polarization minimum luminance value Imin 
Exp. 10 

I-C-A Expression 10 

0164. Herein, the degree of polarization is an index repre 
senting how much the light is polarized, and the polarization 
phase is the angle at which the brightness, which changes 
depending on the polarization main axis angle, is maximized. 
The polarization estimation error is the total difference 
between the brightness measured for a 4-pixel sample and the 
brightness determined from the above sinusoidal function 
obtained by approximation. The polarization maximum lumi 
nance value is the maximum luminance value which can be 
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reached as the main axis angle (p of the patterned polarizer is 
changed, and the polarization minimum luminance value is 
the minimum luminance value which can be reached as the 
main axis angle (p of the patterned polarizer is changed, and is 
a non-polarized component luminance value. 
0.165 FIG. 7 shows, each as an image, the degree of polar 
ization p1, the polarization phase (pmaX1 and the polarization 
estimation error E1, which are obtained from the first polar 
ization image for the spherical globe. In this figure, FIG. 7(a) 
shows an image of the globe, which is the object, FIG.7(b) the 
degree of polarization p1 for the object of FIG. 7(a), FIG.7(c) 
the polarization phase (pmax1 (0° being black, and 180° being 
white) for the object of FIG. 7(a), and FIG. 7(d) the polariza 
tion estimation error E1 for the object of FIG. 7(a). FIG. 8 
shows the images of FIG. 7 in a schematic manner (with 
shading emphasized). In the figure, areas (A01 to D04) cor 
respond to the areas in FIG.9. FIG.9 shows views obtained by 
dividing each image of FIG. 7 into a plurality of areas based 
on the high/low of the brightness. In any image, the higher the 
brightness is (the whiter), the larger the value. 
0166 FIG. 10 shows the result of a similar process per 
formed for a styrene-foamhead model. From these images, it 
can be seen that the degree of polarization is high near the 
occluding edge, and that the polarization phase monoto 
nously increases clockwise around the sphere with a 180° 
cycle in areas that are not covered by the shade of the object. 
These polarization information images are deeply related to 
the direction of the surface normal of the object, and provide 
a basis for shape estimation. 
(0167. In FIGS. 7(h) to 7(d), data of the background area 
(Ba01 to Ba04) are disturbed. This is because the brightness 
resolution was low in the background area since it was very 
dark therein. Therefore, the reliability of the polarization 
information is decreased, and the data is disturbed. By 
increasing the brightness of the background area by elongat 
ing the exposure time, it is possible to obtain polarization 
information of a Sufficient precision even in the background 
area. The background area may be masked so that it is 
excluded from the area dividing process. 
0.168. In step S104, the illumination control section 102 
controls the illumination section 101 so as to emit, onto the 
object, polarized light whose polarization state is different 
from that when the first polarization image was obtained. The 
illumination section 101 again emits polarized light which is 
polarized in a main axis direction specified by the illumina 
tion control section 102 onto the object. 
0169. The change of the polarization state in this process is 
to vary the direction of the polarization main axis, for 
example. The illumination control section 102 may rotate the 
polarization main axis direction by 90 degrees, for example. 
0170 In step S105, the polarization image capturing sec 
tion 103 receives light, by means of an image sensor, from the 
object through the patterned polarizer 201, as described 
above, thus obtaining a second polarization image, which is 
animage including polarization information. This is achieved 
by the control section 120 synchronizing the illumination unit 
121 and the polarization information obtaining section 122 
with each other. Where polarized light of varied polarization 
information are emitted at intervals of 0.2 sec by the control 
section 120, for example, the control section 120 may be used 
to synchronize the image-capturing in step S102 by the polar 
ization image capturing section 103 with the emission of 
polarized light, and to set the interval from step S102 to the 
image-capturing in step S105 to be 0.2 sec. Then, the user can 
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obtain two images, i.e., the first polarization image and the 
Second polarization image, in a single image-capturing 
operation. 
0171 In step S106, the polarization information obtaining 
section 104 generates polarization information, which is 
information regarding the received polarized light, by using 
the correspondence with the brightness of the light having 
passed through the three-way or more polarizer, as described 
above, for each of unit pixels of the captured second polar 
ization image. 
0172 FIG. 11 shows, each as an image, the degree of 
polarization p2, the polarization phase (pmaX2 and the polar 
ization estimation error E2, which are obtained from the 
second polarization image. In this figure, FIG.11(a) shows an 
image of the globe, which is the object, FIG.11(b) the degree 
of polarization p2 for the object of FIG.11(a), FIG. 11(c) the 
polarization phase (pmax2 (0° being black, and 180° being 
white) for the object of FIG.11(a), and FIG.11(d) the polar 
ization estimation error E2 for the object of FIG.11(a). FIG. 
12 shows the images of FIG. 11 in a schematic manner (with 
shading emphasized). In the figure, areas (A11 to D14) cor 
respond to areas (A11 to D14) in FIG. 13. FIG. 13 shows 
views obtained by dividing each image of FIG. 11 into a 
plurality of areas based on the high/low of the brightness. In 
any image, the higher the brightness is (the whiter), the larger 
the value. 
(0173. In step S107 of FIG. 2, the light source dependency 
estimation section 105 estimates the light source dependency 
by making a comparison between the polarization informa 
tion obtained by the polarization information obtaining sec 
tion 104 from the first polarization image and the second 
polarization image. This process will now be described in 
detail. 
0.174 As described above, the specular reflection area and 
the diffuse reflection area are different from each other in 
terms of the light source dependency. In the present embodi 
ment, the polarization axis direction of the emitted light is 
changed in order to examine the light source dependency. As 
described above, the illumination control section 102 is used 
to emit linearly-polarized light whose polarization axis direc 
tions are different from each other by 90 degrees, thereby 
obtaining the first polarization image and the second polar 
ization image. The light source dependency is estimated by 
making a comparison between polarization phase informa 
tion obtained from these images. Note that as is clear from a 
comparison between FIGS. 7 and 11, the degree of polariza 
tion p1 and the degree of polarization p2 are generally of the 
same magnitude (the same brightness) in the area B12. It is 
believed that this is because even though the polarized light 
emitted onto the object have polarization main axis angles 
different from each other, the brightnesses of the polarized 
light reflected in the specular reflection area by chance 
become Substantially equal to each other. 
0175 FIG. 14 shows, as an image, the difference value 
between the polarization phase (pmax1 obtained from the first 
polarization image and the polarization phase (pmaX2 
obtained from the second polarization image. In this figure, 
pixels with higher brightnesses (whiter) represent those of 
larger difference values. 
0176). As described above, since the specular reflection 
area occurs by the Surface reflection, the polarization charac 
teristics of the incident light are maintained. That is, it can be 
considered that the specular reflection area has a high light 
source dependency. On the other hand, in the diffuse reflec 
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tion area, due to the repeated Scattering, the polarization 
characteristics of the incident light have been lost. That is, it 
can be considered that the diffuse reflection area has a low 
light source dependency as it is not influenced by the incident 
light. 
0177. In view of this, the light source dependency estima 
tion section 105 estimates, as the light source dependency, the 
first light source dependency LD(p according to the following 
expression by using the polarization phase difference of pix 
els between the first polarization image and the second polar 
ization image. 

Expression 11 

2 Exp. 11 
LD = t |pna - pma2. 

0.178 Herein, p-p is the difference value 
between the polarization phases (pmaX1 rad and (pmaX2 rad 
taking the period at into consideration, as expressed by the 
following expression. The range thereof is 0.7L/2. 

Exp. 12 

(Pa 1-p,na 21-min(I(p,na-Pna21,71-I-Pa-Pna2) Expression 12 

0179 FIG. 15 is a diagram showing the relationship 
between lop-p, and pmaX1, (pmaX2. The first light 
source dependency LDq) is 0 when the polarization phase of 
the first polarization image and that of the second polarization 
image are equal to each other, and the value increases as the 
polarization phase difference increases and is 1 when the 
polarization phase difference is at maximum (C/2). That is, 
the first light Source dependency LD(p is larger when the 
polarization phase changes depending on the change of the 
polarization state of the light Source, and the first light Source 
dependency LDq) is Small when the polarization phase is not 
influenced by the change of the polarization state of the light 
SOUC. 

0180. The light source dependency does not need to be the 
polarization phase difference of pixels between the first polar 
ization image and the second polarization image, but may be, 
for example, the second light Source dependency LDO, which 
is the difference in the degree of polarization between the first 
polarization image and the second polarization image. In Such 
a case, the second light source dependency LDO is expressed 
by the following expression. 

Exp. 13 

LD=p1-p2 Expression 13 

0181. As is the first light source dependency LDp, the 
second light source dependency LDO is 1 when the degree of 
polarization of the first polarization image and that of the 
second polarization image are equal to each other, and the 
value increases as the difference in the degree of polarization 
increases and is 0 when the difference in the degree of polar 
ization is at maximum (1.0). That is, the second light source 
dependency LDO is large when the degree of polarization 
changes depending on the change of the polarization state of 
the light source, and the second light source dependency LDO 
is small when the degree of polarization is not influenced by 
the change of the polarization state of the light source. Note 
that as described above, even though the polarized light emit 
ted onto the object have polarization main axis angles differ 
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ent from each other, the brightnesses of the light reflected in 
the specular reflection area may by chance become equal to 
each other. In order to avoid an erroneous determination 
which may occur in Such a case, polarized light of three or 
more different polarization axis directions may be used to 
obtain three or more different polarization images, based on 
which the difference in the degree of polarization is evalu 
ated. 
0182. In step S108 of FIG. 2, the area dividing section 106 
performs an area division based on the polarization informa 
tion generated by the polarization information obtaining sec 
tion 104 and the light source dependency information esti 
mated by the light source dependency estimation section 105. 
This process will now be described in detail. 
0183 FIG. 16 shows an image division criterion for the 
area dividing section 106. FIG. 17 is a flow chart showing the 
flow of a process performed by the area dividing section 106. 
The flow of the process will now be described. 
0184 First, in step S201 of FIG. 17, in order to determine 
whether the pixel belongs to a non-polarized area or a polar 
ized area, the area dividing section 106 compares the magni 
tude of the degree of polarization p1 of the pixel with the 
threshold Thp to determine whether the degree of polariza 
tion p is greater than or equal to the threshold Thp or Smaller 
than Thp. If the degree of polarization p1 of the pixel is 
smaller than the threshold Thp (No in step S201), it is deter 
mined that the pixel is included in the diffuse reflection non 
polarized area (step S202), and the process is ended. On the 
other hand, if the degree of polarization p1 of the pixel is 
greater than or equal to the threshold Thp (Yes in step S201), 
it is determined whether the first light source dependency 
LD(p estimated by the light source dependency estimation 
section 105 is greater than the threshold Thop (step S203). If 
the first light source dependency LD(p is greater than or equal 
to the threshold Thop (Yes in step S203), it is determined that 
the pixel is a specular reflection polarized area (step S204), 
and the process is ended. On the other hand, if the first light 
source dependency LDq) is smaller than the threshold Thop 
(No in step S203), it is determined that the pixel is included in 
the diffuse reflection polarized area (step S205), and the pro 
cess is ended. 
0185. The threshold Thp of the degree of polarization may 
be set based on the refractive index of the object, the normal 
direction of the object, the light source direction, the viewing 
direction, etc. As shown in FIGS. 72 and 73, the degree of 
polarization of the specular reflection component and the 
degree of polarization of the diffuse reflection component of 
the object can be determined uniquely once the refractive 
index, the angle of incidence and the emittance angle are 
obtained. Therefore, the degree of polarization of the specular 
reflection component and the degree of polarization of the 
diffuse reflection component, which are obtained from FIGS. 
72 and 73, may be used as Thp. For example, if the refractive 
index of the object is 1.3 and the angle of incidence is 30 
degrees, it is believed from FIG. 73 that the degree of polar 
ization of the diffuse reflection component is certainly 0.05 or 
less, and therefore the threshold Thp can be set to 0.05. 
0186. If information such as the refractive index of the 
object, the normal direction of the object, the light source 
direction, the viewing direction, etc., is not available, the 
threshold Thp may be determined based on the maximum 
value of the degree of polarization of the diffuse reflection 
component. For example, assuming that there is no object 
whose refractive index is 2.0 or more, the maximum value of 
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the degree of polarization of the diffuse reflection component 
is believed to be about 0.6 from FIG. 73, and the threshold 
Thp may therefore be set to be about 0.8. 
0187. The threshold Thop of the first light source depen 
dency LDp may be determined experimentally, and may be 
set to 0.5, for example. The threshold Thp of the degree of 
polarization may also be determined experimentally. 
0188 In step S201, the comparison may be made using the 
degree of polarization p2 obtained from the second polariza 
tion image, instead of making the comparison using the 
degree of polarization p1 obtained from the first polarization 
image. Also in Such a case, the comparison may be made with 
the threshold Thp. Alternatively, the average value between 
the degree of polarization p1 obtained from the first polariza 
tion image and the degree of polarization p2 obtained from 
the second polarization image may be used. For example, 
when the main axis of the linearly-polarized light of the light 
Source is changed by 90 degrees, it is possible to obtain a 
degree of polarization that is Substantially equivalent to that 
when a light source of a non-polarized component is used, by 
obtaining the average value between the degree of polariza 
tion p1 and the degree of polarization p2. This allows for a 
more accurate area division. Also in Such a case, the compari 
son may be made with the threshold Thp. 
0189 Instep S201, the comparison may be made using the 
polarization estimation error E1 obtained from the first polar 
ization image. This process is effective where there is a large 
error in the luminance value, e.g., where the stability of the 
light source is low. FIG. 18 is a flow chart showing the flow of 
the process performed by the area dividing section 106 in 
such a case. In FIG. 18, like steps to those of FIG. 17 are 
denoted by like reference numerals to those of FIG. 17 and 
will not be described in detail below. 
(0190. In step S206 of FIG. 18, the area dividing section 
106 determines whether the magnitude of the polarization 
estimation error E1 is greater than or equal to the threshold 
ThE or is less than the threshold ThE. If the polarization 
estimation error E1 of the pixel is greater than or equal to the 
threshold ThE (No in step S206), it is determined that the 
pixel is a diffuse reflection non-polarized area (step S202), 
and the process is ended. On the other hand, if the polarization 
estimation error E1 is less than the threshold ThE (Yes in step 
S206), a comparison is made as to whether the first light 
Source dependency LDp estimated by the light source depen 
dency estimation section 105 is greater than the threshold Thop 
(step S203). 
0191 In step S203, the second light source dependency 
LDp, which is the difference in the degree of polarization 
between the first polarization image and the second polariza 
tion image described above, may be used. As the degree of 
polarization is strongly influenced by multiple reflection, or 
the like, it is effective to use the second light source depen 
dency LDp, which is the difference in the degree of polariza 
tion, for an object that is unlikely to be influenced by multiple 
reflection. Specifically, an object that is unlikely to be influ 
enced by multiple reflection is an object having a convex 
shape. The first light source dependency LDp and the second 
light source dependency LDO may be used as being combined 
with each other. In Such a case, the weighted average between 
Expression 11 and Expression 13 can be obtained. By using 
the two polarization information as a combination, it is pos 
sible to realize a robust area division. 
(0192 FIG. 19 is a flow chart showing the flow of the 
process performed by the area dividing section 106 in such a 
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case. In FIG. 19, like steps to those of FIG. 17 are denoted by 
like reference numerals to those of FIG. 17 and will not be 
described in detail below. In step S207, if the second light 
Source dependency LDO is greater than or equal to the thresh 
old Thp (Yes in step S207), it is determined that the pixel is a 
specular reflection polarized area (step S204), and the process 
is ended. On the other hand, if the second light source depen 
dency LDp is smaller than the threshold Thp (No in step 
S207), it is determined that the pixel is a diffuse reflection 
polarized area (step S205), and the process is ended. 
0193 The threshold Thp of the second light source depen 
dency LDO may be determined experimentally, and may be 
set to 0.2, for example. 
(0194 FIGS. 20, 22 to 26 show results of performing the 
area division of the present embodiment. FIG. 21 is a diagram 
showing the shooting conditions for the area division of the 
present embodiment. 
(0195 As shown in FIG. 21, the light emitting device 207 is 
provided near the image capture device 202, and the main axis 
direction of the polarizer is changed by 90 degrees by the 
rotation mechanism 206. FIG. 200a) shows a billiard ball 
being the object. FIG.20(b) is the image of the surface of the 
billiard ball shown in FIG. 200a), in which the area of white 
pixels is labeled with reference numeral “B21, and the 
remaining area with reference numeral A21. FIG. 200c) 
shows FIG. 200b) in a schematic manner (with shading 
emphasized). In this figure, the areas A21 and B21 corre 
spond to the areas A21 and B21 of FIG. 200b), respectively. 
(0196. FIG.22 shows polarization information obtained by 
the polarization information obtaining section 104 when the 
main axis direction of the polarized light is changed between 
the horizontal direction and the vertical direction by the illu 
mination control section 102, with the billiard ball shown in 
FIG. 200a) being the object. FIG. 22(a) shows the degree of 
polarization p1 obtained from the first polarization image 
which is captured with the main axis direction of the polarized 
light being in the horizontal direction, FIG. 22(b) shows the 
polarization phase (pmaX1 obtained from the first polarization 
image, FIG. 22(c) shows the degree of polarization p2 
obtained from the second polarization image which is cap 
tured with the main axis direction of the polarized light being 
in the vertical direction, FIG. 22(d) shows the polarization 
phase (pmaX2 obtained from the second polarization image, 
and FIG. 22(e) shows the first light source dependency LDp 
obtained from the polarization phases (pmaX1 and pmaX2. 
(0197) Pixels of higher brightnesses in FIGS. 22(a)-(d) 
indicate larger values of the degree of polarization p1, the 
polarization phase (pmaX1, the degree of polarization p2 and 
the polarization phase (pmax2, respectively. Note that in FIG. 
22(e), white represents the value of the first light source 
dependency LD(p being 1, and black represents the value 
being 0. 
(0198 FIG. 23 shows views obtained by dividing each 
image of FIG. 22 into a plurality of areas based on the high/ 
low of the brightness. FIG. 24 shows the images of FIG.22 in 
a schematic manner (with shading emphasized). In the figure, 
areas (A31 to D35) correspond to the areas in FIG.23. FIG.25 
shows results of performing the area division of the present 
embodiment by using the polarization information of FIG. 
22. FIG. 25(a) shows pixels where the degree of polarization 
p1 for the first polarization image is greater than or equal to 
the threshold Thp in step S201. FIGS. 25(b), (c) and (d) show 
the “diffuse reflection non-polarized area', the “specular 
reflection polarized area” and the “diffuse reflection polar 
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ized area', respectively, as divided by the present embodi 
ment. FIG. 25(e) shows the “diffuse reflection area', which is 
the union of the diffuse reflection non-polarized area and the 
diffuse reflection polarized area. Each area of white pixels in 
FIG. 25 represents an area divided from the remaining area 
(area of black pixels). 
0199. With the conventional method of performing an area 
division based only on the degree of polarization, the white 
pixel area shown in FIG. 25(a) will be assigned as the “specu 
lar reflection area' and the white pixel area shown in FIG. 
25(b) as the “diffuse reflection area’, resulting in the area A 
(FIG. 25(a)), which is near the occluding edge, being errone 
ously included in the specular reflection area, as described 
above, thereby causing a significant error in the extent of each 
divided area. 
0200. On the other hand, with the area dividing method of 
the present embodiment, where the light source dependency 
is used in addition to the polarization information, the white 
pixel area shown in FIG. 25(c) is divided as the “specular 
reflection area' and the white pixel area shown in FIG. 25(e) 
as the “diffuse reflection area'. Thus, it is possible to perform 
an accurate area division as compared with the conventional 
method. 
0201 FIG. 26 shows results using the degree of polariza 
tion p2 obtained from the second polarization image, instead 
of making a comparison by using the degree of polarization 
p1 obtained from the first polarization image, in step S201. 
FIG. 26(a) shows pixels where the degree of polarization p2 
for the second polarization image is greater than or equal to 
the threshold Thp in step S201. FIGS. 26(b), (c) and (d) show 
the “diffuse reflection non-polarized area', the “specular 
reflection polarized area” and the “diffuse reflection polar 
ized area', respectively, as divided by the area division of the 
present embodiment. FIG. 26(e) shows the “diffuse reflection 
area', which is the union of the diffuse reflection non-polar 
ized area and the diffuse reflection polarized area. Each area 
of white pixels in FIG. 26 represents an area divided from the 
remaining area (area of black pixels). 
0202 As with the area dividing method described above 
with reference to FIG. 25, using the degree of polarization p2 
for the second polarization image also makes it possible to 
perform a more accurate area division as compared with the 
conventional method since the polarization information and 
the light source dependency are both used. 
(0203. A comparison between FIGS. 25 and 26 shows that 
an area B of white pixels is observed in FIG. 26(c), whereas 
such an area B is not seen in FIG. 25(c). The polarization state 
of light that is incident on and reflected by the surface of the 
object is influenced by the relationship between the polariza 
tion direction of the straight-line direction of incidence and 
the angle of incidence or the emittance angle, and the degree 
of polarization of reflected light of linearly-polarized light 
incident on the Surface of an object may become high depend 
ing on the polarization direction. In such a case, a part of the 
“specular reflection area’’ may be determined erroneously for 
Such pixels that give reflected light of a high degree of polar 
ization. In order to reliably prevent such an erroneous deter 
mination, a comparison may be made by using the weighted 
sum between the degree of polarization p1 obtained from the 
first polarization image and the degree of polarization p2 
obtained from the second polarization image in step S201 of 
FIG. 19. 

0204 As shown in FIG. 27, the light emitting section 101 
including a plurality of light emitting devices 207 and 207-2 
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may be used to emit polarized light of different polarization 
states from the light emitting devices 207 and 207-2. In such 
a case, the plurality of light emitting devices 207 and 207-2 
are preferably provided near each other. FIG. 27 is a diagram 
schematically showing the arrangement of the light emitting 
devices 207 and 207-2, the image capture device 202, the 
object, etc., when the area division of the present embodiment 
is performed. In FIG. 27, like elements to those of FIG.21 are 
denoted by like reference numerals to those of FIG. 21, and 
will not be described in detail below. 

0205 FIG.28 shows an exemplary configuration of a cam 
era including therein the image processing apparatus of the 
present embodiment. In FIG. 28, like elements to those of 
FIG.3 are denoted by like reference numerals to those of FIG. 
3, and will not be described in detail below. 
0206. The illumination control section 102 shown in FIG. 
28 changes the main axis direction of the polarized light by 
switching between the light emitting device 207 and the light 
emitting device 207-2, as a device serving as the light source. 
Specifically, the polarization main axis direction of the polar 
izer 205 for the light emitting device 207 and the polarization 
main axis direction of a polarizer 205-2 for the light emitting 
device 207-2 are perpendicular to each other. Therefore, as 
opposed to the apparatus shown in FIG.3, there is no need for 
the rotation mechanism 206, thus allowing for a reduction in 
the size of the camera. 

0207. Note that while the patterned polarizer 201 is a 
photonic crystal in the present embodiment, it may be a 
polarizer element of a film type or a wire-grid type, or be a 
polarizer element of any other Suitable principle as long as it 
is a polarizer element. Alternatively, images may be captured 
while rotatingapolarizing plate attached in front of the lens of 
the image capture device, without using a patterned polarizer, 
to thereby obtain luminance values for different polarization 
main axes over time. This method is disclosed in Japanese 
Laid-Open Patent Publication No. 11-21 1433, for example. 
0208. Note that the light emitting device 207 is preferably 
provided near the image capture device 202. This is because 
by employing Such an arrangement, the shaded area occurring 
on the object by being illuminated by the light emitting device 
207 becomes smaller. Since shading is not taken into consid 
eration by the area dividing method of the present embodi 
ment, an area division becomes difficult when there is a 
shading. In a shaded area, light beams are complicated due to 
influence from multiple reflection, etc., thus losing the reli 
ability of the polarization information. Therefore, in a shaded 
area, the area division precision deteriorates. For improving 
the precision of the area division, it is important to ensure that 
shading is unlikely to occur. 
0209. The area dividing section 106 may divide an image 
into four areas of the “light source-dependent polarized area'. 
the “light source-dependent non-polarized area', the “light 
Source-independent polarized area' and the “light source 
independent non-polarized area’, instead of dividing an 
image into the “specular reflection area' and the “diffuse 
reflection area'. This process will now be described in detail. 
0210 FIG. 29 shows an image division criterion for the 
area dividing section 106 of the present embodiment. FIG.30 
is a flow chart showing the flow of a process performed by the 
area dividing section 106 of the present embodiment. In FIG. 
30, like steps to those of FIG. 17 are denoted by like reference 
numerals to those of FIG. 17 and will not be described in 
detail below. 
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0211 First, in order to performan area division of dividing 
an image into a non-polarized area and a polarized area by 
determining whether each pixel belongs to the non-polarized 
area or the polarized area, the area dividing section 106 com 
pares the magnitude of the degree of polarization p1 of the 
pixel with the threshold Thp to determine whether the degree 
of polarization p is greater than or equal to the threshold Thp 
or smaller than the threshold Thp (step S201). If the degree of 
polarization p1 of the pixel is greater than or equal to the 
threshold Thp (Yes in step S201), it is determined that the 
pixel is included in the polarized area, and it is determined 
whether the first light source dependency LDp estimated by 
the light Source dependency estimation section 105 is greater 
than or equal to the threshold Thop (step S203). If the first light 
Source dependency LD(p is greater than or equal to the thresh 
old Thop (Yes in step S203), it is determined that the pixel is 
included in the light source-dependent polarized area (step 
S208), and the process is ended. 
0212. On the other hand, if the first light source depen 
dency LDp is smaller than the threshold Thop (No in step 
S203), it is determined that the pixel is included in the light 
source-independent polarized area (step S209), and the pro 
cess is ended. 
0213 Note that the degree of polarization p1 of the pixel is 
smaller than the threshold Thp (No in step S201), it is deter 
mined that the pixel is included in the non-polarized area, and 
a comparison is made as to whether the first light Source 
dependency LD(p estimated by the light source dependency 
estimation section 105 is greater than or equal to the threshold 
Thqp2 (step S210). If the first light source dependency LDp is 
greater than or equal to the threshold Thqp2 (Yes in step S210), 
it is determined that the pixel is included in the light source 
dependent non-polarized area (step S211), and the process is 
ended. On the other hand, if the first light source dependency 
LDq) is smaller than the threshold Th2 (No in step S210), it 
is determined that the pixel is included in the light source 
independent non-polarized area (step S212), and the process 
is ended. 
0214. The threshold Thop2 of the light source dependency 
in step S210 may be set to be equal to the threshold Thqp in step 
S203. The threshold Tho of the degree of polarization and the 
threshold Thqp of the first light source dependency LDp may 
be set as described above. Moreover, step S203 and step S210 
may use different thresholds, instead of using the same 
threshold Thop. In such a case, since it is believed that the 
brightness resolution in the non-polarized area is Smaller than 
that in the polarized area, the value Thqp2 is preferably set to 
be smaller than Thop. 
0215 Note that in order to solve the problem of a shaded 
area, “shaded area” may be added to areas into which the 
division is performed by the area dividing section 106, as will 
be described later. 
0216. As described above, by using the area dividing 
method of the present invention, it is possible to perform an 
area division using the polarization information and the light 
Source dependency. Such an area division is capable of a 
division between the specular reflection area and the diffuse 
reflection area taking into consideration the polarized com 
ponent of the diffuse reflection component. 

Second Embodiment 

0217 Next, the outline of an image processing apparatus 
according to a second embodiment of the present invention 
will be described. The image processing apparatus of the 
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present embodiment calculates the light Source dependency 
by changing the position of the illumination section (light 
Source position). An area division of the object is performed 
by utilizing the light Source dependency resulting from the 
changes of the polarization information and the light Source 
position. 
0218 FIG. 31 is a block diagram of an image processing 
apparatus of the present embodiment. In FIG. 31, like ele 
ments to those of FIG. 1 are denoted by like reference numer 
als to those of FIG. 1, and will not be described in detail 
below. A difference from the first embodiment is that an 
illumination position changing section 112 is provided, 
instead of the illumination control section 102. With the 
image processing apparatus of the present embodiment, the 
position of the light emitting device 207 is changed by the 
illumination position changing section 112, instead of chang 
ing the main axis direction of the polarized light by the illu 
mination control section 102. 
0219. The polarization phase resulting when the non-po 
larized light is emitted onto the object is dependent on the 
normal information of the object. However, the relationship 
changes depending on the specular reflection component and 
the diffuse reflection component. 
0220 First, consider the specular reflection component. 
The surface normal of the object has two degrees of freedom. 
It is herein determined by obtaining two angles: one being the 
incident plane that contains the incident light beam and the 
normal vector of the point of incidence (observation point), 
and the other being the angle of incidence within the incident 
plane. It is known that the incident plane of the specular 
reflection component is equal to the angle at which the bright 
ness is at minimum in FIG. 6 obtained from the polarization 
image (for example, Ondfe Drbohlav and Sara Radim, 
“Using polarization to determine intrinsic Surface proper 
ties”, Proc. SPIE Vol. 3826, pp. 253-263, 1999). 
0221) Next, consider the diffuse reflection component. As 
described above, the surface normal of the object has two 
degrees of freedom. It is herein determined by obtaining two 
angles: one being the emittance plane that contains the light 
beam of exit light that is exiting from the object surface after 
repeated scattering and the normal vector of the emittance 
point (observation point), and the other being the emittance 
angle within the emittance plane. It is known that the emit 
tance plane of the diffuse reflection component is equal to the 
angle at which the brightness is at maximum in FIG. 6 
obtained from the polarization image (for example, U.S. Pat. 
No. 5,028,138). That is, while the polarization phase infor 
mation is dependent on the angle of incidence in the specular 
reflection component, it is not dependent on the angle of 
incidence in the diffuse reflection component. If the light 
Source position is changed while fixing the camera position, 
only the angle of incidence changes. Therefore, while the 
polarization characteristics vary in the specular reflection 
component, the polarization characteristics do not vary in the 
diffuse reflection component. 
0222. This is also related to the fact that since the specular 
reflection component occurs only in a partial area of the 
object that is near regular reflection, an area that has been a 
specular reflection area may become a diffuse reflection area 
as a result of changing the light source position. In any case, 
if the light source position is changed while fixing the camera 
position, the polarization characteristics vary in many specu 
lar reflection components, but the polarization characteristics 
do not vary in most of the diffuse reflection components. With 
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the area dividing method of the present embodiment, an area 
division is performed utilizing this characteristic. 
0223 FIG. 32 is a flow chart showing the flow of a process 
of the area dividing method of the present embodiment. In 
FIG. 32, like steps and corresponding steps to those of FIG.2 
are denoted by like reference numerals to those of FIG. 2 and 
will not be described in detail below. Moreover, FIG. 33 
shows an exemplary configuration of a camera including 
therein the area dividing device of the present embodiment. In 
FIG.33, like elements and corresponding elements to those of 
FIG.3 are denoted by like reference numerals to those of FIG. 
3 and will not be described in detail below. 

0224. The illumination position changing section 112 
(FIG. 31) of the present embodiment is implemented by an 
illumination position changing device 213 shown in FIG.33, 
for example. The illumination position changing device 213 
changes the position of the light emitting device 207, and is 
implemented by using a motor, or the like. The light emitting 
device 207 may be attached to a moving portion of a robot, 
Such as the arm. The image processing apparatus may include 
a plurality of light emitting devices 207 and 207-2. FIG. 34 
shows an exemplary configuration of a camera including 
therein an area dividing device of the present embodiment 
having a plurality of light emitting devices 207 and 207-2. In 
Such a case, the illumination position changing device 213 
can vary the position of the light emitting device (light Source 
position) by switching between the light emitting devices 207 
and 207-2. 

0225. In FIG. 32, the illumination section 101 emits non 
polarized light from the light emitting device 207 that is at the 
light source position specified by the control section 120 (step 
S301). The polarization image capturing section 103 receives 
light, by means of an image sensor, from the object through 
the patterned polarizer 201, thus obtaining a third polarization 
image, which is an image including polarization information 
(step S102). This is achieved by the control section 120 syn 
chronizing the illumination unit 121 and the polarization 
information obtaining section 122 with each other. Then, the 
patterned polarizer has three or more polarization main axis 
angles, as described above. The polarization information 
obtaining section 104 generates polarization information, 
which is information regarding the received polarized light, 
as described above (step S103). The illumination position 
changing section 112 moves the illumination section 101 So 
that the light emitting device 207 that is at a different position 
from that of step S101 emits light, and the illumination sec 
tion 101 emits non-polarized light onto the object from a 
position different from that of step S301 (step S302). 
0226. The polarization image capturing section 103 again 
receives light, by means of an image sensor, from the object 
through the patterned polarizer 201, thus obtaining a fourth 
polarization image (step S105). This is achieved by the con 
trol section 120 synchronizing the illumination unit 121 and 
the polarization information obtaining section 122 with each 
other. The third polarization image and the fourth polarization 
image are polarization images between which the light Source 
(the light emitting device 207) position of the illumination 
section 101 is changed. The polarization information obtain 
ing section 104 again generates polarization information, 
which is information regarding the received polarized light, 
by using the correspondence with the brightness of the light 
having passed through the three-way or more polarizer, for 
each of unit pixels of the captured fourth polarization image 
(step S106). The light source dependency estimation section 
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105 estimates the light Source dependency by making a com 
parison between the polarization information obtained by the 
polarization information obtaining section from the third 
polarization image and the fourth polarization image (step 
S107). The area dividing section 106 performs an area divi 
sion by using the polarization information generated by the 
polarization information obtaining section 104 and the light 
Source dependency information estimated by the light Source 
dependency estimation section 105 (step S108). 
0227. This process will now be described in detail with 
reference to the drawings. 
0228. In step S301, the illumination section 101 emits 
non-polarized light from the light emitting device 207 that is 
at the light source position specified by the control section 
120. This may be done by forming the illumination section 
101 from a plurality of light emitting devices 207, and by 
switching between the light emitting devices 207 and 207-2 
from which light is emitted by means of the illumination 
position changing section 112, thereby changing the light 
Source position. FIG. 35 is a system diagram showing the 
shooting conditions for the area division of the present 
embodiment. In FIG.35, like elements to those of FIG. 21 are 
denoted by like reference numerals to those of FIG. 21, and 
will not be described in detail below. 
0229. The illumination position changing section 112 may 
vary the light Source position by moving the light emitting 
device 207 by means of the illumination position changing 
device 213. The illumination position changing device 213 
may be implemented by a motor, or the like. The light emit 
ting device 207 may be provided at a moving portion of a 
robot. FIG. 36 is a system diagram showing the shooting, 
conditions for the area division of the present embodiment. In 
FIG. 36, like elements to those of FIG.35 are denoted by like 
reference numerals to those of FIG. 35, and will not be 
described in detail below. 
0230. In step S102, the polarization image capturing sec 
tion 103 receives light, by means of an image sensor, from the 
object through the patterned polarizer 201, as described 
above, thus obtaining a third polarization image, which is an 
image including polarization information. This is achieved by 
the control section 120 synchronizing the illumination unit 
121 and the polarization information obtaining section 122 
with each other. 
0231. In step S103, the polarization information obtaining 
section 104 generates polarization information, which is 
information regarding the received polarized light, by using 
the correspondence with the brightness of the light having 
passed through the three-way or more polarizer, for each of 
unit pixels of the captured third polarization image, as 
described above. 
0232. In step S302, the illumination position changing 
section 112 controls the illumination section 101 so that light 
is emitted from the light emitting device 207-2 that is at a 
position different from that of step S301, so that the illumi 
nation section 101 emits light onto the object from a position 
different from that of step S301. This can be achieved, as 
described above, by forming the illumination section 101 
from a plurality of light emitting devices 207 and 207-2, or by 
moving the light emitting device 207, so as to vary the light 
Source position. 
0233. In step S105, the polarization image capturing sec 
tion 103 receives light, by means of an image sensor, from the 
object through the patterned polarizer 201, as described 
above, thus again capturing a fourth polarization image, 
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which is an image including polarization information. This is 
achieved by the control section 120 synchronizing the illumi 
nation unit 121 and the polarization information obtaining 
section 122 with each other. As compared with the third 
polarization image, the fourth polarization image is an image 
of the same object, but only with a different polarization state 
of the emitted light. 
0234. In step S106, as described above, the polarization 
information obtaining section 104 generates polarization 
information, which is information regarding the received 
polarized light, by using the correspondence with the bright 
ness of the light having passed through the three-way or more 
polarizer, for each of unit pixels of the captured fourth polar 
ization image, as described above. 
0235. In step S107, as described above, the light source 
dependency estimation section 105 estimates the light source 
dependency by making a comparison between the polariza 
tion information obtained by the polarization information 
obtaining section from the third polarization image and the 
fourth polarization image. Herein, the light source depen 
dency is estimated by making a comparison between the 
polarization phase information, as polarization information. 
0236. In step S108, the area dividing section 106 performs 
an area division by using the polarization information gener 
ated by the polarization information obtaining section 104 
and the light source dependency information estimated by the 
light source dependency estimation section 105, as described 
above. The image division criterion of the area dividing sec 
tion 106 is similar to FIG. 16, and the flow chart showing the 
flow of the process performed by the area dividing section 106 
is also similar to FIG. 17. 

0237 FIGS. 37 to 42 show results of performing the area 
division of the present embodiment. FIG. 37 shows the polar 
ization information obtained by the polarization information 
obtaining section 104 when the position of the light emitting 
device 207 is changed by the illumination position changing 
section 112 where the object is a globe. In this figure, FIG. 
37(a) shows the degree of polarization p3 obtained from the 
third polarization image captured with the light emitting 
device 207 arranged toward the right side of the image, FIG. 
37(b) shows the polarization phase (pmax3 obtained from the 
third polarization image, FIG. 37(c) shows the degree of 
polarization p4 obtained from the fourth polarization image 
captured with the light emitting device 207-2 arranged toward 
the upper side of the camera, FIG. 37(d) shows the polariza 
tion phase (pmax4 obtained from the fourth polarization 
image, and FIG.37(e) shows the first light source dependency 
LD(p obtained from the polarization phases (pmaX3 and 
(pmax4. Note that in FIG.37(e), white represents the value of 
the first light source dependency LD(p being 1, and black 
represents the value being 0. FIG. 38 shows the images of 
FIG.37 in a schematic manner (with shading emphasized). In 
the figure, areas (A41 to E45) correspond to the areas in FIG. 
39. FIG. 39 shows views obtained by dividing each image of 
FIG. 7 into a plurality of areas based on the high/low of the 
brightness. 
0238 FIG. 40 is a schematic diagram showing the posi 
tional relationship between the light emitting devices 207 and 
207-2 and the image capture device 202 in this process. FIG. 
41 shows results of performing the area division of the present 
embodiment by using the polarization information of FIG. 
37. In this figure, FIG. 41(a) shows pixels of the third polar 
ization image where the degree of polarization p3 is greater 
than or equal to the threshold Thp in step S201. FIGS. 41(b). 
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(c) and (d) show the diffuse reflection non-polarized area, the 
specular reflection polarized area and the diffuse reflection 
polarized area, respectively, divided by the area division of 
the present embodiment. FIG. 41(e) shows the diffuse reflec 
tion area, which is obtained as the union of the diffuse reflec 
tion non-polarized area and the diffuse reflection polarized 
area. In FIG. 41, white pixels represent divided areas. With 
the conventional method of only using the degree of polar 
ization, FIG. 41(a) will be divided as a specular reflection 
area and FIG. 41(b) as a diffuse reflection area, thereby caus 
ing a significant error near the occluding edge, as described 
above. On the other hand, with the area dividing method of the 
present embodiment, the light Source dependency is used, in 
addition to the polarization information, and therefore FIG. 
41(c) is divided as a specular reflection area and FIG. 41(e) as 
a diffuse reflection area. Thus, it is possible to perform an 
accurate area division as compared with the conventional 
method. 

0239 FIG. 42 shows results where the degree of polariza 
tion p4 obtained from the fourth polarization image is used, 
instead of making a comparison using the degree of polariza 
tion p3 obtained from the third polarization image, in step 
S201. In this figure, FIG. 42(a) shows pixels of the fourth 
polarization image where the degree of polarization p4 is 
greater than or equal to the threshold Thp in step S201. FIGS. 
42(b), (c) and (d) show the diffuse reflection non-polarized 
area, the specular reflection polarized area and the diffuse 
reflection polarized area, respectively, divided by the area 
division of the present embodiment. FIG. 42(e) shows the 
diffuse reflection area, which is obtained as the union of the 
diffuse reflection non-polarized area and the diffuse reflection 
polarized area. In FIG. 42, white pixels represent divided 
areas. As with FIG. 41, no matter which input image is used, 
the area dividing method of the present embodiment, which 
uses the light Source dependency in addition to the polariza 
tion information, is capable of performing an accurate area 
division as compared with the conventional method. How 
ever, data are disturbed in the background area. In FIGS. 41 
and 42. As described above, this is because the brightness 
resolution was low in the background area since it was very 
dark therein. Therefore, the reliability of the polarization 
information is decreased, and the data is disturbed. By 
increasing the brightness of the background area by elongat 
ing the exposure time, it is possible to obtain polarization 
information of a Sufficient precision even in the background 
area. The background area may be masked so that it is 
excluded from the area dividing process. The area division 
has also failed for the shaded area. As described above, this is 
because the area dividing method of the present embodiment 
does not take shading into consideration. 
0240. The area dividing section 106 may perform an area 
division taking shaded areas into consideration. In Such a 
case, it is preferred that the brightness information of the 
image is used, in addition to the polarization information and 
the light source dependency information. FIG. 43 shows an 
image division criterion for the area dividing section 106 in 
this process. FIG. 44 is a flow chart showing the flow of the 
process performed by the area dividing section 106 of the 
present embodiment which performs an area division includ 
ing shaded areas. In FIG. 44, like steps to those of FIG. 17 are 
denoted by like reference numerals to those of FIG. 17 and 
will not be described in detail below. This process will now be 
described in detail. 
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0241 First, in order to estimate whether the pixel is a 
shaded area, the area dividing section 106 compares the set 
threshold and the luminance value with each other so as to 
determine whether the luminance value is less than or equal to 
the threshold (step S401). As described above, this utilizes the 
fact that the luminance value is low in a shaded area, and 
estimates, as a shaded area, a pixel whose luminance value is 
less than or equal to the threshold. Such a threshold for 
estimating the shaded area may be determined experimen 
tally, and may be set to 256, for example, for a 16-bit mono 
chrome image. The luminance value for detecting the shaded 
area may be the polarization maximum luminance value Imax 
or the polarization minimum luminance value Imin obtained 
by the polarization information obtaining section 104, or the 
average value or the weighted average value (e.g., Imax+ 
2-Imin) between the polarization maximum luminance value 
Imax and the polarization minimum luminance value Imin. 
Particularly, it is very effective to use the polarization mini 
mum luminance value Imin, because the influence of the 
specular reflection component, where the possibility of over 
exposure is high and the luminance values will be very high, 
can be made Small. Imax+Imin, which is the average value, is 
an image equivalent to an image captured under a non-polar 
ized light source where no polarizer is provided. Therefore, 
by performing an image process by using the average value, it 
is possible to perform a process similar to normal, processes 
where polarized light is not used. 
0242. If the luminance value of the pixel is less than or 
equal to the threshold (Yes in step S401), it is determined that 
the pixel is a shaded area (step S402), and the process is 
ended. On the other hand, if the luminance value of the pixel 
is greater than or equal to the threshold (No in step S401), it 
is determined that the pixel is not a shaded area, and the 
process proceeds to step S201 of FIG. 17, thus performing an 
area dividing process described above. 
0243 The shaded area may be further divided into an 
attached shadow area and a cast shadow area by using the 
polarization information. This process will now be described 
in detail. 

0244 First, an attached shadow and a cast shadow will be 
described. FIG. 45 is a schematic diagram illustrating the 
classification of shading into an attached shadow and a cast 
shadow. Here, the object 604 placed on a plane 605 is illumi 
nated by a light source 602. In this figure, reference numerals 
606 and 607 each denote a shading. The reference numeral 
606 is an attached shadow produced because the normal of the 
object 604 is not facing toward the light source 602. The 
reference numeral 607 is a cast shadow produced on 605 
because the light is blocked by the object 604, which is a 
light-blocking object. 
0245 Next, the difference in polarization characteristics 
between an attached shadow and a cast shadow will be 
described. First, it is assumed that images are captured in an 
image-capturing scene that satisfies Condition 3 below, 
which holds in almost any image-capturing scene on the 
ground. 
0246 Condition 3: “in an image-capturing scene where 
the object is present, there exists an object having a large 
Surface near the object, with a light source present in the 
opposite direction from the large Surface with respect to the 
object” 
0247 This holds in Such an image-capturing scene as fol 
lows, for example. 
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0248 1. In an indoor scene, a ball, being the object, is 
placed on a desk. The ball is illuminated by a fluorescent light 
installed on the ceiling. 
0249 2. In an indoor scene, a person, being the object, is 
sitting on a chair placed on the floor Surface. The person is 
illuminated by Sunlight coming in through a window. 
0250) 3. In an outdoor scene, an automobile, being the 
object, is running on a road. The object is illuminated by 
Sunlight. 
0251 Since a wall or a building also has a large surface, 

this condition holds in almost any image-capturing scene on 
the ground. 
0252 First, consider an attached shadow, for cases where 
Condition 3 holds. As shown in FIG. 45, an attached shadow 
is a shading produced because the normal of the object is 
facing in the opposite direction to the light source. Herein, it 
is believed from Condition 3 that multiple reflection light is 
incident on the attached shadow from various directions, in 
view of the fact that there is a large surface in the opposite 
direction to the light source and the fact that there are actually 
many rays of diffracted light (multiple reflection light) in the 
shaded area. That is, it is believed that there exists multiple 
reflection light, which is to be regular reflection, for the cam 
era and the normal of the pixel having an attached shadow. 
FIG. 46 is a schematic diagram showing this. This figure 
shows the image capture device 601 including therein the area 
dividing device of the present embodiment. 
0253. It is known that the reflection characteristic of an 
object Surface is represented as the Sum of the specular reflec 
tion component, which is a gloss, and the diffuse reflection 
component, which is a mat reflection component, as 
described above. While the diffuse reflection component is 
observed irrespective of the direction of the light source illu 
minating the object, the specular reflection component is a 
component that is strongly dependent on direction and is 
observed only when the light source is present generally in the 
regular reflection direction with respect to the normal direc 
tion and the viewing direction of the object. This holds also 
for the polarization characteristic. 
0254. It is known that where the object is an object that 
causes specular reflection, which is a gloss, if light is coming 
from every direction, the object is strongly influenced by the 
specular reflection, which is a regular reflection component 
(for a transparent object, see, for example, Megumi Saito, 
Yoichi Sato, Katsushi Ikeuchi, Hiroshi Kashiwagi, “Mea 
surement of Surface Orientations of Transparent Objects 
Using Polarization in Highlight'. Trans. of IEICE, D-II, Vol. 
J82-D-II, No. 9, pp. 1383-1390, 1999). Thus, an attached 
shadow has a polarization characteristic of specular reflec 
tion. 

0255. From FIGS. 72 and 73 above, showing the degrees 
of polarization of the specular reflection component and the 
diffuse reflection component, it can be seen that if light is 
coming from every direction, the degree of polarization of the 
specular reflection component is higher than that of the dif 
fuse reflection component. From this, it is speculated that the 
specular reflection component will be dominant also for the 
polarization characteristic. 
0256 Excluding an occluding edge, and the like, where 
the emittance angle is close to 90°, the degree of polarization 
of the specular reflection component is higher than that of the 
diffuse reflection component, as can be seen from FIGS. 72 
and 73. Therefore, an attached shadow, which exhibits the 
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reflection characteristic of the specular reflection component, 
has a relatively high degree of polarization. 
0257 Next, consider a cast shadow. As shown in FIG. 45, 
a cast shadow is a shading produced as light is blocked by 
Some light-blocking object. In view of Condition 3, a cast 
shadow is likely to occur on a surface that has a normal 
direction close to that of the large surface. Therefore, multiple 
reflection light is incident only from limited directions, as 
compared with an attached shadow. From this, it is believed 
that it is unlikely that a light Source exists in the regular 
reflection direction. FIG. 47 is a schematic diagram showing 
this. 
(0258 Moreover, as shown in FIG. 73, the degree of polar 
ization of the diffuse reflection component is relatively low. 
From this, it can be seen that a cast shadow has a relatively 
Small polarization component. In a shaded area, the bright 
ness itself is small, and it is therefore very difficult to estimate 
the Small polarization component. Thus, a cast shadow has a 
very large polarization estimation error. 
0259. In summary, the polarization characteristics of 
shaded areas are classified as follows. 
0260 Attached shadow 
0261 High degree of polarization, low polarization esti 
mation error. 
0262 Exhibits specular reflection characteristic in many 
CaSCS. 

0263 Cast shadow 
0264. Low degree of polarization, large polarization esti 
mation error. 
0265 Exhibits diffuse reflection characteristic in many 
CaSCS. 

0266 By using this classification criterion, shadings are 
divided into the attached shadow and the cast shadow. 
0267 FIG. 48 shows an image division criterion for the 
area dividing section 106 in this process. FIG. 49 is a flow 
chart showing the flow of the process performed by the area 
dividing section 106 of the present embodiment which per 
forms an area division including the attached shadow and the 
cast shadow. In FIG. 49, like steps to those of FIG. 44 are 
denoted by like reference numerals to those of FIG. 44 and 
will not be described in detail below. This process will now be 
described in detail. 
0268 First, in order to estimate whether the pixel is a 
shaded area, the area dividing section 106 compares the set 
threshold and the luminance value with each other so as to 
determine whether the luminance value is less than or equal to 
the threshold (step S401). As described above, this utilizes the 
fact that the luminance value is low in a shaded area, and 
estimates, as a shaded area, a pixel whose luminance value is 
less than or equal to the threshold. If the luminance value of 
the pixel is greater than the threshold, it is determined that the 
pixel is not a shaded area (No in step S401), and the process 
proceeds to step S201 of FIG. 17, thus performing an area 
dividing process described above. On the other hand, if the 
luminance value of the pixel is less than or equal to the 
threshold, it is determined that the pixel is a shaded area (Yes 
in step S401), and it is determined whether the polarization 
estimation error E obtained by the polarization information 
obtaining section 104 is greater than the threshold Th. Err 
(step S403). If the polarization estimation error E is less than 
or equal to the threshold Th. Err (No in step S403), it is 
determined that the pixel is an attached shadow (step S404), 
and the process is ended. On the other hand, if the polarization 
estimation error E is greater than the threshold Th. Err (Yes in 
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step S403), it is determined that the pixel is a cast shadow 
(step S405), and the process is ended. 
0269. The threshold Th. Err for this process may be deter 
mined with reference to the luminance value of the captured 
image, the amplitude component A of Expression 1, or the 
bias component C. For example, the threshold Th. Err may be 
determined as follows when it is determined with reference to 
the amplitude component A. 

Exp. 14 

Th Err=(Th E)’-(2A)’.N Expression 14 
0270. This expression indicates how much the polariza 
tion estimation error Ediffers from the amplitude component 
A. Herein, Th E is an arbitrary positive constant, which may 
be determined experimentally, and may be set to 0.3, for 
example. N is the number of samples described above. 
0271 The criterion for dividing shadings into the attached 
shadow and the cast shadow is not limited to polarization 
estimation error information, but may also be degree-of-po 
larization information, for example. This process will now be 
described in detail. 
0272 FIG. 50 shows an image division criterion for the 
area dividing section 106 in this process. FIG. 51 is a flow 
chart showing the flow of the process performed by the area 
dividing section 106 of the present embodiment which per 
forms an area division including shaded areas. In FIG.51, like 
steps to those of FIG. 49 are denoted by like reference numer 
als to those of FIG. 49 and will not be described in detail 
below. This process will now be described in detail. 
0273. In order to estimate whether the pixel is a shaded 
area, as described above, the area dividing section 106 com 
pares the set threshold and the luminance value with each 
other so as to determine whether the luminance value is less 
than or equal to the threshold (step S401). If the brightness is 
above the threshold (No in step S401), the process proceeds to 
step S201 of FIG. 17, thus performing an area dividing pro 
cess described above. On the other hand, if the brightness is 
less than or equal to the threshold (Yes in step S401), it is 
determined that the pixel is a shaded area, and it is determined 
whether the degree of polarization p obtained by the polar 
ization information obtaining section 104 is greater than the 
threshold Thp3 (step S406). If the degree of polarization p is 
greater than or equal to the threshold Thp3 (No in step S406), 
it is determined that the pixel is an attached shadow (step 
S404), and the process is ended. On the other hand, if the 
polarization estimation error E is smaller than the threshold 
Thp3 (Yes in step S406), it is determined that the pixel is a 
cast shadow (step S405), and the process is ended. 
0274) In this process, the threshold Thp3 of the degree of 
polarization in step S406 may be set to be equal to the thresh 
old Thp of step S203. Step S203 and step S406 may use 
different thresholds, instead of using the same threshold Thp. 
In Such a case, since it can be assumed that the brightness 
resolution in a shaded area is smaller than the polarized com 
ponent, the value of Thp3 is preferably set to be smaller than 
Thp. 
0275. As described above, by using the area dividing 
method of the present invention, it is possible to perform an 
area division using the polarization information and the light 
Source dependency. Such an area division is capable of a 
division between the specular reflection component and the 
diffuse reflection component taking into consideration the 
polarized light of the diffuse reflection component. It is also 
possible to perform an area division using the brightness 
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information, in addition to the polarization information and 
the light source dependency. Such an area division is capable 
of a division between the specular reflection area and the 
diffuse reflection area taking into consideration of a shaded 
area, and even a division between the attached shadow and the 
cast shadow. 

Third Embodiment 

(0276 FIG. 52 shows a block diagram of an area dividing 
system of the present embodiment. In FIG. 52, like elements 
to those of FIG. 1 are denoted by like reference numerals to 
those of FIG. 1, and will not be described in detail below. 
0277. A difference from the first embodiment is that an 
illumination device 108 and an area dividing device 109 are 
separated from each other, and the area dividing device 109 
includes a captured image determination section 107. FIG.53 
is a flow chart showing the flow of a process of an area 
dividing method of the present embodiment. In FIG. 53, like 
steps to those of FIG.2 are denoted by like reference numerals 
to those of FIG. 2 and will not be described in detail below. 
Moreover, FIG. 54 shows an exemplary configuration of a 
camera including therein the area dividing device of the 
present embodiment, and an illumination device. In FIG. 54, 
like elements to those of FIG.3 are denoted by like reference 
numerals to those of FIG.3, and will not be described in detail 
below. 
0278. The area dividing system of the present embodiment 

is an area dividing system, including the illumination device 
108 and the area dividing device 109, for capturing an image 
of an object and thereby performing an optical area division 
of the surface of the object, wherein the illumination device 
108 includes the illumination section 101 for emitting lin 
early-polarized light onto the object, and the illumination 
control section 102 for changing the polarization state of the 
linearly-polarized light of the illumination section 101, 
thereby emitting polarized light of different main axis direc 
tions onto the object over time. The area dividing device 109 
includes: the polarization image capturing section 103 for 
receiving light having passed through a three-way or more 
polarizer having different polarization main axis angles to 
thereby obtain polarization image of the object; the captured 
image determination section 107 for comparing a polariza 
tion image captured in the past by the polarization image 
capturing section 103 with a currently-captured polarization 
image to thereby determine whether the captured polarization 
States have changed sufficiently; the polarization information 
obtaining section 104 for generating, from the obtained polar 
ization image, polarization information, which is information 
regarding the received polarized light, by using the corre 
spondence with the brightness of the light having passed 
through the three-way or more polarizer, for each of unit 
pixels of the polarization image; the light source dependency 
estimation section 105 for estimating light source depen 
dency information by making a comparison between the 
polarization information generated by the polarization infor 
mation obtaining section 104 as the polarization state of the 
illumination section 101 is changed by the illumination con 
trol section 102; and the area dividing section 106 for per 
forming an area division by using the polarization informa 
tion generated by the polarization information obtaining 
Section 104 and the light source variation information esti 
mated by the light source dependency estimation section 105. 
(0279. Next, the area dividing device 109 of the present 
embodiment will be described in detail. 
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0280 First, in step S102, the polarization image capturing 
section 103 receives light, by means of an image sensor, from 
the object through the patterned polarizer 201, as described 
above, thus obtaining a first polarization image, which is an 
image including polarization information. 
0281. In step S103, the polarization information obtaining 
section 104 generates the polarization information, which is 
information regarding the received polarized light, by using 
the correspondence with the brightness of the light having 
passed through the three-way or more polarizer, for each of 
unit pixels of the captured first polarization image, as 
described above. 
0282. In step S105, the polarization image capturing sec 
tion 103 receives light, by means of an image sensor, from the 
object through the patterned polarizer 201, as described 
above, thus again capturing a second polarization image, 
which is an image including polarization information. 
0283. In step S501, the captured image determination sec 
tion 107 makes a comparison between the first polarization 
image and the second polarization image to determine 
whether the captured polarization states have changed suffi 
ciently. This can be done by making a comparison between 
the luminance values of the captured polarization images. 
Specifically, a difference image between the captured second 
polarization image and the captured first polarization image 
may be produced, and it may be determined that the captured 
polarization states have changed sufficiently if the maximum 
value of the difference value is greater than or equal to a 
threshold. The threshold for this process may be determined 
experimentally, and may be set to 1000, for example, for a 
16-bit monochrome image. 
0284 With the area dividing method of the present 
embodiment, the illumination device 108 and the area divid 
ing device 109 are provided separately, and the illumination 
device 108 is not synchronized with the area dividing device 
109. Therefore, the area dividing device 109 determines 
whether the polarization states of the captured images have 
changed by means of the area determination section 107. 
0285 If the captured image determination section 107 
determines that the polarization states have changed Suffi 
ciently (Yes in step S501), in step S106, the polarization 
information obtaining section 104 generates polarization 
information, which is information regarding the received 
polarized light, by using the correspondence with the bright 
ness of the light having passed through the three-way or more 
polarizer, for each of unit pixels of the captured second polar 
ization image, as described above. On the other hand, if the 
captured image determination section 107 determines that the 
polarization states have not changed Sufficiently (No in step 
S501), the area dividing device 109 again obtains a second 
polarization image, which is an image including polarization 
information, as described above. The process after step S106 
is similar to that of the first embodiment, and will not be 
further described below. 

0286 Polarization information may be obtained, instead 
polarization images, in order to determine whether the cap 
tured polarization states have changed Sufficiently. In Such a 
case, the difference between second polarization information 
and first polarization information may be produced, and it 
may be determined that the captured polarization states have 
changed sufficiently if the maximum value of the difference is 
greater than or equal to a threshold. The threshold for this 
process may be determined experimentally, and the threshold 
may be set to 90 degrees where the difference in polarization 
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phase is calculated as the polarization information, and to 0.1 
where the difference in the degree of polarization is calcu 
lated as the polarization information. 
(0287 FIG. 55 is a flow chart showing the flow of the 
process of an area dividing method of the present embodi 
ment. In FIG.55, like steps to those of FIG.53 are denoted by 
like reference numerals to those of FIG. 53 and will not be 
described in detail below. 
0288 With the area dividing system of the present 
embodiment, it is possible to realize the area dividing device 
109 of an even smaller size by separating the illumination 
device 108 and the area dividing device 109 from each other. 
0289. The illumination device 108 and the area dividing 
device 109 may be synchronized with each other, wherein the 
area dividing device 109 captures images based on the Syn 
chronization signals from the illumination device 108. This 
process will be described. 
0290 FIG. 56 shows a block diagram of an image process 
ing system of the present embodiment. In FIG. 56, like ele 
ments to those of FIG. 52 are denoted by like reference 
numerals to those of FIG. 52, and will not be described in 
detail below. A difference from the configuration shown in 
FIG. 52 is that the illumination device 108 and the area 
dividing device 109 both include communication sections 
110 and 111, and the captured image determination section 
107 is absent in the area dividing device 109. FIG.57 is a flow 
chart showing the flow of a process of the area dividing 
method of the present embodiment. In FIG. 57, like steps to 
those of FIG. 2 are denoted by like reference numerals to 
those of FIG. 2 and will not be described in detail below. 
Moreover, FIG. 58 shows an exemplary configuration of a 
camera including therein the area dividing device of the 
present embodiment, and an illumination device. In FIG. 58, 
like elements to those of FIG. 54 are denoted by like reference 
numerals to those of FIG. 54, and will not be described in 
detail below. 

0291. As described above, the illumination section 101 
emits polarized light which is polarized in a main axis direc 
tion specified by the illumination control section 102, in step 
S101. Then, the illumination device 108 transmits, by means 
of a communication device 209, a signal indicating a light 
emission to the area dividing device 109 (step S502). When 
the area dividing device 109 receives the signal indicating a 
light emission at a communication device 210 (step S503), 
the polarization image capturing section 103 receives light, 
by means of an image sensor, from the object through the 
patterned polarizer 201, as described above, thus obtaining a 
first polarization image, which is an image including polar 
ization information (step S102). Then, the patterned polarizer 
has three or more polarization main axis angles, as described 
above. The polarization information obtaining section 104 
generates polarization information, which is information 
regarding the received polarized light as described above 
(step S103), and the area dividing device 109 transmits, by 
means of the communication device 210, a signal indicating 
the completion of image-capturing of the first polarization 
image to the illumination device 108 (step S504). As the 
illumination device 108 receives the signal indicating the 
completion of image-capturing at the communication device 
209 (step S505), the illumination control section 102 controls 
the illumination section 101 so that polarized light in a polar 
ization state that is different from that when obtaining the first 
polarization image is emitted onto the object, as described 
above. Then, the illumination section 101 again emits polar 
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ized light which is polarized in a main axis direction specified 
by the illumination control section 102 onto the object (step 
S104). Thereafter, the illumination device 108 again trans 
mits, by means of the communication device 209, a signal 
indicating a light emission to the area dividing device 109 
(step S506). As the area dividing device 109 receives the 
signal indicating a light emission at the communication 
device 210 (step S507), the area dividing device 109 obtains 
the second polarization image through steps S105-S108 as 
described above, and finally performs an area division. 
0292. The illumination device 108 may include the illu 
mination position changing section 112, instead of the illu 
mination control section 102, and the position of the light 
Source may be changed as described above. In the area divid 
ing system of the present embodiment, the illumination 
device 108 and the area dividing device 109 are separated 
from each other, and the light emission and the image-cap 
turing are synchronized with each other by communications, 
thus realizing an efficient area division with the area dividing 
device 109 of an even smaller size. 

(Model-Based Image Synthesis Using Area Division) 
0293. The area division of the present invention is particu 
larly effective for a model-based image synthesis process 
used in digital archives, etc. The model-based image synthe 
sis is important as a method for interactively presenting cap 
tured image data since it is possible to arbitrarily vary the light 
source direction or the viewing direction of the captured 
image. It is very effective also for giving realism. Therefore, 
the model-based image synthesis process can be used in 
applications such as Virtual museums or AR (Augmented 
Reality). Originally, Such a model-based image synthesis 
divides a captured image into the specular reflection compo 
nent and the diffuse reflection component, and uses a different 
model for each component. However, as described above, the 
separation between the specular reflection component and the 
diffuse reflection component is insufficient, and the image 
quality therefore deteriorates. The cause of this problem is as 
follows. Since the parameter estimation in each model uses 
the specular reflection component and the diffuse reflection 
component, which are different from actual components, the 
process will estimate parameters that are different from actual 
parameters. If an image is synthesized by using parameters 
different from the actual parameters, there will be a signifi 
cant error in the output image when a viewpoint-converted 
image or a light Source-varied image is generated, as 
described above. 
0294 By using the area dividing method of the present 
invention, it is possible to realize a model-based image Syn 
thesis with little image deterioration. This method will be 
described. 
0295 First, the concept of this process will be described. 
The image synthesis process of the present invention includes 
a parameter estimation device 300, and an image synthesis 
apparatus 301. The following five input information are used. 
0296 Diffuse reflection image of object 
0297 Specular reflection image of object 
0298 3-dimensional shape information of object 
0299 Light source position/color/illuminance 
0300 Viewpoint/light source information in synthesized 
image 
(Embodiment of Parameter Estimation Device and Image 
Synthesis Apparatus) 
0301 FIG. 59 is a block diagram showing a configuration 
of the parameter estimation device 300 and the image synthe 
sis apparatus 301 according to one embodiment of the present 
invention. 
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(0302) The parameter estimation device 300 of FIG. 59 
includes: an image capturing section 302 for capturing an 
image by using an image capture device; an area dividing 
section 303 for dividing an image into a specular reflection 
area and a diffuse reflection area by the area dividing method 
described above; a light source information estimating sec 
tion 304 for estimating light source information, such as the 
direction, the position, the brightness, the color or the spec 
trum information, of the light source illuminating the object; 
a shape information obtaining section 305 for obtaining, as 
shape information, the normal information of the Surface of 
the object or the 3-dimensional position information thereof; 
a parameterestimation section 306 forestimating a reflection 
model parameter by modeling the light source information 
estimated by the light source information estimating section 
for each area divided by the area dividing section 303 and the 
shape information obtained by the shape information obtain 
ing section, from the captured image of the object; and a 
parameter DB (database) 307 for storing the reflection param 
eter estimated by the parameter estimation section 306. 
0303 Moreover, the image synthesis apparatus 301 
includes a viewpoint/light Source information obtaining sec 
tion 308 for obtaining the viewpoint or light source informa 
tion of the image to be synthesized, and a rendering section 
309 for synthesizing an image according to the viewpoint or 
light source information obtained by the viewpoint/light 
source information obtaining section 308 by using the model 
parameter information stored in the parameter DB307. 
(0304 First, referring to FIGS. 60 and 61, the flow of the 
process of the parameter estimation method of the present 
embodiment will be described. FIGS. 60 and 61 are flow 
charts showing the flows of the processes of the parameter 
estimation method and the image synthesis method according 
to the image synthesis method of the present embodiment. 
0305. In step S601 of FIG. 60, the image capturing section 
302 captures an image of the object by the polarization image 
capturing section 103 and the polarization information 
obtaining section 104 described above to thereby obtain the 
weighted average value Imax+2-Imin between the polariza 
tion maximum luminance value Imax and the polarization 
minimum luminance value Imin. In step S602, the area divid 
ing section 303 divides the image captured by the image 
capturing section 302 into a diffuse reflection area and a 
specular reflection area by the area dividing method described 
above. 

0306 In step S603, the light source information estimat 
ing section 304 obtains, as the light source information, the 
direction of the light source, as well as the color information 
and the illuminance information thereof. In step S604, the 
shape information obtaining section 305 obtains the surface 
normal information or the 3-dimensional position informa 
tion of the object, which is the shape information of the 
object. 
(0307. In step S605, the parameter estimation section 306 
estimates the reflection parameter of each of the diffuse 
reflection image and the specular reflection image, which 
have been divided by the area dividing section 303, by using 
the light source information estimated by the light Source 
information estimating section and the shape information 
obtained by the shape information obtaining section. In step 
S606, the parameter DB307 stores, as model parameters, the 
reflection parameter for the diffuse reflection component and 
the reflection parameter for the specular reflection component 
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obtained by the parameter estimation section 306, and the 
shape information obtained by the shape information obtain 
ing section 305. 
0308 Next, referring to FIG. 61, the flow of the process of 
the image synthesis estimation method will be described. 
0309 First, in step S607, the rendering section 309 calls 
the model parameter information stored in the parameter DB 
307. In step S608, the viewpoint/light source information 
obtaining section 308 obtains the viewpoint or the light 
Source direction of the image to be synthesized, and also the 
color information or the illuminance information thereof. In 
step S609, the rendering section 309 synthesizes an image 
according to the viewpoint and the light source information 
obtained by the viewpoint/light source information obtaining 
section 308 by using the model parameter information stored 
in the parameter DB307. 
0310 FIG. 62 shows an exemplary configuration of a cam 
era including therein an image synthesis apparatus of the 
present embodiment. 
0311. It is assumed that the area dividing section 303, the 
light Source information estimating section 304, the shape 
information obtaining section 305, the parameter estimation 
section 306 and the rendering section 309 shown in FIG. 59 
are implemented by the CPU 204 of FIG. 61 executing a 
program. Note however that some or all of these functions 
may be implemented by hardware. 
0312 The viewpoint/light source information obtaining 
section 308 of FIG. 59 is carried out by an user interface 
section 212 of FIG. 61. The memory 203 stores, as model 
parameters, the polarization image captured by the image 
capturing section 302, the specular reflection component and 
the diffuse reflection component image obtained by the area 
dividing section 303, the light source information estimated 
by the light source information estimating section, the shape 
information obtained by the shape information obtaining sec 
tion 305, the reflection parameter information estimated by 
the parameterestimation section 306, and the viewpoint/light 
source information obtained by viewpoint/light source infor 
mation obtaining section. 
0313 Each of the processes will now be described. 
0314 First, the parameter estimation device 300 of FIG. 
59 will be described. 
0315. The image capturing section 302 captures an image 
of the object by using an image capture device Such as a CCD 
or a CMOS. It is preferred that an image thus captured is 
recorded with a sufficient brightness resolution so that the 
specular reflection component where the brightness is very 
high and the diffuse reflection component are not saturated at 
the same time. Therefore, it is preferred to use an image 
capture device capable of shooting with a wide dynamic 
range. Such as a cooled CCD camera or multiple exposure 
shooting. Such an image capturing section may use the 
weighted average value Imax+2-Imin between the polariza 
tion maximum luminance value Imax and the polarization 
minimum luminance value Imin obtained by the polarization 
information obtaining section 104 described above. Particu 
larly, Imax+2-Imin, which is a weighted average value, is an 
image equivalent to an image captured under a linearly-po 
larized light source where no polarizer is provided. Therefore, 
by performing an image process by using the weighted aver 
age value, it is possible to perform a process similar to normal 
processes where polarized light is not used. 
0316. The area dividing section 303 of FIG. 59 divides an 
image captured by the image capturing section 302 into a 
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diffuse reflection area and a specular reflection area by the 
area dividing method described above. 
0317. The light source information estimating section 304 
obtains, as the light Source information, the direction of the 
light source, as well as the color information and the illumi 
nance information thereof. For example, a mirror Surface of a 
known shape for estimating the light source information may 
be provided near the object, and it may be estimated from the 
image of the mirror Surface captured by the image capturing 
section 302 (for example, Masayuki Kanbara and Naokazu 
Yokoya, “Geometric and Photometric Registration for 
Vision-based Augmented Reality”, IEICE Technical Report, 
PRMU2002-190, pp. 7-12, 2003). This process will now be 
described in detail. 

0318. The process of the light source information estimat 
ing section 304 is performed by using a sphere 401, which can 
be regarded as a mirror surface shown in FIG. 63. The mir 
rored ball 401 is provided near the object, with a known 
position and a known normal direction. The image capturing 
section 302 captures an image of the mirrored ball 401. The 
image-capturing environment is reflected as a glare on the 
mirrored ball 401. The position of the glare reflection is such 
a position that the viewing direction and the direction toward 
the object being reflected are in a regular reflection relation 
ship with respect to the normal direction on the mirrored ball. 
Therefore, if the position of the mirrored ball and the normal 
direction thereofare known, the direction of the object being 
reflected can be detected from the image of the reflection on 
the mirror surface. Taking into consideration the fact that the 
light source has a high luminance value, it is possible to obtain 
the direction of the light source by detecting high-brightness 
pixels from the captured image of the mirrored ball. More 
over, if the reflectance of the mirror surface is known, it is also 
possible to obtain light source illuminance information Such 
as the color information or luminance of the light source. 
0319. The light source position information may be 
obtained, as the light source information, in addition to or 
instead of the direction of the light source. This may be done 
by using stereo image process techniques known in the field 
of image processing, wherein two Such mirrored balls as 
described above are used, or a plurality of images captured 
while changing the position of the image capture device are 
used, for example. 
0320 Instead of always capturing the image of such a 
mirrored ball, light source information obtained through 
image-capturing previously may be used. This is advanta 
geous in cases where the light source environment does not 
change, as with an indoor Surveillance camera. In such a case, 
an image of a mirrored ball may be captured upon installment 
of the camera, to obtain the light Source information. 
0321. The light source information estimating section 304 
may estimate the light source direction by using the object, 
instead of using a reference object such as the sphere 401 
which can be regarded as a mirror surface. This method will 
be described. First, in an area where an image of the object is 
captured, a pixel with the highest luminance value is selected. 
As will be described later, the normal direction of the pixel 
with the highest luminance value is known since the shape 
information obtaining section 305 has estimated the surface 
normal information, which is the shape information of the 
object. Assuming that the light source in the regular reflection 
direction is reflected as a glare in the pixel with the highest 
luminance value, the direction of the light source can be 
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obtained from the normal direction, as with the method using 
a reference object described above. 
0322. By providing the image capture device 601 with an 
illuminometer 211, the incident illuminance may be mea 
Sured as light source information. The method for using the 
incident illuminance information will be described later. 
0323. The shape information obtaining section 305 
obtains the surface normal information or the 3-dimensional 
position information of the object, which is the shape infor 
mation of the object. Means for obtaining the shape informa 
tion of the object may be any existing method Such as, for 
example, a slit-ray projection method, a patterned light pro 
jection method, or a laser radar method. 
0324. The obtainment of the shape information is not lim 
ited to these methods. For example, it may use a stereo vision 
using a plurality of cameras, a motion stereo method using the 
movement of the camera, a photometric stereo method using 
an image captured while changing the position of the light 
Source, a method for measuring the distance from the object 
by using millimeter waves or ultrasonic waves, and also a 
method using polarization characteristics of the reflected 
light (e.g., U.S. Pat. No. 5,028,138 or Daisuke Miyazaki, 
Katsushi Ikeuchi. “A Method to Estimate Surface Shape of 
Transparent Objects by Using Polarization Raytracing 
Method”. Trans. of IEICE, Vol. J88-D-II, No. 8, pp. 1432 
1439, 2005). Herein; a photometric stereo method and a 
method using polarization characteristics will be described. 
0325 The photometric stereo method is a method for esti 
mating the normal direction and the reflectance of the object 
by using three or more images of different light Source direc 
tions. For example, “H. Hayakawa, “Photometric Stereo 
under a light source with arbitrary motion”, Journal of the 
Optical Society of America A, vol. 11, pp. 3079-89, 1994” is 
a method in which six or more points of an equal reflectance 
on the image are obtained as known information and used as 
a constraint So as to estimate the following parameters even 
with the light source position information being unknown. 
0326 Object information: normal direction and reflec 
tance of each point on image 
0327 Light source information: light source direction and 
illuminance at point from which object is observed 
0328 Herein, a photometric stereo method is carried out, 
which uses only the diffuse reflection image, which is sepa 
rated by the diffuse reflection/specular reflection separation 
method described above. This method results in a significant 
error for an object where there is specular reflection because 
the method originally assumes that the object reflects light 
totally in diffuse reflection. However, by using only the dif 
fuse reflection area separated, it is possible to eliminate the 
estimation error due to the presence of the specular reflection 
component. 
0329. Diffuse reflection images of different light source 
directions are represented as a brightness matrix I as follows. 

Expression 15 

id1(1) A idF(1) Exp. 15 
I = | M O M 

id 1(P) A idF(P) 

0330 Herein, it represents the luminance value of the 
diffuse reflection image of the light source direction f at a 
pixel p. The number of pixels of the image is P. and the 
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number of images captured with different light Source direc 
tions is F. Now, by the Lambertian model, the luminance 
value of the diffuse reflection image can be expressed as 
follows. 

Exp. 16 

ine (pane)(t/L) Expression 16 

0331] Herein, p. is the reflectance (albedo) of the pixelp, 
n is the normal direction vector of the pixelp, t, is the incident 
illuminance of the light source f, and L, is the direction vector 
of the light source f. 
0332 Expression 15 and Expression 16 together yield the 
following expression. 

Exp. 17 

=R.N.L.TESM Expression 17 

0333 where 

Expression 18 

Ol O Exp. 18 
R= O 

O OP 

it 1 fly it 1z Exp. 19 

N = n. A np = M M M 
tip, it Py fiP. 

ll. A lF Exp. 20 
L = L. A LF = |ly. A lyF 

l. A l-F 

i O Exp. 21 
T = O 

O iF 

Six Sly S1z Exp. 22 

S = s. A spl = M M M = R. N 
SP Spy Sp 

my. A myF Exp. 23 

M = M A M = | nyl. A myF = L.T 
n- A n-F 

0334. Herein, R is called the surface reflection matrix, N 
the Surface normal matrix, L the light Source direction matrix, 
T the light Source intensity matrix, S the Surface matrix, and 
M the light source matrix. 
0335 Using a singular value decomposition, Expression 
17 can be developed as follows. 

Expression 19 

I = U.S. W Exp. 24 
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-continued 
U = U' U" Exp. 25 

XE O 
X = 

() ) 

W 
W = 

y 

U. U = V. V = V. V = E Exp. 26 

0336 E is the unit matrix. U is a Px3 matrix, U" is a 
Px(F-3) matrix, X" is a 3x3 matrix, X" is an (F-3)x(F-3) 
matrix, V is a 3xF matrix, and V" is an (F-3)xF matrix. It can 
be assumed that U" and V" are orthogonal bases of signal 
components U" and V', respectively, i.e., noise components. 
By using the singular value decomposition, Expression 19 
can be rearranged as follows. 

Exp. 27 

f=U'X'. 7-SM Expression 20 

Exp. 28 

0337 That is, although the shape information and the light 
Source information can be obtained simultaneously by solv 
ing Expression 20, the variability of the 3x3 matrix A below 
remains. 

Exp. 29 

S=SA Expression 21 

Exp. 30 

M=AM Expression 22 

0338 Herein, A is any 3x3 matrix. It is necessary to obtain 
the matrix A in order to obtain the shape information and the 
light source information. This is satisfied, for example, if it is 
known that the reflectance is equal among six or more points 
on the image. For example, assuming that the reflectance is 
equal among arbitrary six points k1 to k0, 

Exp. 31 

0339 Expression 18, Expression 21 and Expression 23 
together yield the following. 

Expression 23 

Exp. 32 

0340 
Exp. 33 

Expression 24 

Moreover, assuming that 

0341 
Exp. 34 

Expression 25 

Expression 24 is as follows. 

s' B's–1 Expression 26 
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0342. Herein, from Expression 25, the matrix B is a sym 
metric matrix, and therefore the number of unknowns of the 
matrix B is 6. That is, Expression 26 can be solved if it is 
known that the reflectance is equal among six or more points 
on the image. 
0343. Once the matrix B is known, the matrix A can be 
Solved by applying a singular value decomposition to Expres 
sion 25. Moreover, the shape information and the light source 
information are obtained from Expression 21 and Expression 
22. 
0344) From the above, for an object of which six or more 
pixels sharing an equal reflectance are known, the following 
information can be obtained by obtaining three or more 
images while changing the light source direction. 
0345. Object information: normal direction vector and 
reflectance of each point on image 
0346 Light source information: light source direction 
vector and luminance from object observation point 
(0347. Note however that the reflectance of the object and 
the luminance of the light source obtained through the above 
process are relative, and in order to obtain absolute values, 
there is needed known information different from the above, 
Such as the reflectance being known for six or more points on 
the image. 
0348. As described above, with the photometric stereo 
method and the method using polarization characteristics, the 
surface normal information is obtained. On the other hand, 
with such methods as the slit-ray projection method or the 
Stereo vision, 3-dimensional position information of the 
object is obtained. The object surface normal information is 
inclination information within a minute space of the 3-dimen 
sional position information of the object, and they are both 
shape information of the object. 
0349. By the above process, the shape information obtain 
ing section 305 obtains the surface normal information and 
the 3-dimensional position information of the object, which 
are shape information of the object. 
0350. By the above process, the following information are 
obtained. 
0351. Diffuse reflection image of object 
0352 Specular reflection image of object 
0353 3-dimensional shape information of object 
0354) Light source position/illuminance 
0355 Then, the parameter estimation section 306 esti 
mates, by a different method, each of the reflection param 
eters of the diffuse reflection component and the specular 
reflection component divided by the area dividing section 
303. First, the process for the diffuse reflection component 
will be described. 
0356. The parameter estimation section 306 estimates the 
albedo of the object by using the diffuse reflection area 
divided by the area dividing section 303. Since the albedo is 
not influenced by the light source information, it is possible to 
realize a process that is robust against light source variations 
by performing a process using an albedo image. 
0357 This process will now be described. First, the reflec 
tion characteristics of an object will be described. Assuming 
a dichroic reflection model, the brightness of an object is 
expressed by the following expression as the sum of the 
diffuse reflection component and the specular reflection com 
ponent. 

Exp. 35) 

II++I. Expression 27 


















