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FAULT TOLERANT SYSTEM AND CONTROLLER,
OPERATION METHOD, AND OPERATION
PROGRAM USED IN THE FAULT TOLERANT
SYSTEM

BACKGROUND OF THE INVENTION
[0001]

[0002] The present invention relates to a fault tolerant
system and a controller, operation method, and operation
program used in the fault tolerant system and, more particu-
larly, to a management of a state that specifies a system
operation for realizing a fault tolerant function in a computer
system and a control using the state.

[0003] 2. Description of the Related Art

1. Field of the Invention

[0004] Conventionally known is a fault tolerance com-
puter system (hereinafter, referred to as “fault tolerance
system”) in which all components, such as a CPU (Central
Processing Unit), memory, PCI (Peripheral Component
Interconnect), disk, power source, and the like, that consti-
tute a computer hardware are multiplexed (for example,
duplicated or triplicated). In such a computer system, even
if a failure occurs in any of components, the system can
continue operating without interruption.

[0005] In the fault tolerant system, a multiplexed plurality
of CPUs (processors) executes the same operation at the
same timing while constantly establishing synchronization
between them (which is referred to as “lock-step synchro-
nization”). Even if a failure occurs in one of the plurality of
CPUs that execute the same operation in lock-step synchro-
nization, other CPUs continue normal operation. That is, if
any failure occurs, the fault tolerant system can continue
operating without adversely affecting the operation of soft-
ware such as an operating system or application software
executed by the CPU.

[0006] As related arts concerning such a fault tolerant
system, U.S. patent application publication No. 2002/
0152418 Al discloses an apparatus and method for execut-
ing instructions in lock-step synchronization, U.S. patent
application publication No. 2002/0152419 A1 discloses an
apparatus and method for accessing a mass storage device in
a fault-tolerant server, and U.S. Pat. No. 5,953,742 discloses
a technique of making a memory copy between a plurality
of processing sets each including a processor that operates in
lock-step synchronization to establish high-speed resynchro-
nization.

[0007] However, in the abovementioned fault tolerant
systems of the related arts, it has been difficult to adequately
perform error processing, duplication (synchronization) pro-
cessing, and resynchronization processing for realizing a
fault tolerant function in accordance with the system state
such as CPU operation state (agreement or disagreement
between operations of CPU buses), or access permission
state (agreement or disagreement between 10O accesses).

SUMMARY OF THE INVENTION

[0008] The present invention has been made in view of the
above conventional situation, and an object thereof is to
adequately perform error processing, synchronization pro-
cessing, and resynchronization processing for realizing a
fault tolerant function in accordance with the system state.

Jul. 6, 2006

[0009] To achieve the above object, according to the
present invention, there is provided a fault tolerant system
including a plurality of systems constituted by the same
computer hardware components, each of the systems com-
prising: a processor section that can operate in a lock-step
synchronous state between own system and other system; an
input/output section to be connected to the processor sec-
tion; a controller to be connected between the processor
section and input/output section; and a signal transmission
path that connects the own system and other system through
the controller, the controller comprising: state management
means for managing a plurality of system operations for
performing error processing, synchronization processing,
and resynchronization processing for fault tolerant by asso-
ciating a plurality of states corresponding to the system
operations with predetermined event signals; and control
means for selecting the plurality of system operations while
changing the plurality of states for every system based on the
event signals and allowing the processor section to perform
selected system operation.

[0010] In the present invention, the plurality of system
operations may include: an access control for controlling
access between the processor section and input/output sec-
tion in the own system; an access control for controlling
access between the processor section and input/output sec-
tion across the own and other systems; an access comparison
for comparing access from the processor section to the
input/output section across the own and other systems; an
access comparison for of comparing access on a bus within
the processor section across the own and other systems; and
a main storage copy for copying data from a main storage of
the processor section across the own and other systems.
Preferably, the main storage copy may include a partial copy
for partially copying data from the main storage of the
processor section across the own and other systems.

[0011] In the present invention, the plurality of states
include: an online-system state corresponding to a state
integrated into a system providing a service; an offline-
system state corresponding to a state separated from a
system providing a service; and a fault-system state corre-
sponding to a state separated from a system providing a
service due to error detection.

[0012] Preferably, the online-system state may include: an
online divide state corresponding to a state where the
processor sections of the own and other systems operate in
asynchronous state at power-on time; an online ready state
corresponding to a state where the processor sections of the
own and other systems operate in asynchronous state; a
pre-online synchronous state corresponding to a state where
the processor sections of the own and other systems operate
in synchronous state and data in a main storage of the
processor section is being checked; an online synchronous
state corresponding to a state where the processor sections of
the own and other systems operate in synchronous state; and
an online asynchronous state corresponding to a temporary
state where a disagreement occurs in operation on a bus in
the processor section between the own and other systems in
the online synchronous state, the offline-system state group
includes: an offline divide state corresponding to a state
where the processor sections of the own and other systems
operate in asynchronous state at power-on time and consti-
tuting a pair with the online divide state; an offline state
corresponding to a state where the processor sections of the
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own and other systems operate in asynchronous state and
constituting a pair with the online ready state; a recover
offline state corresponding to a state where copying data
from the main storage of the processor section across the
own and other systems is performed and the processor
sections of the own and other systems operate in asynchro-
nous state; and a pre-offline state corresponding to a state
being separated from the system at the time when a dis-
agreement occurs in operation on a bus in the processor
section between the own and other systems.

[0013] According to the present invention, there is pro-
vided a controller used in a fault tolerant system including
a plurality of systems constituted by the same processor
section and input/output section, the controller comprising:
state management means for managing a plurality of system
operations for performing error processing, synchronization
processing, and resynchronization processing for fault tol-
erant by associating a plurality of states corresponding to the
system operations with predetermined event signals; and
control means for selecting the plurality of system opera-
tions while changing the plurality of states for every system
based on the event signals and allowing the processor
section to perform selected system operation.

[0014] According to the present invention, there is pro-
vided an operation method used in a fault tolerant system
including a plurality of systems constituted by the same
processor section and input/output section, the operation
method comprising the steps of: managing a plurality of
system operations for performing error processing, synchro-
nization processing, and resynchronization processing for
fault tolerant by associating a plurality of states correspond-
ing to the system operations with predetermined event
signals; and selecting the plurality of system operations
while changing the plurality of states for every system based
on the event signals and allowing the processor section to
perform selected system operation.

[0015] According to the present invention, there is pro-
vided an operation program used in a fault tolerant system
including a plurality of systems constituted by the same
processor section and input/output section, the operation
program enabling a computer to execute an operation
method comprising the steps of: managing a plurality of
system operations for performing error processing, synchro-
nization processing, and resynchronization processing for
fault tolerant by associating a plurality of states correspond-
ing to the system operations with predetermined event
signals; and selecting the plurality of system operations
while changing the plurality of states for every system based
on the event signals and allowing the processor section to
perform selected system operation.

[0016] According to the present invention, it is possible to
adequately perform error processing, synchronization pro-
cessing, and resynchronization processing for realizing a
fault tolerant function in accordance with the system state.

BRIEF DESCRIPTION OF THE DRAWINGS
[0017]

[0018] FIG. 1 is a block diagram schematically showing
the entire configuration of a fault tolerant system according
to an embodiment of the present invention;

In the accompanying drawings:
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[0019] FIG. 2 is a view for explaining a state where a fault
tolerant controller performs access control between a CPU
subsystem of own system and 1O subsystem of own system
in the embodiment;

[0020] FIG. 3 is a view for explaining a state where the
fault tolerant controller performs access control between
both systems through crosslinks in the embodiment;

[0021] FIG. 4 is a view for explaining a state where the
fault tolerant controller compares an access from own CPU
subsystem to own 1O subsystem and access from other CPU
subsystem to own 1O system in the embodiment;

[0022] FIG. 5 is a view for explaining a state where a
memory controller compares accesses to CPU buses in the
embodiment;

[0023] FIG. 6 is a view for explaining a state where a
DMA/shared resource controller performs main storage
copying operation in the embodiment;

[0024] FIG. 7 is a flowchart schematically showing the
processing performed in the fault tolerant system according
to the embodiment;

[0025] FIG. 8 is a view for explaining state transition in
the fault tolerant system according to the embodiment;

[0026] FIG. 9 is a timing chart for explaining the pro-
cessing sequence at power-on time in the embodiment;

[0027] FIG. 10 is a timing chart for explaining the pro-
cessing sequence at the time when synchronization process-
ing of CPU subsystem is performed in the embodiment; and

[0028] FIG. 11 is a timing chart for explaining the pro-
cessing sequence at the time from occurrence of synchro-
nization failure caused due to a disagreement in CPU bus
operation between both systems to the time when resyn-
chronization operation is performed in the embodiment.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

[0029] A preferred embodiment of a fault tolerant system
and a controller, operation method, and operation program
used in the fault tolerant system according to the present
invention will be described below in detail with reference to
the accompanying drawings.

[0030] FIG. 1 shows a basic configuration of the fault
tolerant system according to the embodiment of the present
invention.

[0031] The fault tolerant system (also referred to as “fault
tolerant computers” or “fault tolerant servers”) shown in
FIG. 1 is a multiplexed computer system including a plu-
rality of systems constituted by the same computer hardware
configuration. Here, the fault tolerant system adopts a dupli-
cated computer system and includes two systems 100 and
100, that is, “#0 system” and “#1 system”. In the example of
FIG. 1, #0 system and #1 system independent from each
other constitute a single fault tolerant system. In the follow-
ing description, when one (for example, #0 system) of the
two systems 100 and 100 is referred to as “own system”, the
other (for example, #0 system) is as “other system”.

[0032] As shown in FIG. 1, each of the systems 100 and
100 includes a CPU subsystem 110 serving as a processor
section, 10 (Input Output) subsystem 120 serving as an
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input/output section, an FT (Fault Tolerant) controller 130 to
be connected to the CPU subsystem 110 and 1O subsystem
120 and serving as a controller constituting the main part of
a state management means and control means of the present
invention, crosslinks 140 and 140 serving as a signal trans-
mission path that connects the CPU subsystem 110 of own
system and 10 subsystem 120 of other system. In the
embodiment of the present invention, the FT controller 130
is mounted as a board controller 101 in the fault tolerant
system together with various controllers (memory controller
113, 10 controller 121, and DMA/shared resource controller
122 to be described later) in the CPU subsystem 110 and 10
subsystem 120.

[0033] The CPU subsystem 110 and 10 subsystem 120 of
own system are accessible from each other through the FT
controller 130. Further, the CPU subsystem 110 of own
system and 1O subsystem 120 of other system are accessible
from each other through the FT controller 130 of own
system, crosslink 140, and FT controller 130 of other
system.

[0034] The CPU subsystem 110 includes a CPU 111, a
memory 112 serving as a main memory of the CPU 111, and
a memory controller 113 connected between the CPU 111
and memory 112 through a CPU bus. The CPU subsystems
110 and 110 of own system and other system are connected
to each other through the memory controllers 113 and 113.

[0035] The CPU subsystems 110 and 110 of own system
and other system perform the same operation at the same
timing in lock-step synchronization. When one CPU sub-
system 110 that is providing a service is separated from the
other due to detection of hardware failure, the other CPU
subsystem 110 that performs the same operation continue
providing the service without interruption.

[0036] The IO subsystem 120 has a redundant configura-
tion between the systems 100 and 100. This redundancy is
provided by mirroring processing made through software
that is executed by the CPU 111 of the CPU subsystem 110.
In the example of FIG. 1, the IO subsystem 120 has a
plurality (two, in FIG. 1) of 1O controllers 121 and 121 for
connecting the CPU 111 and an IO device 126, and a
DMA/shared resource controller (not shown) for duplicating
the CPU subsystems 110 and 110 between own system and
other system. The DMA/shared resource controller includes:
a DMA (Direct Memory Access) controller (not shown) for
copying the contents of the main memory areas of the
memories 112 and 112; a shared memory for sharing infor-
mation between the systems 100 and 100; and a shared
resource controller having an intersystem communications
function.

[0037] An IO device 126 such as a not shown hard disk
drive (HDD) is connected to one of the two 1O controllers
121 and 121 through an IO bridge 123. A ROM 125 is
connected to the other IO controller 121 through a legacy 10
bridge 124. The 1O controllers 121 and 121 are accessible
from the CPU subsystem 110 of own system and the CPU
subsystem 110 of other system. As the IO bridge 123, an
interface bridge such as PCI (Peripheral Component Inter-
connect) bus, USB (Universal Serial bus), or IEEE (Institute
of Electrical and Electronic Engineers) 1394 can be exem-
plified. As the legacy 10 bridge 124, an interface bridge such
as PS (Personal System)/2 port or RS-232C (Recommended
Standard 232 version C) port can be exemplified.

Jul. 6, 2006

[0038] The FT controller 130 has a fault tolerant function,
that is, (1) function of connecting and disconnecting the
CPU subsystem 110 and IO subsystem 120 in own system
and across own and other systems; (2) error detection
function; and (3) function of realizing duplicating the CPU
subsystems 110 and 110 between own system and other
system. The functions of the FT controller 130 will be
described below with reference to FIGS. 2 to 6.

[0039] The FT controller 130 permits or restricts accesses
between the CPU subsystem 110 and IO subsystem 120 in
own system and across own and other systems to connect
and disconnect the CPU subsystem 110 and 10 subsystem
120 within own system and across own and other systems.
FIG. 2 shows the flow (denoted by arrows Al and A1 in the
drawing) of operation signals exchanged at the time of
access operation (including outbound access from CPU
subsystem 110 to IO subsystem 120 and inbound access
from 10 subsystem 120 to CPU subsystem 110) between the
CPU subsystem 110 and IO subsystem 120 within own
system, and FIG. 3 shows the flow (denoted by arrows A2
and A2 in the drawing) of operation signals exchanged at the
time of access operation (including outbound access and
inbound access) between the CPU subsystem 110 of own
system and 10 subsystem 120 of other system through the
crosslinks 140 and 140.

[0040] Further, the FT controller 130 has, as an error
detection function for realizing a fault tolerant function, a
comparison function (comparison circuit) of comparing
operation signals generated at the time of access operation
from the CPU subsystem 110 of own system to 1O sub-
system 120 of own system and an operation signal generated
at the time of access operation from the CPU subsystem 110
of other system to IO subsystem 120 of own system, as
shown in FIG. 4.

[0041] The comparison circuit in the FT controller 130
functionally includes a buffer (BUF) 131 connected to the
memory controller 113 of own system, a buffer (BUF) 132
connected to the memory controller 113 of other system
through the crosslink 140, and a comparison section 133
connected to the outputs of the both buffers 131 and 132.

[0042] In the comparison circuit, the comparison section
133 compares an operation signal generated at the time of
access operation from the CPU subsystem 110 of own
system and an operation signal generated at the time of
access operation from the CPU subsystem 110 of other
system. In the case where a disagreement in the operation
signals generated by both access operations occurs, the FT
controller 130 including the comparison section 133 discon-
nects one of the CPU subsystems 110 and 110 and continues
the operation of the other CPU subsystem 110. In the present
embodiment, the comparison circuit is constituted using the
buffers 131 and 132, so that even if a disconnection between
the both signals occurs, it is possible to continue the opera-
tions of the CPU subsystems 110 and 110 for a predeter-
mined period of time as far as the capacities of the buffers
131 and 132 permit without disconnecting one of the CPU
subsystems 110.

[0043] FIG. 4 shows a state where the comparison section
133 in the FT controller 130 of system #0 compares an
operation signal (denoted by arrow A3 in the drawing) to be
input to the buffer 131, which is generated by access
operation from the CPU subsystem 110 of system #0 to the
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10 subsystem 120 of system #0 and an operation signal
(denoted by arrow A4 in the drawing) to be input to the
buffer 132, which is generated by access operation from the
CPU subsystem 110 of system #1 to the 10 subsystem 120
of system #0 and outputs (denoted by arrow A5 in the
drawing) a result (agreement or disagreement) of the com-
parison.

[0044] The CPU subsystem 110 uses a DMA controller of
the DMA/shared resource controller 122 to copy all of or a
part of the contents of the main storage area of the memory
112 in the CPU subsystem 110 that is providing a service to
the main storage area of the memory 112 in the CPU
subsystem 110 that is being in a standby state and to perform
CPU reset, thereby realizing duplication of the CPU sub-
systems 110 of own system and CPU subsystem 110 of other
system.

[0045] Ifthe contents are not copied across the entire main
storage area of the memory 112, the duplication operation
between the CPU subsystems 110 and 110 cannot be guar-
anteed. However, once the duplication is started, the opera-
tion signals on CPU buses within the CPU subsystems 110
and 110, which are generated by access operations, are
compared with each other, and the access operation made to
the main storage contents in the memory 112 after occur-
rence of disagreement between the both signals is traced,
thereby obtaining different information of the main storage
contents between the memory 112 of own system and
memory 112 of other system. A use of the difference
information can reduce the amount of the main storage
contents of the memory 112 to be copied, significantly
reduce copy time, and perform, at high-speed, resynchroni-
zation operation, which is required in the case where a
disagreement between operation signals of the both CPU
buses occurs after the duplication has been established
between the both CPU subsystems 110 and 110.

[0046] To perform the above operations, the memory
controller 113 in the CPU subsystem 110 has, as shown in
FIG. 5, a function (CPU bus comparison function) of
comparing operation signals between the CPU bus of the
CPU subsystem 110 of own system 100 and the CPU bus of
the CPU subsystem 110 of other system 100. As a section for
realizing this function, a comparison section 114 is provided
in the example of FIG. 5. The comparison section 114
compares the operation signal (denoted by arrow A6 in the
drawing) of the CPU bus in the CPU subsystem 110 of own
system and the operation signal (denoted by arrow A7 in the
drawing) of the CPU bus in the CPU subsystem of other
system and outputs a result (agreement or disagreement) of
the comparison to the FT controller 130.

[0047] Further, as described above, the FT controller 130
has a function (hereinafter, referred to as “main storage
access trace function”) of tracing the access operation made
to the main storage contents in the memory 112 after
occurrence of disagreement between the both signals as a
result of access operation made through the CPU buses in
the both CPU subsystems 110 and 110 and obtaining dif-
ference information of the main storage contents between
the memory 112 of own system and memory 112 of other
system.

[0048] FIG. 6 shows an example in which the DMA/
shared resource controller 122 copies all of or a part of the
main storage contents from #0 system to #1 system.
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[0049] Firstly, in own system, a DMA readout request is
issued from the DMA/shared resource controller 122 to the
memory 112 through the FT controller 130 and memory
controller 113 (denoted by arrows A8 and A9), and all of or
a part of the main storage contents of the memory 112 is
transmitted to a shared memory in the DMA/shared resource
controller 122 through the memory controller 113 and FT
controller 130 (denoted by arrows A10 and All).

[0050] At the same time, a DMA write request is issued
from the memory controller 113 of own system to the
memory controller 113 of other system through the FT
controller 130 of own system, crosslink 140, and FT con-
troller 130 and DMA/shared resource controller 122 of other
system (denoted by arrows A12 and A13), and all of or a part
of the main storage contents of the memory 112 temporarily
stored in the shared memory in the DMA/shared resource
controller 122 of own system is copied to the memory 112
of other system through the FT controller 130 of own
system, crosslink 140, FT controller 130 and memory con-
troller 112 of other system (denoted by arrows Al4 and
Al5).

[0051] In order to realize the above functions, the FT
controller 130 of the present embodiment defines states
representing the system operation states and specifies the
operation of software that executes error processing, dupli-
cation processing, resynchronization processing according
to the defined states, thereby performing the state manage-
ment for realizing a fault tolerant function.

[0052] The separation (state transition) of the subsystems
110 and 120 at the time of error detection is promptly done
by hardware; whereas the integration of the subsystems 110
and 120 is started by software. The software called up by the
CPU 111 when a notification of the error detection is issued
recognizes the system operation information (synchronous/
asynchronous state of the CPU subsystem 110, access avail-
ability, or the like) according to the content of the detected
error and the state information of the moment and selects
processing to be performed.

[0053] The state managed by the FT controller 130 will be
described.

[0054] The state managed by the FT controller 130 col-
lectively represents a state of the CPU 111, an access
permission state between the CPU subsystem 110 and 10
subsystem 120, and a state of the link between the both
systems 100 and 100. Transition from one state to another
can be made by software control or hardware error detection
event.

[0055] Further, as preliminary information of the state,
“ACT (active)” mode and “SBY (stand-by)”” mode which are
exclusive operation modes for each system are defined. The
FT controller 130 compares accesses from the CPU sub-
system 110 of own system to 1O subsystem 120 of own
system or compares operations of the CPU bus in the CPU
subsystem 110 in order to detect an error. In the case where
the FT controller 130 cannot identify a specific error loca-
tion, as in the case where a disagreement occurs in the
comparison, it continues providing a service using the CPU
subsystem 110 in “ACT” mode and separates the CPU
subsystem 111 in “STB” mode from the system.



US 2006/0150004 A1

[0056] Tables 1 and 2 show the contents of respective
states and operations to be defined.

TABLE 1

Operation
State mode

Content

Online sync ACT

SBY
Pre online ACT
syne

SBY

Online async ~ ACT

SBY

Online ready —

CPUs of both systems operate in sync;

Accessible to IOs of both systems; and

Integration into system providing service is
preferentially maintained at error detection time if there
are no other factors that specify failure.

CPUs of both systems operate in sync;

Accessible to IOs of both systems; and

Preferentially separated from system providing service at
error detection time if there are no other factors that
specify failure.

CPUs of both systems operate in sync;

Accessible to IOs of both systems;

This state is obtained after execution of DMA between both
systems for duplication of CPUs;

Software starts comparing main storage contents of both
systems and “Online sync” is obtained after checking
comparison result; and

If error is detected at comparison check, integration into
system providing service is preferentially maintained if
there are no other factors that specify failure.

CPUs of both systems operate in sync;

Accessible to IOs of both systems;

This state is obtained after execution of DMA between both
systems for duplication of CPUs;

Software starts comparing main storage contents of both
systems and “Online sync” is obtained after checking
comparison result; and

If error is detected at comparison check, preferentially
separated from system providing service if there are no
other factors that specify failure.

State where CPU bus comparison function detects
disagreement in “Online sync” state;

Accessible to IOs of both systems;

Temporal state for high-speed resynchronization;

Main storage access is traced; and

This state shifts to “Online ready” state when comparison
buffer or memory for tracing main storage becomes “full”
or “almost full” unless hardware or software specifies
whether either of CPU subsystems has failed during this
state.

State where CPU bus comparison function detects
disagreement in “Online sync” state;

Accessible to IOs of both systems;

Temporal state for high-speed resynchronization;

Main storage access is traced; and

This state shifts to “Pre offline” state when comparison
buffer or memory for tracing main storage becomes “full”
or “almost full” unless hardware or software specifies
whether either of CPU subsystems has failed during this
state.

CPUs of both systems operate in async;

This state indicates CPU subsystem that is providing
service before duplication;

Accessible to IOs of both systems;

System in this state serves as copy source at duplication
time; and

This state shifts to “Pre online sync” state when
synchronization reset is applied in combination with CPU
in “Recover offline state” and, by this, it is possible to
recognize that reset state is sync state, which is a
different state from one at power-on time.
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[0057]

TABLE 2
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Operation

State mode Content

Online divide — CPUs of both systems operate in async;

Crosslink is disconnected in “Offline ready” state;

Accessible to IO of own system; however not accessible to

10 of other system; and

Accessible to DMA/shared resource controller that is

required for duplicating CPUs.

Offline divide — CPUs of both systems operate in async;

This state indicates CPU subsystem that is not providing

service before duplication;

Accessible to IO of own system; however not accessible to

10 of other system; and

Accessible to DMA/shared resource controller that is

required for duplicating CPUs.

Offline — CPUs of both systems operate in async;

This state indicates CPU subsystem that is not providing

service before duplication; and
Accessible to IOs of both systems.

Recover offline — CPUs of both systems operate in async;

This state indicates CPU subsystem that is not providing

service before duplication;
Accessible to IOs of both systems;

System in this state serves as copy source at duplication

time; and

This state indicates state where duplication processing is
being executed and shifts to “Pre online sync” state and,

by this, it is possible to recognize that reset state is

sync state, which is a different state from one at power-

on time.

Pre offline — CPUs of both systems operate in async;

State immediately after CPU subsystem, which has entered
“SBY” mode after occurrence of disagreement between
signals in CPU buses, is determined to be disconnected

from service for execution of high-speed
resynchronization;

This state shifts to “Recover offline” state when all CPUs
enter SMM and all SMI ACKs (SMI entry signal of all CPUs)

are returned to complete preparation for starting

resynchronization processing; and

Access to other subsystems is suppressed as in case of

“Fault state”.
Fault —

State where disconnection from service has been made due

to explicit failure detected by error detection operation;

and

Access to other subsystems including that in own system

and those in other systems is suppressed.

[0058] With reference to above Tables 1 and 2, details of
the state will be described.

[0059] The state defined in the present embodiment is
roughly divided into three: (1) state integrated into system
that provides service (Online); (2) state separated from
system that is providing service (offline); (3) state isolated
from system that is providing service (Fault). Hereinafter,
the above three states will be described respectively.

1. State being Integrated to System that Provides Service
(Online)

[0060] The states representing this system operation state
have a state name including “Online”. The CPU subsystem
110 (CPU 111) of this state is actually providing a service.
A plurality of states ST1 to ST5 of 1-1 to 1-5 are derived
from this “Online” state depending on the synchronous state
or access restriction.

1-1. “Online Divide” State ST1

[0061] This is a state set in the CPU subsystem 110 that is
powered on first. Only one CPU subsystem 110 becomes
state S1 in the fault tolerant system. The other CPU sub-
system 110 that forms a pair with the one CPU subsystem
110 that becomes state S1 enters “Offline divide” state to be
described later. Although CPU subsystem 110 in “Online
divide” state ST1 can only access 10 subsystem 120 of own
system, but can gain full access to it, and BIOS (Basic Input
Output System) that operates on CPU subsystem 110 pro-
ceeds to boot an OS.

1-2. “Online Ready”-State ST2

[0062] This is a progression of “Online divide” state ST1,
where connection of the crosslink 140 is established. Of a
pair of CPU subsystems 110 and 110 in “Online async” state
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(to be described later), one CPU subsystem 110 in “ACT”
mode is shifted to “Online ready” state ST2 in the case
where the buffer for temporarily storing information which
has been obtained by the main storage access trace function
at the detection time of disagreement in signals between 10
accesses or between CPU buses exceeds a predetermined
threshold and becomes “Almost Full” (at this time, the other
CPU subsystem 110 in “SBY”’ state is shifted to “Pre offline”
state (to be described later)). When one CPU subsystem 110
is shifted from “Online divide” state ST1 to “Online ready”
state ST2, the other CPU subsystem is shifted from “Offline
divide” state to “Offline” state (to be described later). Full
bidirectional access is possible between CPU subsystem 110
in state ST2 and IO subsystem of other system.

1-3. “Pre Online Sync” State ST3

[0063] This is a state after a synchronization reset in
synchronization processing has been released, where both
system 100 and 100 are actually synchronized with each
other. In “Pre online sync” state ST3 and “Online sync state”
(to be described later), comparison of operation signals
generated by outbound access operation from CPU sub-
system 110 to 10 subsystem 120 is effective.

[0064] “Pre online sync” state ST3 is a state where com-
parison check of the main storage contents between both
systems to be performed in the synchronization processing
has not been completed and perfect agreement in the main
storage contents between both systems is not guaranteed.
Thus, the “Pre online sync” state ST3 is not handled as a
complete synchronous state and will not be subjected to
high-speed synchronization processing. In the case of occur-
rence of failure or disagreement, CPU subsystem 110 in
“SYB” mode is set to Fault; whereas the system cannot set
CPU subsystem 110 in “ACT” mode to Fault irrespective of
whether a failure occurs in own system or other system.
During state ST3, the operation mode (“ACT” mode/“SBY”
mode) of CPU subsystem 110 cannot be switched.

1-4. “Online Sync” State ST4

[0065] This is a complete synchronous state (duplicated
state). In this case, both systems 100 and 100 are in “Online
sync” state ST4. In this state ST4, which is a synchronous
state, if a failure occurs, a function of separating the faulty
system becomes effective. Further, if FSB (Front Sid Bus)
comparison is performed, high-speed resynchronization is
enabled.

1-5. “Online Async” State ST5

[0066] This is a temporary state to which the system is
shifted in the case where a disagreement in operation signals
between CPU buses is detected in “Online sync” state ST4.
The systems in this state behave as if they were still in
synchronization. Thus, if a failure occurs and the failure part
is clear, a function of separating the failure part becomes
effective. In this case, both systems 100 and 100 are in
“Online sync” state ST5.

[0067] When the disagreement occurs in operation signal
between CPU buses, operation according to the main storage
access trace function is started. When the IO access buffer
becomes “Full” or the size of the main storage access trace
reaches the upper limit as a result of execution of the main
storage access trace function, CPU subsystem 110 in “ACT”
mode is shifted to “Offline ready” state (to be described
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later) and CPU subsystem 110 in “SBY” mode is shifted to
“Pre offline” state (to be described later). When the error
detection detects a failure in CPU subsystem 110 in “SBY”
mode, the failed CPU subsystem 110 is shifted to “Fault”
state (to be described later).

2. State Disconnected from System (Ofiline)

[0068] The states representing this system operation state
have a state name including “offline”. CPU subsystem 110
(CPU 111) in this state is disconnected from a service that is
actually performed. A plurality of states ST6 to ST9 of 2-1
to 2-4 are derived from this “offline” state depending on the
synchronous state or access restriction.

2-1. “Offline Divide” State ST6

[0069] This is a state immediately after a power-on reset
has been performed at power-on time. That is, CPU sub-
system 110 of system 100 that has not entered “Online
divide” state ST1 enters this state. CPU subsystem 110 in
this state cannot access 1O subsystem 120 of other system
but full bidirectional access is possible between CPU sub-
system 110 and 1O subsystem 120 of own system.

2-2. “Offline” State ST7

[0070] This is a progression of “Offline divide” state ST6,
where connection of the crosslink 140 is established. Fur-
ther, this is a state after reset has been applied to CPU
subsystem 110 in “Fault” state (to be described later). When
one CPU subsystem 110 is shifted from “Offline divide”
state ST6 to “Offline” state ST7, the other CPU subsystem
110 in “Online divide” state ST1 is shifted to “Online ready”
state ST2. Although CPU subsystem in “Online ready” state
ST2 can access both 10 subsystems 120 of own system and
other system unlike “Offline divide” state ST6, this access
operation is made in asynchronous state, so that an access
conflict with CPU 111 of other system is managed by
software.

2-3. “Recover Offline” State ST8

[0071] This is a progression of “Offline” state ST7, where
arecover mode is set in order to enter duplication processing
in which the main storage of the memory 112 is copied by
the DMA controller of the DMA/shared resource controller
122. Further, when all CPUs 111 enters SMM (System
Management Mode) according to SMI (System Manage-
ment Interrupt) entry signal which is an interrupt request and
SMI ACK (ACKnowledgement) is returned from all CPUs
to complete preparation for resynchronization processing in
“Pre offline” state ST9 (to be described later), the state shifts
to this state ST8. In this state ST8, only an asynchronous
access request can be made from CPU subsystem 110 to 10
subsystem 120. In the state ST8, a completion to the
asynchronous access request from 10 subsystem 120 to CPU
subsystem 110 and an access request from 10 subsystem 120
can be made.

2-4. “Pre Offline” State ST9

[0072] When an explicit error has not been detected in
CPU subsystem 110 in “Online async” state ST5 and buffer
for temporarily storing information which has been obtained
by the main storage access trace function at the detection
time of disagreement in signals between 10 accesses or
between CPU buses becomes “Almost Full”, CPU sub-
system 110 in “SBY” mode in “Online async” state ST5 is
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shifted to this “Pre offline” state ST9 by software instruction
(at this time, the other CPU subsystem 110 in “ACT” mode
is shifted to “Online ready” state ST2). At this time point,
duplication between the systems is released. SMI is issued
to all CPUs 111 of CPU subsystems 110 in “SBY” mode
when the state shifts to this ST9 and this state ST9 is
continued until SMI ACK has been returned from all CPUs
111 to complete preparation for resynchronization process-
ing. CPU subsystem 110 in this state ST9 is separated from
the system. Thus, an access to 1O subsystem 120 is discarded
and master abort is returned to CPU subsystem 110.

3. State Separated from System (Fault)
3-1. “Fault” State ST10

[0073] This is a state where being separated from the
system that is providing a service since a failure of CPU
subsystem 110 has been specified or a state where being
compulsorily isolated from software for separation of CPU
subsystem 110. In this state ST10, access is impossible from
the inside and outside of the system. An access from CPU
subsystem 110 to IO subsystem 120 is processed as master
abort.

[0074] Tables 3 and 4 show whether requests to be
exchanged between CPU subsystem 110 and IO subsystem
120 are allowed to be transmitted or suppressed in respective
states. Here, all completions to the requests are allowed to be
transmitted. In the Tables, O represents “accessible”, Arep-
resents “restricted”, and X represents that master abort is
returned to the request.

TABLE 3

Qutbound access from CPU subsystem to IO subsystem

State CPU outbound request/message

Online sync O
Pre online sync
Online ready
Online async
Online divide A
Offline divide (Destination = only IO
of own system
Fully accessible to resource
of own system; however
access made to resource
of other system through
crosslink is restricted
Accessible to DMA/shared
resource controller; however
not accessible to 10
device of other system
Offline O
CPUs of both system are
accessible to each other in
asynchronous state; however

Recover offline

exclusive access control by
software is required
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[0075]

TABLE 4

Inbound access from CPU subsystem to IO subsystem

State IO inbound request/message

Pre offline X
Fault (master abort)
O: Accessible

A: Restricted
X: Master abort

Online sync O
Pre online sync

Online ready

Online async

Online divide A
Offline divide (Source = only IO of own system)
Recover offline O
Offline A

(Source = only DMA/shared
resource controller)

Pre offline X

Fault

O: Accessible
A: Restricted
X: Master abort

[0076] With regard to the outbound access from CPU
subsystem 110 to 1O subsystem 120, only the access from
CPU subsystem 110 that is providing a service is effective in
ordinary cases. Therefore, a corresponding completion is
returned to only CPU subsystem 110 that is providing a
service, so that CPU subsystem 110 that is not providing a
service cannot access 10 subsystem 120.

[0077] In order to cope with the above, a method that
allows CPU subsystem 110 that is not providing a service to
access 1O subsystem 120 using an asynchronous request is
provided in the present embodiment. The asynchronous
request can be set using a not-shown router within the
system 100 when CPU 111 is in “Offline” state ST7, “Offline
divide” state ST6, and “Recover offline” state ST8. The
asynchronous requests from systems 100 and 100 are indi-
vidually processed as requests different between two sys-
tems and each completion to the requests is returned to
system 100 that has issued the asynchronous request. There
is a possibility that accesses are made to the same resource
with the asynchronous request, so that it is necessary to
avoid the conflict using exclusive access control realized by
software.

[0078] FIG. 7 is a flowchart showing the processing that
the FT controller 130 performs using the above states ST1
to ST10.

[0079] When receiving a state transition event or error
detection event associated with the above states ST1 to
ST10, or software instruction (previously set event signal)
(step S1), the FT controller 130 correspondingly sets the
state of CPU subsystem 110 (step S2: see FIGS. 8 to 11),
selects, depending on the set state, processing for fault
tolerant from among error processing, duplication process-
ing (synchronization processing), and resynchronization
processing (step S3), and allows CPU subsystem 110 (CPU
111) to execute the selected processing (step S4).

[0080] FIG. 8 is a transition state diagram showing a state
transition between states ST1 to ST10. As shown in FIG. 8,
transitions between the states ST1 to ST10 that are managed
by the FT controller 130 are made according to the state
transition event, error detection event, or software instruc-
tion (previously set event signal).
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[0081] FIGS. 9 to 11 are timing charts for explaining the
state transition of CPU 111 taking place according to respec-
tive transition events.

[0082] FIG. 9 shows the processing sequence at system
power-on time.

[0083] Firstly, on #0 system side, power-on reset of #0
system is performed (T100). The state at this time is “Offline
divide” state ST6. Subsequently, the board controller 101 is
used to set #0 system to “ACT” mode (T101). As a result,
#0 system is shifted to “Online divide” state ST1. After that,
the power on reset is released, and BIOS is set to boot an OS
(T102 to T104).

[0084] Next, on #1 system side, power-on reset of #1
system is performed. The state at this time is “Offline divide”
state ST6. Subsequently, the board controller 101 is used to
set #1 system to “SBY” mode (T201). #0 system remains in
“Offline divide” state ST6. After that, the power on reset is
released, and BIOS is set (T202, T203).

[0085] Next, both systems are connected to each other by
the crosslinks 140 and 140 (T204). Then, #0 system is
shifted to “Online ready” state ST2 and #1 system is shifted
to “Offline” state ST7.

[0086] Next, #1 system waits for a system synchronization
process of CPU subsystem 110 while BIOS processing is
looped (T205).

[0087] FIG. 10 shows the processing sequence at the time
when synchronization processing of CPU subsystem 110 is
performed.

[0088] Firstly, system synchronization processing is
started on #0 system (T105). Then, #1 system is shifted from
“Offline” state ST7 to “Recover offline” state ST8 after the
BIOS loop (T205). At this time, #0 system remains in
“Online ready” state ST2.

[0089] Next, on #0 system side, the DMA controller starts
copying the memory (T106). When this copying operation
has been completed (T107), SMI BIOS is used to perform
interrupt handling for CPU 111 (T108) thereby coping
cache/context of CPU 111 to #1 system (1109).

[0090] Next, a synchronization reset is applied to both
systems (T110). As a result, #0 system is shifted from
“Online ready” state ST2 to “Pre online sync” state ST3, and
#1 system is shifted from “Recover offline” state ST8 to “Pre
online sync” state ST3. At this time, #0 system operates in
“ACT” mode, and #1 system operates in “SBY” mode.

[0091] Next, #0 system activates BIOS (T111), restores
the context of CPU 111 (T112), goes back to OS (T113), and
allows the DMA controller to check the memory (T114).
When completing the memory check (T115), #0 system is
shifted from “Pre online sync” state ST3 to “Online sync”
state ST4.

[0092] Similarly, #1 system activates BIOS (T207),
restores the context of CPU 111 (T208), goes back to OS
(T209), and allows the DMA controller to check the memory
(T210). When completing the memory check (T211), #1
system is shifted from “Pre online sync” state ST3 to
“Online sync” state ST4.

[0093] At this time, #0 system operates in “ACT” mode,
and #1 system operates in “SBY” mode.

Jul. 6, 2006

[0094] FIG. 11 shows the processing sequence at the time
from occurrence of a disagreement in CPU bus operation
between both systems to the time when resynchronization
operation is performed.

[0095] Firstly, when a synchronization fault occurs due to
occurrence of a disagreement in CPU bus operation between
both systems (T116, T212), both #0 and #1 systems are
shifted from “Online sync” state ST4 to “Online async” state
STS5. After that, memory access trace is performed for error
check. When the access trace becomes “Almost full” (T117,
T213), #0 system is shifted from “Online async” state ST5
to “Online ready” state ST2 and #1 system is shifted from
“Online async” state ST5 to “Pre offline” state ST9.

[0096] Next, both systems use SMI BIOS to perform
interrupt handling for CPU 111 (T118, T214) and #1 system
is shifted from “Pre offline” state ST9 to “Recover offline”
state ST8. At this time, #0 system remains in “Online ready”
state ST2.

[0097] Next, both systems use the DMA controller to
partly copy the memory 112 (T119, T215). When the copy-
ing operation has been completed (T120, T216), the cache/
context of CPU 111 is copied to #1 system (1121, T217).

[0098] Next, both systems perform a synchronization reset
(T122). As a result, #0 system is shifted from “Online ready”
state ST2 to “Pre online sync” state ST3 and #1 system is
shifted from “Recover offline” state ST8 to “Pre online
sync” state ST3. At this time, #0 system operates in “ACT”
mode, and #1 system operates in “SBY” mode.

[0099] Next, #0 system activates BIOS (T123), restores
the context of CPU 111 (T124), goes back to OS (T125), and
allows the DMA controller to check the memory (1126).
When completing the memory check (T127), #0 system is
shifted from “Pre online sync” state ST3 to “Online sync”
state ST4.

[0100] Similarly, #1 system activates BIOS (T218),
restores the context of CPU 111 (T219), goes back to OS
(T220), and allows the DMA controller to check the memory
(T221). When completing the memory check (1222), #1
system is shifted from “Pre online sync” state ST3 to
“Online sync” state ST4.

[0101] As described above, in the embodiment of the
present invention, a plurality of states that represent system
operations required for the fault tolerant function are
defined, and software operations for executing error pro-
cessing, duplication processing (synchronization process-
ing), and resynchronization processing in the defined state
are specified, thereby realizing the fault tolerant function.
That is, according to the present embodiment, separation/
integration between the systems and disconnection/connec-
tion between the subsystems performed by the FT controller
are specified according to the states, and software executed
by CPUs of respective systems selects the processing such
as error detection or resynchronization while confirming the
state of own CPU, thereby realizing the fault tolerant func-
tion.

[0102] A duplicated computer system is exemplified as the
fault tolerant system in the above embodiment. Alterna-
tively, however, the present invention can be applied also to
a triplicated or more multiplexed computer system.
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What is claimed is:

1. A fault tolerant system including a plurality of systems
constituted by the same computer hardware components,

each of the systems comprising:

a processor section that can operate in a lock-step syn-
chronous state between own system and other system;

an input/output section to be connected to the processor
section;

a controller to be connected between the processor section
and input/output section; and

a signal transmission path that connects the own system
and other system through the controller,

the controller comprising:

state management means for managing a plurality of
system operations for performing error processing,
synchronization processing, and resynchronization pro-
cessing for fault tolerant by associating a plurality of
states corresponding to the system operations with
predetermined event signals; and

control means for selecting the plurality of system opera-
tions while changing the plurality of states for every
system based on the event signals and allowing the
processor section to perform selected system operation.

2. The fault tolerant system according to claim 1, wherein
the plurality of system operations include:

an access control for controlling access between the
processor section and input/output section in the own
system,

an access control for controlling access between the
processor section and input/output section across the
own and other systems;

an access comparison for comparing access from the
processor section to the input/output section across the
own and other systems;

an access comparison for of comparing access on a bus
within the processor section across the own and other
systems; and

a main storage copy for copying data from a main storage
of the processor section across the own and other
systems.

3. The fault tolerant system according to claim 2, wherein
the main storage copy includes a partial copy for partially
copying data from the main storage of the processor section
across the own and other systems.

4. The fault tolerant system according to claim 1, wherein

the plurality of states include:

an online-system state corresponding to a state integrated
into a system providing a service;

an offline-system state corresponding to a state separated
from a system providing a service; and

a fault-system state corresponding to a state separated
from a system providing a service due to error detec-
tion.
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5. The fault tolerant system according to claim 4, wherein
the online-system state includes:

an online divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time;

an online ready state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state;

a pre-online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state and data in a main
storage of the processor section is being checked;

an online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state; and

an online asynchronous state corresponding to a tempo-
rary state where a disagreement occurs in operation on
a bus in the processor section between the own and
other systems in the online synchronous state,

the offline-system state group includes:

an offline divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time and consti-
tuting a pair with the online divide state;

an offline state corresponding to a state where the pro-
cessor sections of the own and other systems operate in
asynchronous state and constituting a pair with the
online ready state;

a recover offline state corresponding to a state where
copying data from the main storage of the processor
section across the own and other systems is performed
and the processor sections of the own and other systems
operate in asynchronous state; and

a pre-ofiline state corresponding to a state being separated
from the system at the time when a disagreement
occurs in operation on a bus in the processor section
between the own and other systems.

6. A controller used in a fault tolerant system including a

plurality of systems constituted by the same processor
section and input/output section, the controller comprising:

state management means for managing a plurality of
system operations for performing error processing,
synchronization processing, and resynchronization pro-
cessing for fault tolerant by associating a plurality of
states corresponding to the system operations with
predetermined event signals; and

control means for selecting the plurality of system opera-
tions while changing the plurality of states for every
system based on the event signals and allowing the
processor section to perform selected system operation.
7. The controller according to claim 6, wherein

the plurality of system operations include:

an access control for controlling access between the
processor section and input/output section in the own
system,

an access control for controlling access between the
processor section and input/output section across the
own and other systems;
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an access comparison for comparing access from the
processor section to the input/output section across the
own and other systems;

an access comparison for of comparing access on a bus
within the processor section across the own and other
systems; and

a main storage copy for copying data from a main storage
of the processor section across the own and other
systems.

8. The controller according to claim 7, wherein the main
storage copy includes a partial copy for partially copying
data from the main storage of the processor section across
the own and other systems.

9. The controller according to claim 6, wherein

the plurality of states include:

an online-system state corresponding to a state integrated
into a system providing a service;

an offline-system state corresponding to a state separated
from a system providing a service; and

a fault-system state corresponding to a state separated
from a system providing a service due to error detec-
tion.

10. The controller according to claim 9, wherein
the online-system state includes:

an online divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time;

an online ready state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state;

a pre-online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state and data in a main
storage of the processor section is being checked;

an online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state; and

an online asynchronous state corresponding to a tempo-
rary state where a disagreement occurs in operation on
a bus in the processor section between the own and
other systems in the online synchronous state,

the offline-system state group includes:

an offline divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time and consti-
tuting a pair with the online divide state;

an offline state corresponding to a state where the pro-
cessor sections of the own and other systems operate in
asynchronous state and constituting a pair with the
online ready state;

a recover offline state corresponding to a state where
copying data from the main storage of the processor
section across the own and other systems is performed
and the processor sections of the own and other systems
operate in asynchronous state; and

11

Jul. 6, 2006

a pre-ofiline state corresponding to a state being separated
from the system at the time when a disagreement
occurs in operation on a bus in the processor section
between the own and other systems.

11. An operation method used in a fault tolerant system
including a plurality of systems constituted by the same
processor section and input/output section, the operation
method comprising the steps of:

managing a plurality of system operations for performing
error processing, synchronization processing, and
resynchronization processing for fault tolerant by asso-
ciating a plurality of states corresponding to the system
operations with predetermined event signals; and

selecting the plurality of system operations while chang-
ing the plurality of states for every system based on the
event signals and allowing the processor section to
perform selected system operation.

12. The operation method according to claim 11, wherein

the plurality of system operations include:

an access control for controlling access between the
processor section and input/output section in the own
system,

an access control for controlling access between the
processor section and input/output section across the
own and other systems;

an access comparison for comparing access from the
processor section to the input/output section across the
own and other systems;

an access comparison for of comparing access on a bus
within the processor section across the own and other
systems; and

a main storage copy for copying data from a main storage
of the processor section across the own and other
systems.

13. The operation method according to claim 12, wherein
the main storage copy includes a partial copy for partially
copying data from the main storage of the processor section
across the own and other systems.

14. The operation method according to claim 11, wherein

the plurality of states include:

an online-system state corresponding to a state integrated
into a system providing a service;

an offline-system state corresponding to a state separated
from a system providing a service; and

a fault-system state corresponding to a state separated
from a system providing a service due to error detec-
tion.

15. The operation method according to claim 14, wherein

the online-system state includes:

an online divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time;

an online ready state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state;

a pre-online synchronous state corresponding to a state
where the processor sections of the own and other
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systems operate in synchronous state and data in a main
storage of the processor section is being checked;

an online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state; and

an online asynchronous state corresponding to a tempo-
rary state where a disagreement occurs in operation on
a bus in the processor section between the own and
other systems in the online synchronous state,

the offline-system state group includes:

an offline divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time and consti-
tuting a pair with the online divide state;

an offline state corresponding to a state where the pro-
cessor sections of the own and other systems operate in
asynchronous state and constituting a pair with the
online ready state;

a recover offline state corresponding to a state where
copying data from the main storage of the processor
section across the own and other systems is performed
and the processor sections of the own and other systems
operate in asynchronous state; and

a pre-ofiline state corresponding to a state being separated
from the system at the time when a disagreement
occurs in operation on a bus in the processor section
between the own and other systems.

16. An operation program used in a fault tolerant system
including a plurality of systems constituted by the same
processor section and input/output section, the operation
program enabling a computer to execute an operation
method comprising the steps of:

managing a plurality of system operations for performing
error processing, synchronization processing, and
resynchronization processing for fault tolerant by asso-
ciating a plurality of states corresponding to the system
operations with predetermined event signals; and

selecting the plurality of system operations while chang-
ing the plurality of states for every system based on the
event signals and allowing the processor section to
perform selected system operation.

17. The operation program according to claim 16, wherein

the plurality of system operations include:

an access control for controlling access between the
processor section and input/output section in the own
system,

an access control for controlling access between the
processor section and input/output section across the
own and other systems;

an access comparison for comparing access from the
processor section to the input/output section across the
own and other systems;

an access comparison for of comparing access on a bus
within the processor section across the own and other
systems; and
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a main storage copy for copying data from a main storage
of the processor section across the own and other
systems.

18. The operation program according to claim 17, wherein
the main storage copy includes a partial copy for partially
copying data from the main storage of the processor section
across the own and other systems.

19. The operation method according to claim 16, wherein

the plurality of states include:

an online-system state corresponding to a state integrated
into a system providing a service;

an offline-system state corresponding to a state separated
from a system providing a service; and

a fault-system state corresponding to a state separated
from a system providing a service due to error detec-
tion.

20. The operation method according to claim 19, wherein

the online-system state includes:

an online divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time;

an online ready state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state;

a pre-online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state and data in a main
storage of the processor section is being checked;

an online synchronous state corresponding to a state
where the processor sections of the own and other
systems operate in synchronous state; and

an online asynchronous state corresponding to a tempo-
rary state where a disagreement occurs in operation on
a bus in the processor section between the own and
other systems in the online synchronous state,

the offline-system state group includes:

an offline divide state corresponding to a state where the
processor sections of the own and other systems oper-
ate in asynchronous state at power-on time and consti-
tuting a pair with the online divide state;

an offline state corresponding to a state where the pro-
cessor sections of the own and other systems operate in
asynchronous state and constituting a pair with the
online ready state;

a recover offline state corresponding to a state where
copying data from the main storage of the processor
section across the own and other systems is performed
and the processor sections of the own and other systems
operate in asynchronous state; and

a pre-ofiline state corresponding to a state being separated
from the system at the time when a disagreement
occurs in operation on a bus in the processor section
between the own and other systems.



