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ANGLE OF ARRIVAL (AOA) POSITIONING
METHOD AND SYSTEM FOR POSITIONAL
FINDING AND TRACKING OBJECTS USING
REDUCED ATTENUATION RF
TECHNOLOGY

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 15/728,424, filed Oct. 9, 2017, which is a
continuation of U.S. patent application Ser. No. 15/289,033,
filed Oct. 7, 2016, which claims benefit under 35 U.S.C. §
119(e) of U.S. Provisional Application No. 62/290,087, filed
Feb. 2, 2016, and U.S. Provisional Application No. 62/239,
195, filed Oct. 8, 2015; U.S. patent application Ser. No.
15/728,424 is also a continuation-in-part of U.S. patent
application Ser. No. 13/566,993, filed Aug. 3, 2012; which
are each incorporated herein by reference in their entirety.

This application is related to U.S. patent application Ser.
No. 13/109,904, filed May 17, 2011, now U.S. Pat. No.
8,305,215, issued Nov. 6, 2012, which is a continuation of
U.S. patent application Ser. No. 13/008,519, filed Jan. 18,
2011, now U.S. Pat. No. 7,969,311, issued Jun. 28, 2011,
which is a continuation-in-part of U.S. patent application
Ser. No. 12/502,809, filed on Jul. 14, 2009, now U.S. Pat.
No. 7,872,583, issued Jan. 18, 2011, which is a continuation
of U.S. patent application Ser. No. 11/610,595, filed on Dec.
14, 2006, now U.S. Pat. No. 7,561,048, issued Jul. 14, 2009,
which claims benefit under 35 U.S.C. § 119(e) of U.S.
Provisional Patent Application No. 60/597,649 filed on Dec.
15, 2005, which are incorporated by reference herein in their
entirety.

U.S. patent application Ser. No. 12/502,809, filed on Jul.
14, 2009, now U.S. Pat. No. 7,872,583, issued Jan. 18, 2011,
also claims benefit under 35 U.S.C. § 119(e) of U.S. Pro-
visional Application No. 61/103,270, filed on Oct. 7, 2008,
which are incorporated by reference herein in their entirety.

TECHNICAL FIELD

The present embodiment relates to wireless communica-
tions and wireless networks systems and systems for a Radio
Frequency (RF)-based identification, tracking and locating
of objects, including RTLS (Real Time Locating Service).

BACKGROUND

RF-based identification and location-finding systems for
determination of relative or geographic position of objects
are generally used for tracking single objects or groups of
objects, as well as for tracking individuals. Conventional
location-finding systems have been used for position deter-
mination in an open outdoor environment. RF-based, Global
Positioning System (GPS), and assisted GPSs are typically
used. However, conventional location-finding systems suffer
from certain inaccuracies when locating the objects in closed
(i.e., indoor) environments, as well as outdoors. Although
cellular wireless communication systems provide excellent
data coverage in urban and most indoor environments, the
position accuracy of these systems is limited by self-inter-
ference, multipath and non-line-of-sight propagation.

The indoor and outdoor location inaccuracies are due
mainly to the physics of RF propagation, in particular, due
to losses/attenuation of the RF signals, signal scattering and
reflections. The losses/attenuation and scattering issues can
be solved (see related U.S. Pat. No. 7,561,048) by employ-
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2
ing narrow-band ranging signal(s) and operating at low RF
frequencies, for example at VHF range or lower.

Although, at VHF and lower frequencies the multi-path
phenomena (e.g., RF energy reflections), is less severe than
at UHF and higher frequencies, the impact of the multi-path
phenomena on location-finding accuracy makes location
determination less reliable and precise than required by the
industry. Accordingly, there is a need for a method and a
system for mitigating the effects of the RF energy reflections
(i.e., multi-path phenomena) in RF-based identification and
location-finding systems that are employing narrow-band
ranging signal(s).

As a rule, conventional RF-based identification and loca-
tion-finding systems mitigating multipath by employing
wide bandwidth ranging signals, e.g. exploiting wide-band
signal nature for multi-path mitigation (see S. Salous,
“Indoor and Outdoor UHF Measurements with a 90 MHz
Bandwidth”, IEEE Colloquium on Propagation Character-
istics and Related System Techniques for Beyond Line-of-
Sight Radio, 1997, pp. 8/1-8/6). Also, see Chen et al. patent
US 2011/0124347 Al whereby the locate accuracy vs.
required PRS bandwidth is shown in Table 1. From this table
for 10 meters accuracy 83 MHz of bandwidth is needed. In
addition, spatial diversity and/or antenna diversity tech-
niques are used in some cases.

However, the spatial diversity may not be an option in
many tracking-location applications because it leads to an
increase in required infrastructure. Similarly, the antenna
diversity has a limited value, because at lower operating
frequencies, for example VHE, the physical size of antenna
subsystem becomes too large. The case in point is the U.S.
Pat. No. 6,788,199, where a system and method for locating
objects, people, pets and personal articles is described.

The proposed system employs an antenna array to miti-
gate the multi-path. The optionally system operates at UHF
in the 902-926 MHz band. It is well known that the linear
dimension of the antenna is proportional to the wave length
of an operating frequency. Also, the area of an antenna array
is proportional to the square and volume to the cube of the
linear dimensions ratio because in an antenna array the
antennas are usually separated by %4 or 2 wave length.
Thus, at VHF and lower frequencies the size of the antenna
array will significantly impact device portability.

On the other hand, because of a very limited frequency
spectrum, the narrow bandwidth ranging signal does not
lend itself into multi-path mitigation techniques that are
currently used by conventional RF-based identification and
location-finding systems. The reason is that the ranging
signal distortion (i.e., change in the signal) that is induced by
the multi-path is too small for reliable detection/processing
in presence of noise. Also, because of limited bandwidth the
narrow bandwidth receiver cannot differentiate between
ranging signal Direct-Line-Of-Sight (DLOS) path and
delayed ranging signal paths when these are separated by
small delays, since the narrow bandwidth receiver lacks the
required time resolution, which is proportional to the receiv-
er’s bandwidth (e.g., the narrow bandwidth has an integrat-
ing effect on the incoming signals).

Accordingly, there is a need in the art for a multi-path
mitigation method and system for object identification and
location-finding, which uses narrow bandwidth ranging sig-
nal(s) and operates in VHF or lower frequencies as well as
UHF band frequencies and beyond.

The track and locate functionality need is primarily found
in wireless networks. The multi-path mitigation methods
and systems for object identification and location finding,
described in related U.S. Pat. No. 7,872,583, can be utilized
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in most of the available wireless networks. However, certain
wireless networks have communications standards/systems
that require integration of the techniques into the wireless
networks to fully benefit from various ranging and position-
ing signals that are described in related U.S. Pat. No.
7,872,583, Typically, these wireless systems can provide
excellent data coverage over wide areas and most indoor
environments. However, the position accuracy available
with of these systems is limited by self-interference, multi-
path and non-line-of-sight propagation. As an example, the
recent 3GPP Release 9 standardized positioning techniques
for LTE (Long Term Evolution) standard has the following:
1) A-GNSS (Assisted Global Navigation Satellite System)
or A-GPS (Assisted Global Positioning System) as the
primary method; and 2) Enhanced Cell-ID (E-CID) and
OTDOA (Observed Time Difference of Arrival), including
DL-OTDOA (Downlink OTDOA), as fall-back methods.
While these methods might satisfy the current mandatory
FCC E911 emergency location requirements, the accuracy,
reliability and availability of these location methods fall
short of the needs of LBS (Location Based Services) or
RTLS system users, who require highly accurate locating
within buildings, shopping malls, urban corridors, etc.
Moreover, the upcoming FCC 911 requirements are more
stringent than the existing ones and with exception of
A-GNSS (A-GPS) might be beyond the existing techniques/
methods locate capabilities. It is well known that the
A-GNSS (A-GPS) accuracy is very good in open spaces but
is very unreliable in urban/indoor environments.

At the same time, the accuracy of other techniques/
methods is severely impacted by the effects of multipath and
other radio wave propagation phenomena, thereby making it
impossible to meet certain regulatory requirements, such as
the FCC 911 requirements and the LBS requirements. Listed
below are in addition to the DL-OTDOA and E-CID locate
techniques/methods. The U-TDOA concept is similar to the
OTDOA, but uses Location Measurement Units (LMUs)
installed at the cell towers to calculate a phone’s position. It
is (was) designed for the original 911 requirements. LMU’s
have only been deployed on 2G GSM networks and would
require major hardware upgrades for 3G UMTS networks.
U-TDOA has not been standardized for support in 4G LTE
or WIMAX. Also, LMUs are not used in LTE deployments.
Like other methods the U-TDOA accuracy suffers from the
multipath. The LTE standardization groups might forgo the
LMUs additional hardware and fashion the U-TDOA after
the DL-OTDOA, e.g. UL-OTDOA. Note: DL-OTDOA is
standardized in release 9.

Another contender for the upcoming FCC 911 require-
ments is the RF Fingerprinting method(s). This technology
is based on the principle that every location has a unique
radio frequency (RF) signature, like a fingerprint’s pattern,
a location can be identified by a unique set of values
including measurements of neighbor cell signal strengths,
etc. Fingerprinting does not require additional hardware.
However, this technology suffers from the fact that it
requires a large database and a long training phase. Also,
unlike human fingerprints that are truly unique, because of
RF propagation phenomena the RF signature repeats at
multiple different locations. Furthermore, the database goes
stale, e.g. signature ages quickly as the environment
changes, including weather. This makes the task of main-
taining the database burdensome. The number of hearable
cell towers has significant impact on accuracy need to obtain
readings from multitude (8 or more) towers to get a reason-
able accuracy (60 meters, as claimed by Polaris wireless).
Thus, in suburban environment the accuracy degrades to 100
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meters (see Polaris Wireless Location technology overview,
July 29; from Polaris Wireless). Also, there is significant
variation (up to 140%) of estimated position with the
handset antenna orientation (see Tsung-Han Lin, et al.
Microscopic Examination of an RSSI-Signature-Based
Indoor Localization System).

While there are several causes of the RF fingerprinting
database instability one of the major ones is the multipath.
Multipath is highly dynamic and can instantaneously change
the RF signature. Specifically, in heavy multipath environ-
ment, like indoors people and elevators movements; furni-
ture, cabinets, equipment places changes will result in a
different multipath distribution, e.g. severely impact RF
signature. Also, indoors and in similar environments a small
change in physical location (in 3 dimensions) causes sig-
nificant changes in the RF signature. This is result of
combination of multipath, which makes RF signature 3
dimensional, and short wavelength that results in significant
RF signature changes over distances of % wave. Therefore,
in such environments the number of points in the database
would have to be exponentially increased.

There exist less accurate location methods, for example
RTT, RTT+CID, including ones that are based on received
signal strength. However, in latter case RF propagation
phenomenon make the signal strength vary 30 dB to 40 dB
over the distance of a wavelength which, in wireless net-
works, can be significantly less than a meter. This severely
impacts the accuracy and/or the reliability of methods based
on received signal strength. Again, all these methods accu-
racy is suffering from the multipath.

Accordingly, there is a need in the art for more accurate
and reliable tracking and locating capability for wireless
networks, which can be achieved through multipath mitiga-
tion technology.

Positioning reference signals (PRS) were added in the
Release 9 of the LTE 3GPP and are meant to be used by the
user equipment (UE) for OTDOA positioning (a type of
multilateration). The TS 36.211 Release 9 Technical Speci-
fication is titled “Evolved Universal Terrestrial Radio
Access (E-UTRA); Physical Channels and Modulation.”

As noted, PRS can be used by the UE for the Downlink
Observed Time Difference of Arrival (DL-OTDOA) posi-
tioning. The Release 9 specification also requires neighbor-
ing base stations (eNBs) to be synchronized. This removes
the last obstacle for OTDOA methods. The PRS also
improves UE hearability at the UE of multiple eNBs. It is to
be noted that the Release 9 specification did not specify the
eNB synchronization accuracy, with some proposals sug-
gesting 100 ns. The UL-TDOA is currently in a study phase
and it expected to be standardized in 2011.

The DL-OTDOA method, according to the Release 9
specification, is detailed in U.S. Patent Application Publi-
cation No. 2011/0124347 A1 to Chen et al., titled “Method
and Apparatus for UE Positioning in LTE Networks.” The
Release 9 DL-OTDOA suffers from the multipath phenom-
ena. Some multipath mitigation can be achieved by
increased PRS signal bandwidth. However, this conse-
quently results in increased scheduling complexity and
longer times between UE positions fixes. In addition, for
networks with limited operating bandwidth, such as 10
MHz, the best possible accuracy is about 100 meters, as
illustrated in Table 1 of Chen et al. These numbers are the
results in a best case scenario. In other cases, especially
when the DLOS signal strength is significantly lower (10-20
dB) compared to the reflected signal(s) strength, it results in
significantly larger (from two to four times) locate/ranging
errors.
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Chen et al. describe a variant of the UL-TDOA position-
ing that is also PRS based, referred to as Up Link Positioning
Reference Signal (UL-PRS). Chen et al. proposes improved
neighbor cells hearability and/or reduced scheduling com-
plexity, yet Chen et al. do not teach anything that addresses
mitigating multipath. As a result, the accuracy by Chen et al.
is no better than the accuracy per Release 9 of the DL-
OTDOA method accuracy.

According to Chen et al. the DL-OTDOA and the UL-
TDOA methods are suitable for outdoor environments. Chen
et al. further notes that DL-OTDOA and the UL-TDOA
methods do not perform well in indoor environments, such
as buildings, campuses, etc. Several reasons are noted by
Chen et al. to explain the poor performance of these methods
in indoor environments. For example, in Distributed
Antenna Systems (DAS), which are commonly employed
indoors, each antenna does not have a unique ID.

According to Chen, the end result is that in both: the
Release 9 and the cell towers based, like UL-TDOA Chen et
al., systems, the UE equipment cannot differentiate between
the multiple antennas. This phenomenon prevents the usage
of the multilateration method, employed in the Release 9 and
Chen UL-OTDOA systems. To solve this problem, Chen et
al. adds hardware and new network signals to the existing
indoors wireless network systems. Furthermore, in case of
an active DAS the best accuracy (error lower bound) is
limited to 50 meters. Finally, Chen et al. do not address the
impact of multipath on the positioning accuracy in indoor
environments, where it is most severe (compared to outdoor)
and in many cases results in much larger (2x-4x) positioning
errors than claimed.

The modifications taught by Chen et al. for indoor wire-
less networks antenna systems are not always possible
because upgrading the existing systems would require a
tremendous effort and high cost. Moreover, in case of an
active DAS the best theoretical accuracy is only 50 meters,
and in practice this accuracy would be significantly lower
because of the RF propagation phenomena, including mul-
tipath At the same time, In a DAS system signals that are
produced by multiple antennas will appear as reflections,
e.g. multipath. Therefore, if all antennas locations are
known, it is possible to provide a location fix in DAS
environment without the additional hardware and/or new
network signals if the signals paths from individual antennas
can be resolved, such as by using multilateration and loca-
tion consistency algorithms. Thus, there is a need in the art
for an accurate and reliable multipath resolution for wireless
networks.

SUMMARY

The present embodiment relates to a method and system
for a Radio Frequency (RF)-based identification, tracking
and locating of objects, including Real Time Locating Ser-
vice (RTLS) that substantially obviates one or more of the
disadvantages of the related art. The proposed (exemplary)
method and system use a narrow bandwidth ranging locating
signal(s). According to an embodiment, RF-based tracking
and locating is implemented on VHF band, but could be also
implemented on lower bands (HF, LF and VLF) as well as
UHF band and higher frequencies. It employs multi-path
mitigation method including techniques and algorithms. The
proposed system can use software implemented digital sig-
nal processing and software defined radio technologies.
Digital signal processing can be used as well.

The system of the embodiment can be constructed using
standard FPGAs and standard signal processing hardware
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and software at a very small incremental cost to the device
and overall system. At the same time the accuracy of the
RF-based identification and location-finding systems that
are employing narrow-band ranging signal/s can be signifi-
cantly improved.

The transmitters and receivers for narrow bandwidth
ranging/locating signal, for example VHF, are used to iden-
tify a location of a person or an object. Digital signal
processing (DSP) and software defined radio (SDR) tech-
nologies can be used to generate, receive and process a
narrow bandwidth ranging signal(s) as well as perform
multi-path mitigation algorithms. The narrow bandwidth
ranging signal is used to identify, locate and track a person
or an object in a half-duplex, full duplex or simplex mode of
operation. The Digital signal processing (DSP) and software
defined radio (SDR) technologies are used in the multi-path
mitigation processor to implement multi-path mitigation
algorithms.

The approach described herein employs a multi-path
mitigation processor and multi-path mitigation techniques/
algorithms described in related U.S. Pat. No. 7,872,583 that
increase the accuracy of tracking and locating system imple-
mented by a wireless network. The present embodiment can
be used in all wireless systems/networks and include sim-
plex, half-duplex and full duplex modes of operation. The
embodiment described below operates with wireless net-
works that employ various modulation types, including
OFDM modulation and/or its derivatives. Thus, the embodi-
ment described below operates with LTE networks and it is
also applicable to other wireless systems/networks.

The approach described herein is based on the network’s
one or more reference/pilot signal(s) and/or synchronization
signals and is also applicable to other wireless networks,
including WiMax, WiFi, and White Space. Other wireless
networks that do not use reference and/or pilot/synchroni-
zation signals may employ one or more of the following
types of alternate embodiments as described in related U.S.
Pat. No. 7,872,583: 1) where a portion of frame is dedicated
to the ranging signal/ranging signal elements as described in
related U.S. Pat. No. 7,872,583; 2) where the ranging signal
elements (see related U.S. Pat. No. 7,872,583) are embedded
into transmit/receive signals frame(s); and 3) where the
ranging signal elements (described in related U.S. Pat. No.
7,872,583) are embedded with the data.

These alternate embodiments employ multi-path mitiga-
tion processor and multi-path mitigation techniques/algo-
rithms described in related U.S. Pat. No. 7,872,583 and can
be used in all modes of operation: simplex, half-duplex and
full duplex.

The integration of multi-path mitigation processor and
multi-path mitigation techniques/algorithms described in
related U.S. Pat. No. 7,872,583 with OFDM based wireless
networks, and other wireless networks with reference/pilot
signals and/or synchronization signals, can be done with
little or no incremental cost to the device and overall system.
At the same time the location accuracy of the network and
system will be significantly improved. As described in the
embodiment, RF-based tracking and locating is imple-
mented on 3GPP LTE cellular networks will significantly
benefit from the localization of multi-path mitigation
method/techniques and algorithms that are described in
related U.S. Pat. No. 7,872,583. The proposed system can
use software- or hardware-implemented digital signal pro-
cessing.

Additional features and advantages of the embodiments
will be set forth in the description that follows, and in part
will be apparent from the description, or may be learned by
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practice of the embodiments. The advantages of the embodi-
ments will be realized and attained by the structure particu-
larly pointed out in the written description and claims hereof
as well as the appended drawings.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are intended to provide further
explanation of the embodiments as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are included to pro-
vide a further understanding of the embodiments and are
incorporated in and constitute a part of this specification,
illustrate embodiments and together with the description
serve to explain the principles of the embodiments. In the
drawings:

FIG. 1 and FIG. 1A illustrate narrow bandwidth ranging
signal frequency components, in accordance with the
embodiment;

FIG. 2 illustrates exemplary wide bandwidth ranging
signal frequency components.

FIG. 3A, FIG. 3B and FIG. 3C illustrate block diagrams
of master and slave units of an RF mobile tracking and
locating system, in accordance with the embodiment;

FIG. 4 illustrates an exemplary synthesized wideband
base band ranging signal;

FIG. 5 illustrates elimination of signal precursor by can-
cellation, in accordance with the embodiment;

FIG. 6 illustrates precursor cancellation with fewer car-
riers, in accordance with the embodiment;

FIG. 7 illustrates a one-way transfer function phase;

FIG. 8 illustrates an embodiment location method;

FIG. 9 illustrates LTE reference signals mapping;

FIG. 10 illustrates an exemplary enhanced Cell ID+RTT
locating technique;

FIG. 11 illustrates an exemplary OTDOA locating tech-
nique;

FIG. 12 illustrates the operation of a Time Observation
Unit (TMO) installed at an operator’s eNB facility;

FIG. 13 illustrates an exemplary wireless network locate
equipment diagram;

FIG. 14 illustrates an exemplary wireless network locate
Downlink ecosystem for Enterprise applications;

FIG. 15 illustrates an exemplary wireless network locate
Downlink ecosystem for network wide applications;

FIG. 16 illustrates an exemplary wireless network locate
Uplink ecosystem for Enterprise applications;

FIG. 17 illustrates an exemplary wireless network locate
Uplink ecosystem for network wide applications;

FIG. 18 illustrates an exemplary wireless network DAS
and/or femto/small cell uplink locate environment;

FIG. 19 illustrates an exemplary wireless network cell
tower locate environment;

FIG. 20 illustrates an exemplary cell tower of a wireless
network;

FIG. 21 conceptually illustrates determining angle of
arrival based on phase differences;

FIG. 22 illustrates a process flow for implementation of an
embodiment;

FIG. 23 is a perspective view of a group unit of an
embodiment;

FIG. 24 illustrates a process flow implemented by a group
unit in an embodiment; and
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FIG. 25 illustrates a process tlow for implementation of an
embodiment.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS

Reference will now be made in detail to the preferred
embodiments of the present embodiments, examples of
which are illustrated in the accompanying drawings.

The present embodiments relate to a method and system
for RF-based identification, tracking and locating of objects,
including RTLS. According to an embodiment, the method
and system employs a narrow bandwidth ranging signal. The
embodiment operates in VHF band, but can be also used in
HF, LF and VLF bands as well as UHF band and higher
frequencies. It employs multi-path mitigation processor.
Employing multi-path mitigation processor increases the
accuracy of tracking and locating implemented by a system.

The embodiment includes small, highly portable base
units that allow users to track, locate and monitor multiple
persons and objects. Each unit has its own ID. Each unit
broadcasts an RF signal with its ID, and each unit is able to
send back a return signal, which can include its ID as well
as voice, data and additional information. Each unit pro-
cesses the returned signals from the other units and, depend-
ing on the triangulation or trilateration and/or other methods
used, continuously determines their relative and/or actual
locations. The preferred embodiment can also be easily
integrated with products such as GPS devices, smart phones,
two-way radios and PDAs. The resulting product will have
all of the functions of the stand-alone devices while lever-
aging the existing display, sensors (such as altimeters, GPS,
accelerometers and compasses) and processing capacity of
its host. For example, a GPS device with the device tech-
nology describe herein will be able to provide the user’s
location on a map as well as to map the locations of the other
members of the group.

The size of the preferred embodiment based on an FPGA
implementation is between approximately 2x4x1 inches and
2x2x0.5 inches, or smaller, as integrated circuit technology
improves. Depending on the frequency used, the antenna
will be either integrated into the device or protrude through
the device enclosure. An ASIC (Application Specific Inte-
grated Circuit) based version of the device will be able to
incorporate the functions of the FPGA and most of the other
electronic components in the unit or Tag. The ASIC-based
stand-alone version of the product will result in the device
size of 1x0.5x0.5 inches or smaller. The antenna size will be
determined by the frequency used and part of the antenna
can be integrated into the enclosure. The ASIC based
embodiment is designed to be integrated into products can
consist of nothing more than a chipset. There should not be
any substantial physical size difference between the Master
or Tag units.

The devices can use standard system components (off-
the-shelf components) operating at multiple frequency
ranges (bands) for processing of multi-path mitigation algo-
rithms. The software for digital signal processing and soft-
ware-defined radio can be used. The signal processing
software combined with minimal hardware, allows assem-
bling the radios that have transmitted and received wave-
forms defined by the software.

Related U.S. Pat. No. 7,561,048 discloses a narrow-
bandwidth ranging signal system, whereby the narrow-
bandwidth ranging signal is designed to fit into a low-
bandwidth channel, for example using voice channels that
are only several kilohertz wide (though some of low-
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bandwidth channels may extend into a few tens of kilohertz).
This is in contrast to conventional location-finding systems
that use channels from hundreds of kilohertz to tens of
megahertz wide.

The advantage of this narrow-bandwidth ranging signal
system is as follows: 1) at lower operating frequencies/
bands, conventional location-finding systems ranging signal
bandwidth exceeds the carrier (operating) frequency value.
Thus, such systems cannot be deployed at LF/VLF and other
lower frequencies bands, including HF. Unlike conventional
location-finding systems, the narrow-bandwidth ranging sig-
nal system described in related U.S. Pat. No. 7,561,048 can
be successfully deployed on LF, VLF and other bands
because its ranging signal bandwidth is far below the carrier
frequency value; 2) at lower end of RF spectrum (some VLF,
LF, HF and VHF bands), e.g., up to UHF band, conventional
location-finding systems cannot be used because the FCC
severely limits the allowable channel bandwidth (12-25
kHz), which makes it impossible to use conventional rang-
ing signals. Unlike conventional location-finding systems,
the narrow-bandwidth ranging signal system’s ranging sig-
nal bandwidth is fully compliant with FCC regulations and
other international spectrum regulatory bodies; and 3) it is
well known (see MRI: the basics, by Ray H. Hashemi,
William G. Bradley . . . 2003) that independently of oper-
ating frequency/band, a narrow-bandwidth signal has inher-
ently higher SNR (Signal-to-Noise-Ratio) as compared to a
wide-bandwidth signal. This increases the operating range
of the narrow-bandwidth ranging signal location-finding
system independently of the frequency/band it operates,
including UHF band.

Thus, unlike conventional location-finding systems, the
narrow-bandwidth ranging signal location-finding system
can be deployed on lower end of the RF spectrum for
example VHF and lower frequencies bands, down to
LF/VLF bands, where the multipath phenomena is less
pronounced. At the same time, the narrow-bandwidth rang-
ing location-finding system can be also deployed on UHF
band and beyond, improving the ranging signal SNR and, as
a result, increasing the location-finding system operating
range.

To minimize multipath, e.g., RF energy reflections, it is
desirable to operate on VLF/LF bands. However, at these
frequencies the efficiency of a portable/mobile antenna is
very small (about 0.1% or less because of small antenna
length (size) relative to the RF wave length). In addition, at
these low frequencies the noise level from natural and
manmade sources is much higher than on higher frequen-
cies/bands, for example VHF. Together, these two phenom-
ena may limit the applicability of location-finding system,
e.g. its operating range and/or mobility/portability. There-
fore, for certain applications where operating range and/or
mobility/portability are very important a higher RF frequen-
cies/bands may be used, for example HF, VHF, UHF and
UWB.

At VHF and UHF bands, the noise level from natural and
manmade sources is significantly lower compared to VLF,
LF and HF bands; and at VHF and HF frequencies the
multi-path phenomena (e.g., RF energy reflections) is less
severe than at UHF and higher frequencies. Also, at VHF,
the antenna efficiency is significantly better, than on HF and
lower frequencies, and at VHF the RF penetration capabili-
ties are much better than at UHF. Thus, the VHF band
provides a good compromise for mobile/portable applica-
tions. On the other hand in some special cases, for example
GPS where VHF frequencies (or lower frequencies) cannot
penetrate the ionosphere (or get deflected/refracted), the
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UHF can be a good choice. However, in any case (and all
cases/applications) the narrow-bandwidth ranging signal
system will have advantages over the conventional wide-
bandwidth ranging signal location-finding systems.

The actual application(s) will determine the exact tech-
nical specifications (such as power, emissions, bandwidth
and operating frequencies/band). Narrow bandwidth ranging
allows the user to either receive licenses or receive exemp-
tion from licenses, or use unlicensed bands as set forth in the
FCC because narrow band ranging allows for operation on
many different bandwidths/frequencies, including the most
stringent narrow bandwidths: 6.25 kHz, 11.25 kHz, 12.5
kHz, 25 kHz and 50 kHz set forth in the FCC and comply
with the corresponding technical requirements for the appro-
priate sections. As a result, multiple FCC sections and
exemptions within such sections will be applicable. The
primary FCC Regulations that are applicable are: 47 CFR
Part 90— Private Land Mobile Radio Services, 47 CFR Part
94 personal Radio Services, 47 CFR Part 15—Radio Fre-
quency Devices. (By comparison, a wideband signal in this
context is from several hundred KHz up to 10-20 MHz.)

Typically, for Part 90 and Part 94, VHF implementations
allow the user to operate the device up to 100 mW under
certain exemptions (Low Power Radio Service being an
example). For certain applications the allowable transmitted
power at VHF band is between 2 and 5 Watts. For 900 MHz
(UHF band) it is 1 W. On 160 kHz 190 kHz frequencies (LF
band) the allowable transmitted power is 1 Watt.

Narrow band ranging can comply with many if not all of
the different spectrum allowances and allows for accurate
ranging while still complying with the most stringent regu-
latory requirements. This holds true not just for the FCC, but
for other international organizations that regulate the use of
spectrum throughout the world, including Europe, Japan and
Korea.

The following is a list of the common frequencies used,
with typical power usage and the distance the tag can
communicate with another reader in a real world environ-
ment (see Indoor Propagation and Wavelength Dan Dobkin,
WJ Communications, V 1.4 7/10/02):

915 MHz 100 mW 150 feet
2.4 GHz 100 mW 100 feet
5.6 Ghz 100 mW 75 feet

The proposed system works at VHF frequencies and
employs a proprietary method for sending and processing
the RF signals. More specifically, it uses DSP techniques and
software-defined radio (SDR) to overcome the limitations of
the narrow bandwidth requirements at VHF frequencies.

Operating at lower (VHF) frequencies reduces scatter and
provides much better wall penetration. The net result is a
roughly ten-fold increase in range over commonly used
frequencies. Compare, for example, the measured range of
a prototype to that of the RFID technologies listed above:

216 MHz 100 mw 700 feet

Utilizing narrow band ranging techniques, the range of
commonly used frequencies, with typical power usage and
the distance the tag communication range will be able to
communicate with another reader in a real world environ-
ment would increase significantly:
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From: To:
915 MHz 100 mW 150 500
feet feet
2.4 GHz 100 mW 100 450
feet feet
5.6 Ghz 100 mW 75 400

feet feet

Battery consumption is a function of design, transmitted
power and the duty cycle of the device, e.g., the time interval
between two consecutive distance (location) measurements.
In many applications the duty cycle is large, 10x to 1000x.
In applications with large duty cycle, for example 100x, an
FPGA version that transmits 100 mW of power will have an
up time of approximately three weeks. An ASIC based
version is expected to increase the up time by 10x. Also,
ASICs have inherently lower noise level. Thus, the ASIC-
based version may also increase the operating range by
about 40%.

Those skilled in the art will appreciate that the embodi-
ment does not compromise the system long operating range
while significantly increases the location-finding accuracy in
RF challenging environments (such as, for example, build-
ings, urban corridors, etc.)

Typically, tracking and location systems employ Track-
Locate-Navigate methods. These methods include Time-Of-
Arrival (TOA), Differential-Time-Of-Arrival (DTOA) and
combination of TOA and DTOA. Time-Of-Arrival (TOA) as
the distance measurement technique is generally described
in U.S. Pat. No. 5,525,967. A TOA/DTOA-based system
measures the RF ranging signal Direct-Line-Of-Site
(DLOS) time-of-flight, e.g., time-delay, which is then con-
verted to a distance range.

In case of RF reflections (e.g., multi-path), multiple
copies of the RF ranging signal with various delay times are
superimposed onto the DLOS RF ranging signal. A track-
locate system that uses a narrow bandwidth ranging signal
cannot differentiate between the DLOS signal and reflected
signals without multi-path mitigation. As a result, these
reflected signals induce an error in the estimated ranging
signal DLOS time-of-flight, which, in turn, impacts the
range estimating accuracy.

The embodiment advantageously uses the multi-path
mitigation processor to separate the DLOS signal and
reflected signals. Thus, the embodiment significantly lowers
the error in the estimated ranging signal DLOS time-of-
flight. The proposed multi-path mitigation method can be
used on all RF bands. It can also be used with wide
bandwidth ranging signal location-finding systems. And it
can support various modulation/demodulation techniques,
including Spread Spectrum techniques, such as DSS (Direct
Spread Spectrum) and FH (Frequency Hopping).

Additionally, noise reduction methods can be applied in
order to further improve the method’s accuracy. These noise
reduction methods can include, but are not limited to,
coherent summing, non-coherent summing, Matched filter-
ing, temporal diversity techniques, etc. The remnants of the
multi-path interference error can be further reduced by
applying the post-processing techniques, such as, maximum
likelihood estimation (like.g., Viterbi Algorithm), minimal
variance estimation (Kalman Filter), etc.

The embodiment can be used in systems with simplex,
half-duplex and full duplex modes of operation. Full-duplex
operation is very demanding in terms of complexity, cost
and logistics on the RF transceiver, which limits the system
operating range in portable/mobile device implementations.
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In half-duplex mode of operation the reader (often referred
to as the “master”) and the tags (sometimes also referred to
as “slaves” or “targets”) are controlled by a protocol that
only allows the master or the slave to transmit at any given
time.

The alternation of sending and receiving allows a single
frequency to be used in distance measurement. Such an
arrangement reduces the costs and complexity of the system
in comparison with full duplex systems. The simplex mode
of operation is conceptually simpler, but requires a more
rigorous synchronization of events between master and
target unit(s), including the start of the ranging signal
sequence.

In present embodiments the narrow bandwidth ranging
signal multi-path mitigation processor does not increase the
ranging signal bandwidth. It uses different frequency com-
ponents, advantageously, to allow propagation of a narrow
bandwidth ranging signal. Further ranging signal processing
can be carried out in the frequency domain by way of
employing super resolution spectrum estimation algorithms
(MUSIC, rootMUSIC, ESPRIT) and/or statistical algo-
rithms like RELAX, or in time-domain by assembling a
synthetic ranging signal with a relatively large bandwidth
and applying a further processing to this signal. The different
frequency component of narrow bandwidth ranging signal
can be pseudo randomly selected, it can also be contiguous
or spaced apart in frequency, and it can have uniform and/or
non-uniform spacing in frequency.

The embodiment expands multipath mitigation technol-
ogy. The signal model for the narrowband ranging is a
complex exponential (as introduced elsewhere in this docu-
ment) whose frequency is directly proportional to the delay
defined by the range plus similar terms whose delay is
defined by the time delay related to the multipath. The model
is independent of the actual implementation of the signal
structure, e.g., stepped frequency, Linear Frequency Modu-
lation, etc.

The frequency separation between the direct path and
multipath is nominally extremely small and normal fre-
quency domain processing is not sufficient to estimate the
direct path range. For example a stepped frequency ranging
signal at a 100 KHz stepping rate over 5 MHz at a range of
30 meters (100.07 nanoseconds delay) results in a frequency
of 0.062875 radians/sec. A multipath reflection with a path
length of 35 meters would result in a frequency of 0.073355.
The separation is 0.0104792. Frequency resolution of the 50
sample observable has a native frequency resolution of
0.12566 Hz. Consequently it is not possible to use conven-
tional frequency estimation techniques for the separation of
the direct path from the reflected path and accurately esti-
mate the direct path range.

To overcome this limitation the embodiments use a
unique combination of implementations of subspace decom-
position high resolution spectral estimation methodologies
and multimodal cluster analysis. The subspace decomposi-
tion technology relies on breaking the estimated covariance
matrix of the observed data into two orthogonal subspaces,
the noise subspace and the signal subspace. The theory
behind the subspace decomposition methodology is that the
projection of the observable onto the noise subspace consists
of only the noise and the projection of the observable onto
the signal subspace consists of only the signal.

The super resolution spectrum estimation algorithms and
RELAX algorithm are capable of distinguishing closely
placed frequencies (sinusoids) in spectrum in presence of
noise. The frequencies do not have to be harmonically
related and, unlike the Digital Fourier Transform (DFT), the
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signal model does not introduce any artificial periodicity.
For a given bandwidth, these algorithms provide signifi-
cantly higher resolution than Fourier Transform. Thus, the
Direct Line Of Sight (DLOS) can be reliably distinguished
from other multi-paths (MP) with high accuracy. Similarly,
applying the thresholded method, which will be explained
later, to the artificially produced synthetic wider bandwidth
ranging signal makes it possible to reliably distinguish
DLOS from other paths with high accuracy.

In accordance with the embodiment, the Digital signal
processing (DSP), can be employed by the multi-path miti-
gation processor to reliably distinguish the DLOS from other
MP paths. A variety of super-resolution algorithms/tech-
niques exist in the spectral analysis (spectrum estimation)
technology. Examples include subspace based methods:
MUIltiple Slgnal Characterization (MUSIC) algorithm or
root-MUSIC algorithm, Estimation of Signal Parameters via
Rotational Invariance Techniques (ESPRIT) algorithm,
Pisarenko Harmonic Decomposition (PHD) algorithm,
RELAX algorithm, etc.

In all of the abovementioned super-resolution algorithms
the incoming (i.e., received) signal is modeled as a linear
combination of complex exponentials and their complex
amplitudes of frequencies. In case of a multi-path, the
received signal will be as follows:

k=L-1
(0 = Bx ¥ a Xe
=0

M

—2AfXTg
>

where Pxe™>” is the transmitted signal, f is the operating
frequency, L is the number of multi-path components, and
Oz=louIxe% T, are the complex attenuation and propaga-
tion delay of the K-th path, respectively. The multi-path
components are indexed so that the propagation delays are
considered in ascending order. As a result, in this model T,
, denotes the propagation delay of the DLOS path. Obvi-
ously, the T, value is of the most interest, as it is the smallest
value of all t,. The phase 0. is normally assumed random
from one measurement cycle to another with a uniform
probability density function U (0,27). Thus, we assume that
a=const (i.e., constant value)

Parameters o and T, are random time-variant functions
reflecting motions of people and equipment in and around
buildings. However, since the rate of their variations is very
slow as compared to the measurement time interval, these
parameters can be treated as time-invariant random variables
within a given measurement cycle.

All these parameters are frequency-dependent since they
are related to radio signal characteristics, such as, transmis-
sion and reflection coeflicients. However, in the embodi-
ment, the operating frequency changes very little. Thus, the
abovementioned parameters can be assumed frequency-
independent.

Equation (1) can be presented in frequency domain as:

k=L-1

A(f) =

k=0

@

o Xe—i(Zﬂfer)f’

where: A (f) is complex amplitude of the received signal,
(2mxty) are the artificial “frequencies” to be estimated by a
super-resolution algorithm and the operating frequency f is
the independent variable; o is the K-th path amplitude.
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In the equation (2) the super-resolution estimation of
(2mtxt,) and subsequently T, values are based on continuous
frequency. In practice, there is a finite number of measure-
ments. Thus, the variable f will not be a continuous variable,
but rather a discrete one. Accordingly, the complex ampli-
tude A (f) can be calculated as follows:

k=L-1

®
X e—i(27r><rk)><fn

k=0

where A(fn) are discrete complex amplitude estimates
(i.e., measurements) at discrete frequencies f,.

In equation (3) A(fn) can be interpreted as an amplitude
and a phase of a sinusoidal signal of frequency f, after it
propagates through the multi-path channel. Note that all
spectrum estimation based super-resolution algorithms
require complex input data (i.e. complex amplitude).

In some cases, it is possible to convert real signal data,
eg. Re (A(fn)), into a complex signal (e.g., analytical
signal). For example, such a conversion can be accom-
plished by using Hilbert transformation or other methods.
However, in case of short distances the value r, is very small,
which results in very low (2mxt,) “frequencies”.

These low “frequencies” create problems with Hilbert
transform (or other methods) implementations. In addition,
if only amplitude values (e.g., Re (A(f,))) are to be used,
then the number of frequencies to be estimated will include
not only the (2mtxty) “frequencies”, but also theirs combi-
nations. As a rule, increasing the number of unknown
frequencies impacts the accuracy of the super-resolution
algorithms. Thus, reliable and accurate separation of DLOS
path from other multi-path (MP) paths requires complex
amplitude estimation.

The following is a description of a method and the
multi-path mitigation processor operation during the task of
obtaining complex amplitude A(f,) in presence of multi-
path. Note that, while the description is focused on the
half-duplex mode of operation, it can be easily extended for
the full-duplex mode. The simplex mode of operation is a
subset of the half-duplex mode, but would require additional
events synchronization.

In half-duplex mode of operation the reader (often
referred to as the “master”) and the tags (also referred to as
“slaves” or “targets”) are controlled by a protocol that only
allows the master or the slave to transmit at any given time.
In this mode of operation the tags (target devices) serve as
Transponders. The tags receive the ranging signal from a
reader (master device), store it in the memory and then, after
certain time (delay), re-transmit the signal back to the
master.

An example of ranging signal is shown in FIG. 1 and FIG.
1A. The exemplary ranging signal employs different fre-
quency components 1 that are contiguous. Other waveforms,
including pseudo random, spaced in frequency and/or time
or orthogonal, etc. can be also used for as long as the ranging
signal bandwidth remains narrow. In FIG. 1 the time dura-
tion Tdor every frequency component is long enough to
obtain the ranging signal narrow-bandwidth property.

Another variation of a ranging signal with different fre-
quency components is shown on FIG. 2. It includes multiple
frequencies (f}, f,, f5, f,, f,) transmitted over long period of
time to make individual frequencies narrow-band. Such
signal is more efficient, but it occupies in a wide bandwidth
and a wide bandwidth ranging signal impacts the SNR,
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which, in turn, reduces the operating range. Also, such wide
bandwidth ranging signal will violate FCC requirements on
the VHF band or lower frequencies bands. However, in
certain applications this wide-bandwidth ranging signal
allows an easier integration into existing signal and trans-
mission protocols. Also, such a signal decreases the track-
locate time.

These multiple-frequency (1}, f,, f;, f,, £,) bursts may be
also contiguous and/or pseudo random, spaced in frequency
and/or time or orthogonal, etc.

The narrowband ranging mode will produce the accuracy
in the form of instantaneous wide band ranging while
increasing the range at which this accuracy can be realized,
compared to wide band ranging. This performance is
achieved because at a fixed transmit power, the SNR (in the
appropriate signal bandwidths) at the receiver of the narrow
band ranging signal is greater than the SNR at the receiver
of'a wideband ranging signal. The SNR gain is on the order
of the ratio of the total bandwidth of the wideband ranging
signal and the bandwidth of each channel of the narrow band
ranging signal. This provides a good trade-off when very
rapid ranging is not required, e.g., for stationary and slow-
moving targets, such as a person walking or running.

Master devices and Tag devices are identical and can
operate either in Master or Transponder mode. All devices
include data/remote control communication channels. The
devices can exchange the information and master device(s)
can remotely control tag devices. In this example depicted in
FIG. 1 during an operation of a master (i.e., reader) multi-
path mitigation processor originates the ranging signal to
tag(s) and, after a certain delay, the master/reader receives
the repeated ranging signal from the tag(s).

Thereafter, master’s multi-path mitigation processor com-
pares the received ranging signal with the one that was
originally sent from the master and determines the A(fn)
estimates in form of an amplitude and a phase for every
frequency component f,. Note that in the equation (3) A(f,)
is defined for one-way ranging signal trip. In the embodi-
ment the ranging signal makes a round-trip. In other words,
it travels both ways: from a master/reader to a target/slave
and from the target/slave back to the master/reader. Thus,
this round-trip signal complex amplitude, which is received
back by the master, can be calculated as follows:

AR {f)1=IA(F Y Pand LA (£)=2x(LA(f,)) 4)

There are many techniques available for estimating the
complex amplitude and phase values, including, for
example, matching filtering IA(f,)l and ZA(f,). According
to the embodiment, a complex amplitude determination is
based on IA(f,)| values derived from the master and/or tag
receiver RSSI (Received Signal Strength Indicator) values.
The phase values 2 A,(f,) are obtained by comparing the
received by a reader/master returned base-band ranging
signal phase and the original (i.e., sent by reader/master)
base band ranging signal phase. In addition, because master
and tag devices have independent clock systems a detailed
explanation of devices operation is augmented by analysis of
the clock accuracy impact on the phase estimation error. As
the above description shows, the one-way amplitude [A(f)l
values are directly obtainable from target/slave device.
However, the one-way phase AA(fn) values cannot be
measured directly.

In the embodiment, the ranging base band signal is the
same as the one depicted in FIG. 1. However, for the sake
of simplicity, it is assumed herein that the ranging base band
signal consists of only two frequency components each
containing multiple periods of cosine or sine waves of
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different frequency: F, and F,. Note that F,=t| and F,=f,.
The number of periods in a first frequency component is L.
and the number of periods in a second frequency component
is P. Note that L. may or may not be equal to P, because for
T~constant each frequency component can have different
number of periods. Also, there is no time gap between each
frequency component, and both F, and F, start from the
initial phase equal to zero.

FIGS. 3A, 3B and 3C depict block diagrams of a master
or a slave unit (tag) of an RF mobile tracking and locating
system. F - refers to the frequency of the device system
clock (crystal oscillator 20 in FIG. 3A). All frequencies
generated within the device are generated from this system
clock crystal oscillator. The following definitions are used:
M is a master device (unit); AM is a tag (target) device
(unit). The tag device is operating in the transponder mode
and is referred to as transponder (AM) unit.

In the preferred embodiment the device consists of the RF
front-end and the RF back-end, base-band and the multi-
path mitigation processor. The RF back-end, base-band and
the multi-path mitigation processor are implemented in the
FPGA 150 (see FIGS. 3B and 3C). The system clock
generator 20 (see FIG. 3A) oscillates at: F ,3-=20 MHz; or
0 5c—2mx20x10°. This is an ideal frequency because in
actual devices the system clocks frequencies are not always
equal to 20 MHz: F o =F 65t Fose™=F osev™.

Note that

FAc FAL 1 1
M _ AM _ .andﬁM:_ﬁAM: —

[ Fosc’ "~ Fosc’ M’ Y

It should be noted that other than 20 MHz FOSC fre-
quencies can be used without any impact on system perfor-
mance.

Both units’ (master and tag) electronic makeup is identi-
cal and the different modes of operations are software
programmable. The base band ranging signal is generated in
digital format by the master’ FPGA 150, blocks 155-180
(see FIG. 2B). It consists of two frequency components each
containing multiple periods of cosine or sine waves of
different frequency. At the beginning, t=0, the FPGA 150 in
a master device (FIG. 3B) outputs the digital base-band
ranging signal to its up-converter 50 via /Q DACs 120 and
125. The FPGA 150 starts with F, frequency and after time
T, start generating F, frequency for time duration of T,.

Since crystal oscillator’s frequency might differ from 20
MHz the actual frequencies generated by the FPGA will be
Fv™ and F,y™. Also, time T, will be T,p* and T, will be
T,B™. IT is also assumed that T,, T, F,, F, are such that
F y"*T,p*=F,T, and Fy™*T,p™=F, T,, where both
F,T, & F, T, are integer numbers. That means that the initial
phases of F, and F, are equal to zero.

Since all frequencies are generated from the system
crystal oscillator 20 clocks, the master’ base-band 1/Q
DAC(s) 120 and 125 outputs are as follows: F,=y* 20x10%x
Ky, and F,=y 20><106><KF2, where K, and K, are constant
coeflicients. Similarly, the output frequencies TX_L.O and
RX 1O from frequency synthesizer 25 (LO signals for
mixers 50 and 85) can be expressed through constant
coeflicients. These constant coeflicients are the same for the
master (M) and the transponder (AM)—the difference is in
the system crystal oscillator 20 clock frequency of each
device.

The master (M) and the transponder (AM) work in a
half-duplex mode. Master’s RF front-end up-converts the
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base-band ranging signal, generated by the multi-path miti-
gation processor, using quadrature up-converter (i.e., mixer)
50 and transmits this up-converted signal. After the base-
band signal is transmitted the master switches from TX to
RX mode using RF Front-end TX/RX Switch 15. The
transponder receives and down-converts the received signal
back using its RF Front-end mixer 85 (producing First IF)
and ADC 140 (producing Second IF).

Thereafter, this second IF signal is digitally filtered in the
Transponder RF back-end processor using digital filters 190
and further down-converted to the base-band ranging signal
using the RF back-end quadrature mixer 200, digital I/Q
filters 210 and 230, a digital quadrature oscillator 220 and a
summer 270. This base-band ranging signal is stored in the
transponder’s memory 170 using Ram Data Bus Controller
195 and control logic 180.

Subsequently, the transponder switches from RX to TX
mode using RF front-end switch 15 and after certain delay
tr v begins re-transmitting the stored base-band signal. Note
that the delay is measured in the AM (transponder) system
clock. Thus, t,"~t, Y. The master receives the tran-
sponder transmission and down-converts the received signal
back to the base-band signal using its RF back-end quadra-
ture mixer 200, the digital I and Q filters 210 and 230, the
digital quadrature oscillator 220 (see FIG. 3C).

Thereafter, the master calculates the phase difference
between F, and F, in the received (i.e., recovered) base-band
signal using multi-path mitigation processor arctan block
250 and phase compare block 255. The amplitude values are
derived from the RF back-end RSSI block 240.

For improving the estimation accuracy it is always desir-
able to improve the SNR of the amplitude estimates from
block 240 and phase difference estimates from block 255. In
the preferred embodiment the multi-path mitigation proces-
sor calculates amplitude and phase difference estimates for
many time instances over the ranging signal frequency
component duration (T, These values, when averaged,
improve SNR. The SNR improvement can be in an order that
is proportional to VN, where N is a number of instances
when amplitude and phase difference values were taken (i.e.,
determined).

Another approach to the SNR improvement is to deter-
mine amplitude and phase difference values by applying
matching filter techniques over a period of time. Yet, another
approach would be to estimate the phase and the amplitude
of the received (i.e., repeated) base band ranging signal
frequency components by sampling them and integrating
over period T<T, against the original (i.e., sent by the
master/reader) base-band ranging signal frequency compo-
nents in the I/Q form. The integration has the effect of
averaging of multiple instances of the amplitude and the
phase in the I/Q format. Thereafter, the phase and the
amplitude values can be translated from the I/Q format to the
IA(f)! and £A(f,) format.

Let’s assume that at t=0 under master’ multi-path proces-
sor control the master base-band processor (both in FPGA
150) start the base-band ranging sequence.

(PFPGAM(Z):YZ\/IX(DOSCX(KFla(l))>l<T1 B <1, B

PrpG4 (l)wxmoscx Kr (1) [5M)+KF2 -T,p"),
T B,

where szTI[SM.
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The phase at master’s DAC(s) 120 and 125 outputs are as
follows:

$pac (Z)WXQOSCX(KFI(Z_ZDACM))'HPDACM(O)a
t<T B +tpa ™

P Z\:/IYZ\/IX(DOSCX &g (T, B +Kr, (1\1/1_ T,pY-
tpac N+Ppac (0 >Ti " +ipc
Note that DACs 120 and 125 have internal propagation
delay, 1,,,-*, that does not depend upon the system clock.
Similarly, the transmitter circuitry components 15, 30, 40
and 50 will introduce additional delay, t,.,, that does not
depend upon the system clock.
As a result, the phase of the transmitted RF signal by the
master can be calculated as follows:

Prr ()= YMX(DOSCX(KA(Z tpac™ _ZTX )+K5§74v rdl=
1)+ 0pa (O +@si_ox(0), 1<T B+
Ipac trx s

Pre ()= YMxmoscx(KFl(TlﬁM)"'KF (=T, p _ZDAC_
178 K sy oxdt-178 )+ 0pac (O +@syy 12
©), > Ty B iy Mgy

The RF signal from the master (M) experiences a phase
shift ™“*7 that is a function of the multi-path phenomena
between the master and tag.

The ¢™“* values depend upon the transmitted frequen-
cies, e.g. F, and F,. The transponder (AM) receiver’ is not
able to resolve each path because of limited (i.e., narrow)
bandwidth of the RF portion of the receiver. Thus, after a
certain time, for example, 1 microsecond (equivalent to
~300 meters of flight), when all reflected signals have
arrived at the receiver antenna, the following formulas

apply:
Qanr ™M)= YMX(DOSCX(KFI(Z tpac-iry )+Ksm o'

(= ng Moz MULT}\;PDACM(O)"'(PSYN i 1(0),
107 <r<T B +p o gy s

Qanr 0= YMXO)OSCX(KFI(TlﬁM)+KF (Z_Tll?) -

Ipac _ZTXM)+KS}’]V TX‘(Z_ZTXM))+(PF2M T
(PDAC MO +psyy_z21(0), T\ B +ip 1 Mairde
10°¢

In the AM (transponder) receiver at the first down con-
verter, element 85, an output, e.g. first IF, the phase of the
signal is as follows:

oM =

M M AM Mo AM
Y Xwose X (Kp (t — ihsc — 1% — (%) + Ksyn_rx (¢ — 1 —13%) —

MULT

M X wose X (Ksyw_px_11) + (7 Ohn 3 (0) — o rx 1 (0),

100 <t <1 " + o+ +18Ys
@i ) = Y Xwose X (K (TL ) +

M M AM M AM
Ky (=T BY = thsc — i = 13%) + Ksyn 1x (0 — i — 13%)) —

MULT

¥ X wose X (Ksyn_rx_1D) + 0fs ™ + Oty 7x(0) — oty gy 1 (0),

> T Y + i+ + ¥ +107°°

Note that the propagation delay t,** in the receiver RF
section (elements 15 and 60-85) does not depend upon the
system clock. After passing through RF Front-end filters and
amplifiers (elements 95-110 and 125) the first IF signal is
sampled by the RF Back-end ADC 140. It is assumed that
ADC 140 is under-sampling the input signal (e.g., first IF).
Thus, the ADC also acts like a down-converter producing
the second IF. The first IF filters, amplifiers and the ADC add
propagation delay time. At the ADC output (second IF):
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-continued
AM M M AM _ AM _AM
Phpe( = Y X wose X (K, (1 = 1hsc — % — 18 — 1) —1hpe) + AM AN AM A AM AM
Ksyn rx_1(t =17 | —tapc —trRB™ —trrx B —Ipac —Irx ) +
Ksyn_rx (0 = 17% — 185 — 13"y —1Abe)) - ] AM AM _ AM _ AM
- - Kapc@—tpr ™" —trex B —tpac — 17y ) + +

AM AM _ AM 5
X wosc X (K. -1 -1 +K 0+ AM _ AM AM AM
Y osc X (Ksnv_px_1 (= 11"y = tapc) + Kapc(®) Ksyn_rx_2( = trrx B = tpac —17% ) = Ksyw_rx (1 = 17%)
MULT | M AM AM
er -+ sy 0) = @5y _rx_10) - @bk (0) o w w
» by Mo AM . AM . AM er + sy x(0) = @5y rx 100) = @lipe crx(0) -
107° <t <TWB" +ipac +17x +1gy +1lF | +lapcs

@ABc =" xwosc % @i rx 2(0) + Oln 7x (0,

10
M M M AM AM AM —6 M M M AM AM
(Kp (T ")+ Kpy 1 =T\ % —1pac - o = - - o) + 107 <1< Ty B +ipsc+irx + IRy +1lp 1 +
M AM _ AM L AM
Ksyn mx(t—1trx —1gx —1Ijp.1 —Iapc)) — 40+ trrBM + 1rpx B+ iflc iy

AM AM L AM
Y™ Xwosc X (Ksyw_rx_1( =17 —Tapc) + Kapc(®) + AM "
15 FkF (0 =7" Xwosc %
MULT | M AM AM
@k -+ esyn_mx (0 = 95yn_rx_1(0) = €iapc_crk (0),
~ Ke (T ")+ Kp, 1 =Ty M — i =t — i — M —
P Y L U A T (T B )+ Ke,(t =T B" —Ipsc —frx —Igx —UiF L

AM AM AM _ AMAM
tapc —IrRP™" —trex B —Ipac — Iy ) +

. Ksyw_rx(t =t =Y — i —dpc - T
In the FPGA 150 the second IF signal (from the ADC ,, o oA
output) is filtered by the RF Back-end digital filters 190 and TR~ Ikrx BT~ Ipac ~ Iry)
further down-converted back to base-band ranging signal by
the third down-converter (i.e., quadrature mixer 200, digital Ksyn rx 10— — 44—
filters 230 and 210 and digital quadrature oscillator 220), trR B =t B :ISAMC — .
summed in the summer 270 and is stored in the memory 170. 25 wosc X +

Al AM _ AM _ _AM
Kapc—tpr ™" —trex B —tpac — 17y ) +

AM _ L AM_ AM AM
Ksyn_rx 2t = tgrx ™ = tpac = 17%° ) — Ksyw_rx (1 = 17)

At the third down-converter output (i.e., quadrature mixer):

MULT | M M M
o8 0 = op 7+ i v (0 = 9N _rx_1(0) ~ ¢Apc_ck(0) =
30
M Mo AM , AM v v
Kp (1= thsc =ty —1R% + 1081 +tape — ter ™) + @i rx 2(0) + Oln 7x (0,

M
Y Xwosc X
AM _ AM _ AM AM

Koy x 0 — 1% —1f =iy — 30c — trr B

M M AM | AM L AM
1> T Y e + o + Ry + o — i +
AM AM _ AM AM
¥ Xwese X (Ksyn_rx_1( =1 | — tipc —tArP" )+
Al AM | AM  AM -6
trRfB™ + Irpx B +ipse + iy +10

Kapc(t = trrB™) + Kgyn_rx 20 + o + 35

O 3 (0) — o8 rx 1(0) = o k() — ol gy 2(0),

By the time the signal from the transponder reaches the
AM master’ (M) receiver antenna the RF signal from transponder
¢bs (0 = 40 (AM) experiences another phase shift ¢*“*% that is a func-

Ke, (TUB™) + Ky (1= oM — s — ey — o — tion of the multi-path. As discussed above, this phase shift
happens after a certain time period when all reflected signals
have arrived at the master’ receiver antenna:

-6 Mo, M AM | AM | AM AM
1078 <t < T BY +ipc + % + 1Y + 1M, + 0080 + ™

M AM _AM AM
7" Xwosc X g 1 —ape — PR ) + -
AM _AM_ AM AM
Ksov (-t — 18 — 0y — 140 — trrB™M)
45

AM AM_ AM AM
¥ Xwose X (Ksyy_rx 10— 1jg") — ipe —tar B ) + o
Pant(0) =

Kapclt —trr™) + Ksyn_gx 21) + w%ULT +
M AM AM AM Kry (0= thiae — % — 1% — 17" -
Osyn 1x (@) —osyn rx 1) —@apc crk(0) — osyn vy 2(0), -
AM AM AM AM AM
" Mo AM L AM . AM A6 M tipc —ERB™ —Irrx BT —ipac —17x ) +
t>Tf +r’£’AC+tTX+tRX +1ip | +ape HiprP T +107% 50 ¥ Xwose X -y x
- M AM AM AM
Ksyw_rx(t =trx = fgx —1iF 1 —tapc =
. Y AL trP™M = trrx B — B — %)
Note that propagation delay tpz "=tz " in the FIR
section 190 does not depend upon the system clock.
After RX->TX delay the stored (in memory 170) base-
. . . . 5 trir M — trpy M — M AMy
band ranging signal from the master (M) is retransmitted. FIR RTX AC T ITX

(2] X +
Note that RX->TX delay t,,*=t, .. 7% Kape—teB™ —trrx B —tfic — i) +

AM _ AM
Ksyn rx_1(1—1Tjp | —Tapc —

AM _ L AM_ AM AM
Ksyn_rx 2t = tgrx ™ = tpac = 17%° ) — Ksyw_rx (1 = 17)

AM (o _ MULT | M AM
@RE (1) = 60 2xgp ™ +osyy x(0) = @syn vy 1(0) -
AM AM AM
M _ L AM _ AM AM 0) - 0)+ 0
Ky (0= e =¥ —afl o, M — @apc_crx(0) — @syn_rx_2(0) + @syn_rx (0),
-6 M M o AM  AM

w terBM — trpx BM —ifllc — o) + " 2x1070 <1 < Ty BY +isc +off +13Y + i +
¥ Xwosc X M _ AM _ AM _ L AM Ty Xwosc X AM AM AM | AM | AM
Ksyn_rx(t =ty —tgy —tipy —tapc = Lape +IrRP™" +irrx B +ipac +i7y 3

AM AM _ AM AM 65
- - - M M
trIR B Rrx B Ipac —I7x ) Ganr () =¥" X wose X
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-continued
M Mo M AM _ L AM
Ky (TBY) + Ky (1= T\ Y —tsc — i — g — o, -
AM AM AM _ L AM_ AM
tapc — IFRP™ —trex B —Ipac — Iy ) +
M AM _ AM_AM
Ksyn_rx(t =ty —Tgxy —Tjp 1 —Tapc —

AM AM _ AM_ AM
trrf™ —trrx B — tpac — 11y )

AM _ AM
Ksyn_rx 1(T=1jg | —Tapc —

10
1™ — trpx B — i — ) +
wosc X K _ AM AM L AM_ AM +
apc(t = trrf trrx Ipac —I7x )+
Ksyn_px 2= trrx ™ =il = i) = Ksyw rx 1= )
15
2% %%ULT + 5 x(0) — ot o 1(0) -
M M M
@ABe crx(0) = o8 rx_2(0) + @5y 7x (0,
1> T B i o+t i M e+
20
e+ trrx B+ ifie + Y +2x107°
In the master receiver the signal from transponder goes
through the same down-conversion process as in the tran- 23
sponder receiver. The result is the recovered base-band
ranging signal that was originally sent by the master.
For the first frequency component F,:
30

Ky (= thae — i — i — i) -
4c — trrBM — trrx B — i -
i = —0f 1 = e — 1B + 15

Ksyn_mx (0 = i7% — 1% — 17", —1Ape —
trRB™M — trrx BN — i - i -
TRy —1f | = thpe —ter ") =
Ksyn_rx_1(t— 1) | —thpe — trrBM) - 40

Kapc(t = 1pB™) = Ksyn_gx_2(0)

M M
©ga_rEcov(D) =" Xwosc X

AM _AM AM AM
Ksyw_rx_1(t=tipy —tipe —1rrB™ —trrx B — 45
AM _AM _ M M

tihe =i —tky —1f 1 —Bhc — 1M +

AM AM _ AM L AM
Kapct —tprp™ —trrx ™ —tpac — 17y’ —

AM M M M M
7™ Xwesc X tpy — g —tapc —tERBT )+ +
AM _AM_ AM
Ksyn_rx 20t —trrx B —ipac — 1% — 30
M o_ M M M
gy —LF_1 —Lapc —IFRPY ) —
AM M M
Ksyw_rx— 1% — iy — 1t | —thpe — trrB™)
MULT | M AM AM AM 33
2x@p "+ Osyn_x —€svn_rx 10 = @ape_crk (0) — O5yn_rx 2 +
AM M M M
esyn_rx — Psyv_rx_1(0) — @apc_cik0) — ey _gx 2(0),
60

2x10°0 <t < Ty Y + il + i + 180 + o)+ o8+ M+

AM  AM L AM M M,
trrx B+ Ipac + Irx +IRX+#,1+’]XIDc+IFIRﬁ 565

22

For the second frequency component F:

M M
g rEcov(D) =Y" Xwosc X

Ky (N ")+ Kpy =T Y — iy —off — oY — o, -
18 — tprBM — gy BN — 1pilc -
¥ =ty — ) — thhe —terpY) +
Ksyw ox(t =t — g% — 13" - thpc -
17RB™ = 1rry B — i — iy -
TRy = 1f | — thpe —tar ™) =

M M M M
Ksyn_rx_1(t—1tjp | —tapc —tFrrfP ) — Kapc(t —trrf") -

Ksyw_rx 2(0)

Ksyw rx 1=y =i — e - tarx B =
hhe =i 1Ry —1f . —thpe — M) +
Kapc(t = g™ — try B — il — o -
¥M ) wose x e — it = 4pe — trrfM) + +
Ksyn_rx 20 — trrx A — iple - ! -
% —f%,l —thpe —trrBM) -

AM M M
Ksyw_rx— 1% — iy — 1t | —thpe — trrB™)

2% w%“” + o5 x(0) — @it e 1(0) = @A cik(0) — oM mx 2(0)+

AM M M M
Esyv_1x — Psyn_rx_1(0) = @apc ek (0) = Psyy_gx_2(0),
M Mo AM . AM _AM AM AM
1> T Y + iy + 0% + i + 0 — 38 + 1w B + trrx B +

AM  AM MM M 6.
il o+ ol A+ Y + 2% 1075

Substitutions:

. M, M, AM A A
Tp arana=lpac +ioy Hey' +lp " Hapd U+

V74 viYg an " am, [ M
temB P Hpa o iy e

tapc B
where T, ,, 4,15 the propagation delay through master (M)
and transponder (AM) circuitry.

(PBB,MfAM(O):(Psm,TXM(O)—(Psm,RX,lAM(O)—
Panc_cLK M(O)—(Psm,RX,zAM(O)"'(Psm,TXAM—
Psyn rx 1 (0)-94p C,CLKM(O)—(PSW,RXQ
(0)=Const;

where: gz ar.42,0) is the LO phase shift, at time t=0,
from master (M) and transponder (AM) frequency mixers,
including ADC(s).
Also: Koynr rx=Ksya g 1+Kupc+Ksmn_gx >

First Frequency Component F1:

M M
g rEcov(D) =Y" Xwosc X
Kr (0= Tp_m—am) — Ksyw_rx (@ + Ksyn_rx_1(D) =
Kapc(t) — Ksyw_rx_2(0) +
AM _AM _ AM AM AM
Ksyw_rx (1% —18% — ity — t4ne — trm B — e B -
AM__ L AM _ M M
tphe =i — iy —f 1 - Bbc — 1Y) -

M M M M
Ksyn_rx_1(tip 1 = tapc —trrpP" ) = Kapc(=trrB")

M
Y Xwoesc X
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-continued

Ksyw_rx_1(8) + Kapc (D) + Ksyn_gx_2(t) — Ksyn_7x(0) +
Ksov_rx 1~ 11"} = th0c — trr B — 1rrx B — i) +
Kapc(—tarB™ = terx M — i) +
Ksww_rx_2(=trrx B = fid)

TRy =ity —thpe — e +
Kapc(—tf¥ =¥y = 1)fy = thipe — ™) +
TRy =ity —thpe — e ™) -

AM M M A
Ksyw_rx (—18%' — iy —1}f | —thpe — trrB™)

AM
Ksyn rx_1(=t7x —

AM
Ksyn_rx_2(=17x —

2@ + opp 1y an (0),

2x1078 <t < T " + Tp p-anr;

First Frequency Component F1 Continued:

M M
8B _rECOV(D) =7 XWosc X

Kp (t=Tp p-am) +
AM _ AM _ AM AM AM
Kson_rx(—17% — 8 — i, — thBc =t B — tarx B -
M M
Iy — ’%J —thpe =t M) -

M M M M
Ksyn_rx_1(=tir | —tapc —trRB" ) = Kapc(=trr ")

AM _ AM
Ipac —Irx —

AM_ AM AM AM _ AM
Ksyn_rx_1(=tip | = tapc —trrP"" —trex B —ipac) +
AM AM _ AM
Kapc(=trrB™ —trrx B —1pac) + +

AM _AM
Ksyn_rx_2(=trrx ™" —Ipac)

M
Y Xwoesc X

MULT

2x@p "+ opp_m-am (0),

2x1070 <t < Ty M + Tp ar_ams
Second Frequency Component F2:

M M
©ga_rEcov(D) =" Xwosc X

Ke, (N YY)+ Ky =Ty BY = Tp_—am) —
Ksyw rx (@) + Ksyn_rx_1(D) =

Kapc(t) — Ksyn_gx_2(0) +
M

M AM _ AM L AM AM AM

Ksyw_rx(=trx —tgx —lipy —Lapc — imrB™ —trrx B —

M

A AM M M M
Ipac —Irx —Igx = liF_1 —tapc —IFIRB" ) —

M M M M
Ksyn_rx_1(tjp 1 = tapc —tFRP" ) = Kapc(~trrf")

Ksyw_rx_1(8) + Kapc (D) + Ksyn_gx_2(8) — Ksyn_7x () +
K rx 1 (~1i#y = thc — e B = trrx ) +
Kapc(—trrf™ — terx B™M — ipiic) +
Ksww_rx_2(=trrx B = fid)
wose Ksyw rx 1 (-1 =ty =1t —thie — e + *
Kapc(—tf¥ =¥y = 1)f_y = thipe — 1) +
Ry —1f 1 — thpe — terB™) -

R

M M A
1]y = t)f 1 = hpc — 1B

AM
Ksyn_rx_2(=17x

AM
Ksyn_rx (—ix
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-continued

MULT

2x@p, " +pp_m-am (0),

> T +Tp proam +2%x107°

Second Frequency Component F2, Continued:

M M
¥gp rECOV(D) =" XWosc X

M M
K (B" )+ Kpy (1 =T1 % —Tp_ m—am) +
AM _ L AM _ AM AM A
Kson_rx(—17% — i) = i, — thBc =t B — trx B -
AM_AM M M
hhe =i 1Ry —1f = thpe — M) -

M M M M
Ksyn_rx_1(=tip | —tapc —trrp" ) = Kapc(=trr ")

AM L AM AM AM
Ksyn_rx_1(=t1g"y = apc —trRP™ —trpx B™°) +
AM AM_AM
Kapc(—trrB™ —trrx f™ —ipac) + +

AM _ AM
Ksyw_rx 2(=trrx B —1pac)

AM
Y Xwoese X

2% QT + opp p-am (0),

t> T M +Tp ppoan +2%x107°

Further substituting:

a=yM xwese x

M AM _ AM _AM AM Al
Ksyw rx(—tpx —tpx —lip1 —thape —tFRB™ —trrx B —
A AM M M M
hhe — i — Ry —1ify — thpe — e - -

M M M M
Ksyn_rx_1(~tjp | —Tapc —trrB" ) = Kapc(=trr ™)

AM _ AM AM AM
Ksyn_rx_1(=1jF | = Lapc —tFRB™ —trrx B ) +
AM AM _AM
Kapc(—trrB™" —trrx B —ipac) + \

AM _AM
Ksyn_rx_2(=trrx B —ipac)

AM
Y Xwoese X

where a is a constant.
Then the Final Phase Equations is:

@b recov(®) =¥ Xwosc X (Kpy (1= Tp_p—am)) + &)

MULT

2xop " +¢pg_y—amun 0) + @,

2x1078 <1< Ty M + Tp poaus
@hs rEcov(®) =
Y Xwose X (Kp (N BY) + Ky (0 = T BY = Tp ay—am)) +

MULT

2x¢p, " +epp m-au (0) + @,

> T M +Tp pyoam +2x1076
From the equation (5):

2X ¢
LARr(f) =<

MULT, MULT . MULT
F 22X pE A 2X APy 2 X T

2XADE jpy; 2% go%lULT +

MULT

ZXA(I)FI/F4;... ;ZX()DFI +2><A(I)F1/F’;

MULT_

where i=2,3, 4 ... ; and 2xAd. . is equal to 2x(¢,
MULT) b !
F .
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For example, the difference 2x(¢p,
instances t1 and t2:

MULT

—Pr,

MULT) at time

2X(PF2MULT_2X(PF1MULT:2XA(PF1/F2:(PBBJZECO Y
©25_recor (1)-Yx0oscx [Kp, (T [5M)+(KF2
(=T, M- Tp arann))~&r (=T pr.400)1,2%107
6<t, <T\ B+ Tp_pransto> TP+ T B+

Tp arane+2x107°

To find 2xA®D . ., difference we need to know T, 5/ 4as

_ M M. AM,
Tp arana=Trn sl +Trp_andB™ +poxP™

Tip ar~tpac™ +ZTX +ZRX +ZIF MM e
TLB ana=lpac Mg i Mty Mty
Mt
where T; 5 ,,and T, 5 44, are propagation delays through
the master (M) and transponder (AM) TX and RX circuitries
that are measured by placing devices in the loop-back mode.
Note that the master and the transponder devices can mea-
sure T, 5 ,,and T; 5 ,,, automatically; and we also know the
tryy value. -
From the above formulas and t;, value T, ,, ,,,can be
determined and consequently, for a given t,, and t, the
2xAD ., value can be found as follows:

2XAQF jp, = @b recov (12) — s rEcoy ) = (6)

Ke (N BY)+ Kpyio — Ky T B -
KryTos uB" + Ke Tp u B -
Key (Teg_an B™ BY + 1y B¥) +

Kr, (Teg_an B BY + 1y BM)

w Keity —
Y Xwoesc X

2x1070 <ty <Y +Tp oans =11 + T BM
2x A,y =
@ rECov(12) — OB kECoy (1) — ¥ X wosc X [Kpyto = Kpit1 —
(Kpy =K )X T1BY = (Kp, — Kp )X Trg_u B -
(Ky = Ke )X (Tup_ana B BY + trpx B,
2x108 <ty <M +Tp pp-amas 2 =11 + T M
2XADF ip, = @b recov () — s rEcoy (1) —
Y Xwose X [Kpyi2 = Ke1ty = (K,
(TBY = Tig_u B = Trs_au B BY — trrx A7),

2x1078 <t < Ty BM +Tp ppams 2 =1, + T M

- Kr )%

Or, assuming that f*=p*=

2xAQr /=95 RECOV M)~ 0sp_recor (1)1
WoscX[Kpyto=Kp 1~ Ky~ Kp )X(T1=Tp_arand)]

2x1070<t) < T\ +Tp apansto=t1+1; (6A)

From the equation (6) it can be concluded that at operating
frequency(s) ranging signal(s) complex amplitude values
can be found from processing the returned base-band rang-
ing signal.

The initial phase value 2x@p, can be assumed to be
equal zero because the subspace algorithms are not sensitive
to a constant phase offset. If necessary, the 2xq FIM LT value
(phase initial value) can be found by determining the TOA
(Time Of Arrival) using the narrow-bandwidth ranging
signal method as described in related U.S. Pat. No. 7,561,
048, incorporated herein by reference in its entirety. This
method estimates the ranging signal round trip delay, which
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is equal to 2xT ., ,$* and the 2x@p,
from the following equation:

MULT yalue can be found

MULT,sz?)

2xr, XYMX(DOSCX Ksyw raxtKp )*(Trrp),s

Or:

2XF1MULT:2X0~)OSCX Ksyn_zxtKe )x(Trrp),

In the preferred embodiment, the returned base-band
ranging signal phase values @35 rpcor (1) are calculated by
the multi-path processor’s arctan block 250. To improve
SNR, the multi-path mitigation processor phase compare
block 255  calculates  2xA®p 7 =Cz5 RECOV (tm)—
P55 _recov (t,) for many instances n (n=2, . ) using
the equation (6A), and then average them out to improve
SNR. Note that

2x1079<0, <Tp Ty ap angil=t1+ 15

From the equations 5 and 6 it becomes apparent that the
recovered (i.e., received) base-band ranging signal has the
same frequency as the original base-band signal that was
sent by the master. Thus, there is no frequency translation
despite the fact that the master (M) and the transponder
(AM) system clocks can differ. Because the base-band signal
consists of several frequency components, each component
is consists of multiple periods of a sinusoid, it is also
possible to estimate the phase and the amplitude of the
received ranging signal by sampling the received base-band
signal individual component frequency with the correspond-
ing original (i.e., sent by the master) base-band signal
individual frequency component and integrating the result-
ing signal over period T<T,

This operation generates complex amplitude values ART
(f,) of received ranging signal in the I/Q format. Note that
each base-band signal individual frequency component that
was sent by the master has to be shifted in time by the
Tp araar The integration operation produces effect of aver-
aging out the multiple instances of the amplitude and the
phase (e.g., increasing the SNR). Note that the phase and the
amplitude values can be translated from the 1/Q format to the
IA(f,)! and £ Ay, (f,) format.

This method of samphng, integrating over period of T<T,
and subsequent conversion from the 1/Q format to the IA( )I
and AA( ) format can be implemented in the phase com-
pare block 255 in FIG. 3C. Thus, depending upon the
block’s 255 design and implementation, either the method of
the preferred embodiment, based on the equation (5), or an
alternative method, described in this section, can be used.

Although the ranging signal bandwidth is narrow, the
frequency difference f,—f, can be relatively large, for
example, in an order of several megahertz. As a result, the
receiver’s bandwidth has to be kept wide enough to pass all
of the f;:f, ranging signal frequencies components. This
wide receiver bandwidth impacts the SNR. To reduce the
receiver effective bandwidth and improve the SNR, the
received ranging signal base-band frequency components
can be filtered by the RF back-end processor in FPGA 150
by the digital narrow bandwidth filters tuned for each
individual frequency component of the received base-band
ranging signal. However, this large number of digital filters
(the number of filters equals to the number of individual
frequency components, n) puts additional burden on the
FPGA resources, increasing its cost, size and power con-
sumption.

In the preferred embodiment only two narrow bandwidth
digital filters are used: one filter is always tuned for
f, frequency component and the other filter can be tuned for
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all other frequencies components: f,: f,. Multiple instances
of ranging signal are sent by the master. Each instance
consists of only two frequencies: f: f,; fi:f5 . . . ; f}:
f, ... f;:f,. Similar strategies are also possible.

Please note that it is also entirely possible to keep the
base-band ranging signal components to only two (or even
one) generating the rest of the frequency components by
adjusting the frequency synthesizers, e.g. changing Ky, It
is desirable that L.O signals for up-converters and down-
converters mixers are generated using the Direct Digital
Synthesis (DDS) technology. For high VHF band frequen-
cies this can present an undesired burden on the transceiver/
FPGA hardware. However, for lower frequencies this might
be a useful approach. Analog frequency synthesizers can
also be used, but may take additional time to settle after
frequency is changed. Also, in case of analog synthesizers,
two measurements at the same frequency would have to be
made in order to cancel a phase offset that might develop
after changing the analog synthesizer’s frequency.

The actual T, ,, 42, that is used in the above equations is
measured in both: the master (M) and the transponder (AM)
systems clocks, e.g. T,z ,i, and tz are counted in the
transponder (AM) clocks and T, ,,is counted in the master
(M) clock. However, when 2><AEI)F1/F2 is calculated both:
T;5 unr and tz,, are measured (counted) in master (M)
clock. This introduces an error:

2xAD gpgop=Y XWoscx (K=K )%(Z LB,AM(ﬁAMﬁM—
BV R BB M

The phase estimation error (7) impacts the accuracy.
Therefore, it is necessary to minimize this errorh. If
B*=B_p in other words, all master(s) and transponders
(tags) system clocks are synchronized, then the contribution
from the t;, time is eliminated.

In the preferred embodiment, the master and the tran-
sponder units (devices) are capable of synchronizing clocks
with any of the devices. For example, a master device can
serve as a reference. Clock synchronization is accomplished
by using the remote control communication channel,
whereby under FPGA 150 control, the frequency of tem-
perature compensated crystal oscillator TCXO 20 is
adjusted. The frequency difference is measured at the output
of the summer 270 of the master device while the selected
transponder device is transmitting a carrier signal.

Thereafter, the master sends a command to the transpon-
der to increase/decrease TCXO frequency. This procedure
may be repeated several times to achieve greater accuracy
by minimizing frequency at the summer 270 output. Please
note that in an ideal case the frequency at the summer 270
output should become equal to zero. An alternative method
is to measure the frequency difference and make a correction
of the estimated phase without adjusting the transponder’
TCXO frequency.

While pM-p4* can be considerably reduced there is a
phase estimation error when B*x1. In this case the margin
of error depends upon a long term stability of the reference
device (usually master (M)) clock generator. In addition, the
process of clock synchronization may take considerable
amount of time, especially with large number of units in the
field. During the synchronization process the track-locate
system becomes partially or fully inoperable, which nega-
tively impacts the system readiness and performance. In this
case the abovementioned method that does not require the
transponder’ TCXO frequency adjustment is preferred.

Commercially available (off the shelf) TCXO components
have high degree of accuracy and stability. Specifically,
TCXO components for the GPS commercial applications are
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very accurate. With these devices, the phase error impact on
locating accuracy can be less than one meter without the
need for frequent clock synchronization.

After narrow bandwidth ranging signal multi-path miti-
gation processor obtains the returned narrow bandwidth
ranging signal complex amplitude Ay, (f,), the further
processing (i.e., execution of super-resolution algorithms), is
implemented in the software-based component, which is a
part of the multi-path mitigation processor. This software
component can be implemented in the master (reader) host
computer CPU and/or the microprocessor that is embedded
in the FPGA 150 (not shown). In the preferred embodiment
the multi-path mitigation algorithm(s) software component
is executed by the master host computer CPU.

The super-resolution algorithm(s) produce estimation of
(2mxty) “frequencies”, e.g. T values. At the final step the
multi-path mitigation processor selects r with the smallest
value (i.e., the DLOS delay time).

In certain cases where the ranging signal narrow band-
width requirements are somewhat relaxed, the DLOS path
can be separated from MP paths by employing a continuous
(in time) chirp. In the preferred embodiment this continuous
chirp is Linear Frequency Modulation (LFM). However,
other chirp waveforms can be also used.

Let’s assume that under multi-path mitigation processor
control a chirp with bandwidth of B and duration of T is
transmitted. That gives a chirp rate of

p=rl
= 7rT

radians per second. Multiple chirps are transmitted and
received back. Note that chirps signals are generated digi-
tally with each chirp started at the same phase.

In the multi-path processor each received single chirp is
aligned so that the returned chirp is from the middle of the
area of interest.

The chirp waveform equation is:

s(H)=exp(i(0t+p2)), where wy is the initial fre-
quency for 0<t<T.

For a single delay round-trip T, e.g. no multi-path, the
returned signal (cirp) is s (t—T).

The multi-path mitigation processor then “deramps” the s
(t—7) by performing complex conjugate mix with the origi-
nally transmitted chirp. The resulting signal is a complex
sinusoid:

J{D=exp(-wgr)exp(-2iBr) exp(ipr?), ®)

where exp(-imgt,) is the amplitude and 2f< is the fre-
quency and O<t<T. Note that the last term is a phase and it
is negligible.

In case of multi-path, the composite deramped signal
consists of multiple complex sinusoids:

k=L

Sup(®) = ) exp(—iwgTy Jexp(—i2fry )(),
=0

®

where L is the number of ranging signal paths, including
the DLOS path and O<t<T.

Multiple chirps are transmitted and processed. Each chirp
is individually treated/processed as described above. There-
after, the multi-path mitigation processor assembles results
of individual chirps processing:
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n=N-1
Pt —np)
7=0

k=L

Z exp(—iwoTy Jexp(—i2f7 )t

k=0

(10)
X

fiip(0) = [

where N is the number of chirps,

o) ={

p=T+t .4 ts.qq 15 the dead time zone between two consecu-
tive chirps; 2ft, are artificial delay “frequencies”. Again, the
most interesting is the lowest “frequency”, which corre-
sponds to the DLOS path delay.

In the equation (10) f,,V(t) can be thought of as N
samples of a sum of complex sinusoids at times:

1;0=r=T
0;e>T

Ost Tt =t 4P t=+2p . . . i, =t +(N-1)p;mE0:m—

Thus, the number of samples can be a multiple of N, e.g.
oN;a=1, 2, . ...

From the equation (10) the multi-path mitigation proces-
sor produces alN complex amplitude samples in time domain
that are used in further processing (i.e., execution of super-
resolution algorithms). This further processing is imple-
mented in the software component, which is a part of the
multi-path mitigation processor. This software component
can be executed by the master (reader) host computer CPU
and/or by the microprocessor that is embedded in the FPGA
150 (not shown), or both. In the preferred embodiment the
multi-path mitigation algorithm(s) software is executed by
the master host computer CPU.

The super-resolution algorithm(s) produce estimation of
2pt, “frequencies”, e.g. T values. At the final step the
multi-path mitigation processor selects T with the smallest
value, i.e. the DLOS delay time.

An explanation will be given of a special processing
method, called the “threshold technique,” which can serve as
an alternative to the super-resolution algorithms. In other
words, it is used to enhance reliability and accuracy in
distinguishing DLOS path from other MP paths using the
artificially generated synthetic wider bandwidth ranging
signal.

The frequency domain base-band ranging signal shown in
FIG. 1 and FIG. 1A can be converted into time domain
base-band signal s(t):

sinr(2N + DAfr
sinrA f1

- (11

It is readily verified that s(t) is periodic with period 1/At,
and for any integer k, that s(k/At)=2N+1, which is the peak
value of the signal. Where n=N in FIG. 1 and FIG. 1A.

FIG. 4 shows two periods of s(t) for the case where N=11
and Af=250 kHz. The signal appears as a sequence of pulses
of height 2N+1=23 separated by 1/Af=4 microseconds.
Between the pulses is a sinusoidal waveform with varying
amplitude and 2N zeros. The wide bandwidth of the signal
can be attributed to the narrowness of the tall pulses. It can
be also seen that the bandwidth extends from zero frequency
to NAf=2.75 MHz.

The basic idea of the thresholded method that is used in
the preferred embodiment is to enhance the artificially
generated synthetic wider bandwidth ranging reliability and
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accuracy in distinguishing DLOS path from other MP paths.
The threshold method detects when the start of the leading
edge of a wideband pulse arrives at a receiver. Because of
filtering in the transmitter and receiver, the leading edge
does not rise instantaneously, but rises out of the noise with
smoothly increasing slope. The TOA of the leading edge is
measured by detecting when the leading edge crosses a
predetermined threshold T.

A small threshold is desirable because it gets crossed
sooner and the error delay T between the true start of the
pulse and the threshold crossing is small. Thus, any pulse
replica arriving due to multi-path has no effect if the start of
the replica having a delay greater than t. However, the
presence of noise places a limit on how small the threshold
T can be. One way to decrease the delay T is to use the
derivative of the received pulse instead of the pulse itself,
because the derivative rises faster. The second derivative has
an even faster rise. Higher order derivatives might be used,
but in practice they can raise the noise level to an unaccept-
able value, so the thresholded second derivative is used.

Although the 2.75 MHz wide signal depicted in FIG. 4 has
a fairly wide bandwidth, it is not suitable for measuring
range by the abovementioned method. That method requires
transmitted pulses each having a zero-signal precursor.
However, it is possible to achieve that goal by modifying the
signal so that the sinusoidal waveform between the pulses is
essentially cancelled out. In the preferred embodiment it is
done by constructing a waveform which closely approxi-
mates the signal on a chosen interval between the tall pulses,
and then subtracting it from the original signal.

The technique can be illustrated by applying it to the
signal in FIG. 1. The two black dots shown on the waveform
are the endpoints of an interval I centered between the first
two pulses. The left and right endpoints of the interval I,
which have been experimentally determined to provide the
best results, are respectively at:

o 1.1
TN+ DAf  23x250,000

1 1 11
2= 37 T 330,000~ 23%250,000

(12

1 = 191.3 nsec

=~ 3,808.7 nsec

An attempt to generate a function g(t) which essentially
cancels out the signal s(t) on this interval, but does not cause
much harm outside the interval, is performed. Since the
expression (11) indicates that s(t) is the sinusoid sin m(2N+1)
Aft modulated by 1/sin mAft, first a function h(t) which
closely approximates 1/sin wAft on the interval I is found,
and then form g(t) as the product:

g(O=h(H)sin A2N+1IAS (13)

h(t) is generated by the following sum:

M 14)
W) = Z ade(dr el

k=0

where

Go(D)=1,¢:()=sin knAft for k=12, .. . M (15)

and the coeflicients o, are chosen to minimize the least-
square error
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) 2 (16)

M
sz[l/sinﬂAft—Zaklﬁk(f) dr

n k=0

over the interval I.

The solution is readily obtained by taking partial deriva-
tives of J with respect to the o, and setting them equal to
zero. The result is the linear system of M+1 equations

M (17
ZakRjk =R, j=0,1,2,... M
=0

~

that can be solved for the o, where

n (18)
R = f¢j-1/simAfzdz,
1

2
Ry = f¢j([)¢k (ndr
Bt

Then,

g(0) = h()sinn(2N + DA S (19

M
= [Z a b (t)]sinzr(ZN +DAfr

k=0
Using the definition of the functions ¢,(t) given by (12)

M 20)
g0 = [ao + Z aysinkrA ft]sin;r(ZN + DAfr
k=1

The g(t) is subtracted from s(t) to get a function r(t), which
should essentially cancel s(t) on the interval I. As indicated
in the Appendix, an appropriate choice for the upper limit M
for the summation in the equation (20) is M=2N+1. Using
this value and the results from the Appendix,

(D) = s(1) — gk() @D

2N+1
1
=by+ kZ; bycos2kA fr + csinZn(N + E]A ft

where

1 22)
bop=1- 52Nt

1
by =2- E“Z(ka)ﬂ fork=1,2,....N

1

bk = —zaz(k,/\/),l fork=N+ 1, N +2, heey 2N +1
c=-ag

From the equation (17) it is seen that a total of 2N+3
frequencies (including the zero-frequency DC term) are

10

15

20

25

30

35

40

45

50

55

60

65

32

required to obtain the desired signal r(t). FIG. 5 shows the
resulting signal r(t) for the original signal s(t) shown in FIG.
1, where N=11. In this case the construction of r(t) requires
25 carriers (including the DC term by).

The important characteristics of r(t) as constructed above
are as follows:

1. The lowest frequency is zero Hz and the highest
frequency is (2N+1)Af Hz, as seen from (14). Thus, the total
bandwidth is (2N+1)Af Hz.

2. All carriers are cosine functions (including DC) spaced
Af apart, except for one carrier, which is a sine function
located at frequency (N+%2)Af.

3. Although the original signal s(t) has period 1/Af, r(t) has
period 2/Af. The first half of each period of r(t), which is a
full period of s(t), contains a cancelled portion of the signal,
and the second half-period of r(t) is a large oscillatory
segment. Thus, cancellation of the precursor occurs only in
every other period of s(t).

This occurs because the canceling function g(t) actually
strengthens s(t) in every other period of s(t). The reason is
that g(t) reverses its polarity at every peak of s(t), whereas
s(t) does not. A method of making every period of s(t)
contain a cancelled portion to increase processing gain by 3
dB is described below.

4. The length of the cancelled portion of s(t) is about
80-90% of 1/Af Therefore, Af needs to be small enough to
make this length long enough to eliminate any residual
signal from previous non-zero portions of r(t) due to multi-
path.

5. Immediately following each zero portion of r(t) is the
first cycle of an oscillatory portion. In the preferred embodi-
ment, in the TOA measurement method as described above,
the first half of this cycle is used for measuring TOA,
specifically the beginning of its rise. It is interesting to note
that the peak value of this first half-cycle (which will be
called the main peak) is somewhat larger than the corre-
sponding peak of s(t) located at approximately the same
point in time. The width of the first half-cycle is roughly
inversely proportional to NAf.

6. A large amount of processing gain can be achieved by:

(a) Using the repetitions of the signal r(t), because r(t) is
periodic with period 2/Af. Also, an additional 3 dB of
processing gain is possible by a method to be described later.

(b) Narrowband filtering. Because each of the 2N+3
carriers is a narrowband signal, the occupied bandwidth of
the signal is much smaller than that of a wideband signal
spread out across the entire allocated band of frequencies.

For the signal r(t) shown in FIG. 5, where N=11 and
Af=250 kHz, the length of the cancelled portion of s(t) is
about 3.7 microseconds or 1,110 meters. This is more than
enough to eliminate any residual signal from previous
non-zero portions of r(t) due to the multi-path. The main
peak has value of approximately 35, and the largest mag-
nitude in the precursor (i.e., cancellation) region is about
0.02, which is 65 dB below the main peak. This is desirable
for getting good performance using the TOA measurement
thresholded technique as described above.

Use of fewer carriers is depicted in FIG. 6, which illus-
trates a signal that is generated using Af=850 kHz, N=3, and
M=2N+1=7, for a total of only 2N+3=9 carriers. In this case,
the period of the signal is only 2/Af=2.35 microseconds as
compared to the signal in FIG. 5, where the period is 8
microseconds. Since this example has more periods per unit
time, one might expect that more processing gain could be
achieved.

However, since fewer carriers are used, the amplitude of
the main peak is about ¥4 as large as before, which tends to
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cancel the expected extra processing gain. Also, the length
of the zero-signal precursor segments is shorter, about 0.8
microseconds or 240 meters. This should still be enough to
eliminate any residual signal from previous non-zero por-
tions of r due to the multi-path. Note that the total bandwidth
of (2N+1)Af=5.95 MHz is about the same as before, and that
the width of the half-cycle of the main peak is also roughly
the same. Since fewer carriers are used, there should be
some extra processing gain when each carrier is narrowband
filtered at the receiver. Moreover, the largest magnitude in
the precursor (i.e., cancellation) region is now about 75 dB
below the main peak, a 10 dB improvement from the
previous example.

Transmission at RF Frequencies: up to this point r(t) has
been described as a base-band signal for purposes of sim-
plicity. However, it can be translated up to RF, transmitted,
received, and then reconstituted as a base-band signal at the
receiver. To illustrate, consider what happens to one of the
frequency components a), in the base-band signal r(t) trav-
eling via one of the multi-path propagation paths having
index j (radian/sec frequencies are used for notational sim-

plicity):

b cos wyt (at baseband in transmitter)
by cos(w+wy)t (translated by frequency o up to RF)

by, cos [(+wy)(T=T;)+¢;] (at receiver antenna) (23)
by, cos [Wi(1-T;)++6] (translated by frequency -0
to baseband)

It is assumed here that the transmitter and receiver are
frequency synchronized. The parameter b, is the k” coeffi-
cient in expression (21) for r(t). The parameters T, and ¢, are
respectively the path delay and phase shift (due to dielectric
properties of a reflector) of the j* propagation path. The
parameter 6 is the phase shift occurring in the down-
conversion to base-band in the receiver. A similar sequence
of functions can be presented for the sine component of the
equation (21).

It is important to note that as long as the zero-signal
precursors in r(t) have length sufficiently larger than the
largest significant propagation delay, the final base-band
signal in the equation (20) will still have zero-signal pre-
cursors. Of course, when all frequency components (index
k) over all paths (index j) are combined, the base-band signal
at the receiver will be a distorted version of r(t), including
all phase shifts.

Sequential Carrier Transmissions and Signal Reconstruc-
tion are illustrated in FIG. 1 and FIG. 1A. It is assumed that
the transmitter and the receiver are time and frequency
synchronized, the 2N+3 transmitted carriers need not be
transmitted simultaneously. As an example, consider the
transmission of the signal whose base-band representation is
that of FIG. 1A and FIG. 6.

In FIG. 6 N=3, and suppose each of the 9 frequency
components for 1 millisecond are sequentially transmitted.
The start and the end times for each frequency transmission
are known at the receiver, so it can sequentially start and end
its reception of each frequency component at those respec-
tive times. Since the signal propagation time is very short
compared to 1 millisecond (it will normally be less than
several microseconds in the intended application), a small
portion of each received frequency component should be
ignored, and the receiver can easily blank it out.

The entire process of receiving 9 frequency components
can be repeated in 9-millisecond blocks of additional recep-
tion to increase the processing gain. In one second of total
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reception time there would be about 111 such 9-millisecond
blocks available for processing gain. Additionally, within
each block there would be additional processing gain avail-
able from 0.009/(2/Af)=383 main peaks.

It is worth noting that in general the signal reconstruction
can be made very economical, and will inherently permit all
possible processing gain. For each of the 2N+3 received
frequencies:

1. Measure the phase and amplitude of each 1-millisecond
reception of that frequency to form a sequence of stored
vectors (phasors) corresponding to that frequency.

2. Average the stored vectors for that frequency.

3. Finally, use the 2N+3 vector averages for the 2N+3
frequencies to reconstruct 1 period of base-band signal
having duration 2/Af, and use the reconstruction to estimate
signal TOA.

This method is not restricted to 1-millisecond transmis-
sions, and the length of the transmissions may be increased
or decreased. However, the total time for all transmissions
should be short enough to freeze any motion of the receiver
or transmitter.

Obtaining Cancellation on Alternate Half-Cycles of r(t):
by simply reversing the polarity of the canceling function
g(t), cancellation between the peaks of s(t) is possible where
r(t) was formerly oscillatory. However, to obtain cancella-
tion between all peaks of s(t), the function g(t) and its
polarity reversed version must be applied at the receiver, and
this involves coeflicient weighting at the receiver.

Coeflicient Weighting at the Receiver: if desired, the
coeflicients b, in the equation (21) are used for construction
of r(t) at the transmitter and may be introduced at the
receiver instead. This is easily seen by considering the
sequence of signals in the equation (20) in which the final
signal is the same if b, is introduced at the last step instead
of at the beginning. Ignoring noise, the values are as follows:

cos oyt (at baseband in transmitter)
cos(w+my)t (translated by frequency o up to RF)

oy cos [(w+my)(t=T)+¢;] (at receiver antenna) (24)

a; €08 [Wy(1=T;)++0] (translated by frequency-o to
baseband)

by, cos [ (1-T,)+9+0] (weighted by coeflicient by
at baseband)

The transmitter can then transmit all frequencies with the
same amplitude, which simplifies its design. It should be
noted, that this method also weights the noise at each
frequency, the effect of which should be considered. It
should also be noted that coeflicient weighting should be
done at the receiver in order to effect the polarity reversal of
g(t) to get twice as many useable main peaks.

Scaling of Af to Center Frequencies in Channels: to meet
the FCC requirements at the VHF or lower frequencies a
channelized transmission with constant channel spacing will
be required. In a channelized transmission band with con-
stant channel spacing that is small compared to the total
allocated band, which is the case for the VHF and lower
frequencies band(s), small adjustments to Af, if necessary,
permit all transmitted frequencies to be at channel centers
without materially changing performance from original
design values. In the two examples of base-band signals
previously presented, all frequency components are mul-
tiples of Af/2, so if the channel spacing divides Af/2, the
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lowest RF transmitted frequency can be centered in one
channel and all other frequencies fall at the center of
channels.

In some Radio Frequency (RF)-based identification,
tracking and locating systems in addition to performing the
distance measurement function, both: the Master Unit and
the Tag Unit also perform voice, data and control commu-
nication functions. Similarly, in the preferred embodiment
both the Master Unit and the Tag perform voice, data and
control communication functions in addition to the distance
measurement function.

According to the preferred embodiment, the ranging sig-
nal(s) are subject to the extensive sophisticated signal pro-
cessing techniques, including the multi-path mitigation.
However, these techniques may not lend themselves to the
voice, data and control signals. As a result, the operating
range of the proposed system (as well as other existing
systems) may be limited not by its ability to measure
distance reliably and accurately, but by being out of range
during voice and/or data and/or control communications.

In other Radio Frequency (RF)-based identification,
tracking and locating systems the distance measurement
functionality is separated from the voice, data and control
communication functionality. In these systems separate RF
Transceivers are used to perform voice, data and control
communication functions. The drawback of this approach is
system increased cost, complexity, size, etc.

To avoid abovementioned drawbacks, in the preferred
embodiment, a narrow bandwidth ranging signal or base-
band narrow bandwidth ranging signal several individual
frequency components are modulated with the identical
data/control signals and in case of voice with digitized voice
packets data. At the receiver the individual frequency com-
ponents that have the highest signal strength are demodu-
lated and the obtained information reliability may be further
enhanced by performing “voting” or other signal processing
techniques that utilize the information redundancy.

This method allows to avoid the “null” phenomena,
wherein the incoming RF signals from multiple paths are
destructively combining with the DLOS path and each other,
thus significantly reducing the received signal strength and
associated with it SNR. Moreover, such method allows to
find a set of frequencies at which the incoming signals from
multiple paths are constructively combining with DLOS
path and each other, thus increasing the received signal
strength and associated with it SNR.

As mentioned earlier, spectrum estimation-based super-
resolution algorithms generally use the same model: a linear
combination of complex exponentials and their complex
amplitudes of frequencies. This complex amplitude is given
by equation 3 above.

All spectrum estimation-based super-resolution algo-
rithms require a priori knowledge of number of complex
exponentials, i.e., the number of multipath paths. This
number of complex exponentials is called the model size and
is determined by the number of multi-path components L as
shown in equations 1-3. However, when estimating path
delay, which is the case for RF track-locate applications, this
information is not available. This adds another dimension,
i.e., the model size estimation, to the spectrum estimation
process via super-resolution algorithms.

It has been shown (Kei Sakaguchi et al., Influence of the
Model Order Estimation Error in the ESPRIT Based High
Resolution Techniques) that in case of model size underes-
timation the accuracy of frequency estimation is impacted
and when the model size is overestimated the algorithm
generates spurious, e.g., hon-existent, frequencies. Existing
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methods of model size estimation such as AIC (Akaikes
Information Criterion), MDL (Minimum Description
Length), etc. have a high sensitivity to correlation between
signals (complex exponentials). But in the case of RF
multipath, this is always the case. Even, for example, after
Forward-Backward smoothing algorithms are applied, there
will always be a residual amount of correlation.

In the Sakaguchi paper, it is suggested to use an overes-
timated model and differentiating actual frequencies (sig-
nals) from spurious frequencies (signals) by estimating these
signals power (amplitude) and then rejecting the signals with
very low power. Although this method is an improvement
over existing methods, it is not guaranteed. The inventors
implemented the Kei Sakaguchi et al. method and ran
simulations for more complex cases with a larger model
size. It was observed that, in some cases, a spurious signal
may have amplitude that is very close to actual signals
amplitude.

All spectrum estimation-based super-resolution algo-
rithms work by splitting the incoming signal complex ampli-
tude data into two sub-spaces: the noise sub-space and
signals sub-space. If these sub-spaces are properly defined
(separated), then the model size is equal to the signal
sub-space size (dimension).

In one embodiment, the model size estimation is accom-
plished using an “F” statistic. For example, for ESPRIT
algorithm, the singular value decomposition of the estimate
of'the covariance matrix (with forward/backward correlation
smoothing) is ordered in ascending order. Thereafter, a
division is made whereby the (n+1) eigenvalue is divided by
the n-th eigenvalue. This ratio is an “F” random variable.
The worst case is an “F”” random variable of (1,1) degree of
freedom. The 95% confidence interval for a “F” random
variable with (1,1) degrees of freedom is 161. Setting that
value as a threshold determines the model size. Note also
that for the noise subspace, the eigenvalues represent an
estimate of the noise power.

This method of applying “F” statistics to the ratio of the
eigenvalues is a more accurate method of estimating the
model size. It should be noted that other degrees of freedom
in “F” statistics can be also used for threshold calculation
and consequently model size estimation.

Nevertheless, in some cases, two or more very closely
spaced (in time) signals can degenerate into one signal
because of real-world measurement imperfections. As a
result, the above mentioned method will underestimate the
number of signals, i.e., the model size. Since model size
underestimation reduces the frequency estimation accuracy,
it is prudent to increase the model size by adding a certain
number. This number can be determined experimentally
and/or from simulations. However, when signals are not
closely spaced, the model size will be overestimated.

In such cases spurious, i.e., non-existent, frequencies may
appear. As noted earlier, using signal amplitude for spurious
signals detection does not always work because in some
cases a spurious signal(s) was observed to have amplitude
that is very close to actual signal(s) amplitude. Therefore, in
addition to the amplitude discrimination, filters can be
implemented to improve spurious frequencies elimination
probability.

The frequencies that are estimated by super-resolution
algorithms are artificial frequencies (equation 2). In fact,
these frequencies are individual paths delays of the multi-
path environment. As a result, there should be no negative
frequencies and all negative frequencies that are produced
by a super-resolution algorithm are spurious frequencies to
be rejected.
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Furthermore, a DLOS distance range can be estimated
from the complex amplitude A(fn) values obtained during
measurements using methods that are different from super-
resolution methods. While these methods have lower accu-
racy, this approach establishes range that is used to discrimi-
nate delays, i.e., frequencies. For example, he ratio of

A[tA@raf))]
27Af

in Af intervals where the signal amplitude IA(fn)I is close
to maximum, i.e., avoiding nulls, provides a DLOS delay
range. Although actual DLOS delay can be up to two times
larger or smaller, this defines a range that helps to reject
spurious results.

In the embodiment, the ranging signal makes a round-trip.
In other words, it travels both ways: from a master/reader to
a target/slave and from the target/slave back to the master/
reader:

Master transmits a tone: axe™, where o is an operating
frequency in the operating band and o is the tone signal
amplitude.

At the target’s receiver, the received signal (one-way) is
as follows:

m=N
ax Z K, x e % x g7 Tm

m=0

25
S

one-way(D) =

Where: N is number of signal paths in the multipath
environment; K0 and T, are amplitude and time-of-flight of
the DLOS signal; IK,1=1, K>0, IK,, ;=1 and K ,_, can be
positive or negative.

m=0

S ooy (H=0xe 7 x A () xe 7 (26)
Where:
. m=N .
Alw) x e~ @) = Z Ky X e~ J0Tm
m=0

is one way multipath RF channel transfer function in the
frequency domain; and A(w)z=0.
Target retransmits the received signal:

SretransmidD/=Cxe 7 A () xe 7 @n

At the master receiver, the round-trip signal is:
. . m=N .
Sroundirip(®) = @ x4 X Afw)x € 5 37 [ x e
m=0

Or:

Srornd_mipl =073 A2 (0)xe T2 28)
On the other hand from equations (26) and (28):

m=N 29)

2
Sround_ip(0) = @x e X A2 () X [Z K % e’f“m]

m=0
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Where:
m=N 2
A2 () x [Z K Xe*fmm] = A2 () x &2
m=0

is roundtrip multipath RF channel transfer function in the
frequency domain.

From equation 29, the roundtrip multipath channel has a
larger number of paths than one-way channel multipath
because the

m=N Y
[Z K, % e’f“”m]
m=0

expression in addition to the T,+T, paths delays, includes
combinations of these paths delays, for example: T,+t,,
To+Ts - -+, T +To, T +Ts, - . ., €1C.

These combinations dramatically increase the number of
signals (complex exponentials). Hence the probability of
very closely spaced (in time) signals will also increase and
may lead to significant model size underestimation. Thus, it
is desirable to obtain one-way multipath RF channel transfer
function.

In preferred embodiment, the one-way amplitude values
IA(fn)I are directly obtainable from target/slave device.
However, the one-way phase values £A(f,) cannot be
measured directly. It is possible to determine the phase of the
one-way from the roundtrip phase measurements observa-
tion:

= 20

=N 2
Ko X e’j“”m] and

—
K K
L

= /W)

—
Al
L7z

K X e’j“”m]

However, for each value of w, there are two values of
phase a(w) such that
2= B ()

A detailed description of resolving this ambiguity is
shown below. If the ranging signal different frequency
components are close to each other, then for most part the
one-way phase can be found by dividing the roundtrip phase
by two. Exceptions will include the areas that are close to the
“null”, where the phase can undergo a significant change
even with small frequency step. Note: the “null” phenomena
is where the incoming RF signals from multiple paths are
destructively combining with the DLOS path and each other,
thus significantly reducing the received signal strength and
associated with it SNR.

Let h(t) be the one-way impulse response of a commu-
nications channel. The corresponding transfer function in
the frequency domain is

P (30)
H(w) = f e ' dr = A(w)e®@

—oco
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where A(®)=0 is the magnitude and a(w) is the phase of
the transfer function. If the one-way impulse response is
retransmitted back through the same channel as it is being
received, the resulting two-way transfer function is

G(0)=B(w)e/P=H(w)=4(w)e**“ €Y

where B(w)=z0. Suppose the two-way transfer function
G(w) is known for all ® in some open frequency interval
(w,, m,). Is it possible to determine the one-way transfer
function H(w) defined on (w,, w,) that produced G(w)?

Since the magnitude of the two-way transfer function is
the square of the one-way magnitude, it is clear that

A(0)=VB(@) ¢2)

However, in trying to recover the phase of the one-way
transfer function from observation of G(w), the situation is
more subtle. For each value of m, there are two values of
phase a(w) such that

&20H)— B () 33)

A large number of different solutions might be generated
by independently choosing one of two possible phase values
for each different frequency .

The following theorems, which assume that any one-way
transfer function is continuous at all frequencies, help
resolve this situation.

Theorem 1: Let I be an open interval of frequencies
containing no zeros of the two-way transfer function
G(w)y=B(@)e™™. Let J(w)=VB(@)e™® be a continuous
function on I where f(w)=2y(w). Then J(w) and J(w) are the
one-way transfer functions which produce G(w) on I, and
there are no others.

Proof: One of the solutions for the one-way transfer
function is the function H(w)=YB{@)e&**, continuous on I
since it is differentiable on I, and where f(w)=2c(w). Since
G(w)=0 on I, H(w) and J(w) are nonzero on 1. Then,

Hw) _ VB@ e Gy

J(@) T Bw) er@

= ple@y@]

Since H(w) and J(w) are continuous and nonzero on I,
their ratio is continuous on I, hence the right side of (34) is
continuous on I. The conditions P(w)=2a(w)=2y(0) imply
that for each w€l, a(w)—y(w) is either 0 or . However,
a(m)-y(w) cannot switch between these two values without
causing a discontinuity on the right side of (34). Thus, either
a(m)-y(w)=0 for all <1, or a(w)—y(w)=mr for all wEI. In the
first case, we get J(w)=H(w), and in the second we get
J(w)=H(w).

This theorem proves that to get a one-way solution on any
open interval I containing no zeros of the transfer function
G(w)y=B(w) ¢#, we form the function J(w)=VB{w)e"™,
choosing the values of y(w) satisfying p(w)=2y(w) in such a
way as to make J(w) continuous. Since it is known that there
is a solution having this property, namely H(w), it is always
possible to do this.

An alternate procedure for finding a one-way solution is
based on the following theorem:

Theorem 2: Let H(w)=A(w)e’™ be a one-way transfer
function and let I be an open interval of frequencies w
containing no zeros of H(w). Then the phase function a(w)
of H(w) must be continuous on 1.

Proof: Let w, be a frequency in the interval 1. In FIG. 7,
the complex value H(w,) has been plotted as a point in the
complex plane, and by hypothesis, H(w,)=0. Let >0 be an
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arbitrarily small real number, and consider the two angles of
measure € shown in the FIG. 7, as well as the circle centered
at H(w,) and tangent to the two rays OA and OB. By
assumption, H(w) is continuous for all w. Thus, if o is
sufficiently close to w,, the complex value H(w) will lie in
the circle, and it is seen that la(m)-o(mw,)l<e. Since e>0 was
chosen arbitrarily, we conclude that a(m)—a(m,) as o—=w,,
so that the phase function a(w) is continuous at w,.

Theorem 3: Let 1 be an open interval of frequencies
containing no zeros of the two-way transfer function
G(w)=B(@)e™™. Let J(w)=VB(w)e" be a function on I
where P(w)=2y(w) and y(w) is continuous on 1. Then J(w)
and -J(w) are the one-way transfer functions which produce
G(w) on 1, and there are no others.

Proof: The proof'is similar to the proof of Theorem 1. We
know that one of the solutions for the one-way transfer
function is the function H(w)==VB{w)e™®), where
P(w)=2c(w). Since G(w)=0 on I, H(w) and J(w) are nonzero
on I. Then,

Hw) _ VBw) e &>

= oo y@l

By hypothesis y(w) is continuous on [ and by Theorem 2
a(w) is also continuous on I Thus, a(w)-y(w) is continuous
on I. The conditions f(w)=2a(w)=2y(w) imply that for each
w€l, a(w)-y(w) is either 0 or m. However, a(m)-y(w) cannot
switch between these two values without becoming discon-
tinuous on I. Thus, either a(w)-y(w)=0 for all wE&l, or
a(mw)-y(w)=n for all ®El. In the first case, we get J(w)=H
(), and in the second J(w)=—H(w).

Theorem 3 tells us that to get a one-way solution on any
open interval I containing no zeros of the transfer function
G(0)=B(0)e®™, we simply form the function IJ(w)=
VB{w)e"™, choosing the values of y(w) satisfying (w)=2y
(w) in such a way as to make the phase function y(w)
continuous. Since it is known that there is a solution having
this property, namely H(w), it is always possible to do this.

Although the above theorems show how to reconstruct the
two one-way transfer functions which generate the two-way
function G(w), they are useful only on a frequency interval
1 containing no zeros of G(w). In general, G(w) will be
observed on a frequency interval (w,, w,) which may
contain zeros. The following is a method that might get
around this problem, assuming that there are only a finite
number of zeros of G(w) in (w,, ®,), and that a one-way
transfer function has derivatives of all orders on (®,, ,),
not all of which are zero at any given frequency co:

Let H(w) be a one-way function that generates G(w) on
the interval (w,,w,) and assume that G(w) has at least one
zero on (w;,m,). The zeros of G(w) will separate (w,,m,)
into a finite number of abutting open frequency intervals J;,
J5, ..., J,. On each such interval the solution H(w) or —-H(w)
will be found using either Theorem 1 or Theorem 3. We need
to “stitch together” these solutions so that the stitched
solution is either H(w) or —H(w) across all of (w,,w,). In
order to do this, we need to know how to pair the solutions
in two adjacent subintervals so that we aren’t switching from
H(w) to —H(w) or from -H(w) to H(w) in moving from one
subinterval to the next.

We illustrate the stitching procedure starting with the first
two adjacent open subintervals J, and J,. These subintervals
will abut at a frequency w,; which is a zero of G(w) (of
course, m; is not contained in either subinterval). By our
above assumption about the properties of a one-way transfer
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function, there must be a minimum positive integer n such
that H*)(w,)=0, where the superscript (n) denotes the n”
derivative. Then the limit of the n” derivative of our one-
way solution in J, as w—=w, from the left will be either
H"(w,) or -H"*)(w,) according to whether our solution in
1, is H(®) or -H(w). Similarly, the limit of the n” derivative
of our one-way solution in J, as w—wm, from the right will
be either H*(w,) or —-H"(w,) according to whether our
solution in I, is H(w) or ~H(m). Since H*)(w, )=0, the two
limits will be equal if and only if the solutions in J; and J,
are both H(w) or both —H(w). If the left and right hand limits
are unequal, we invert the solution in subinterval J,. Oth-
erwise, we don’t.

After inverting the solution in subinterval J, (if neces-
sary), we perform an identical procedure for subintervals J,
and J;, inverting the solution in subinterval J, (if necessary).
Continuing in this fashion, we eventually build up a com-
plete solution on the interval (w,,m,).

It would be desirable that high-order derivatives of H(w)
not be required in the above reconstruction procedure, since
they are difficult to compute accurately in the presence of
noise. This problem is unlikely to occur, because at any zero
of G(w) it seems very likely that the first derivative of H(w)
will be nonzero, and if not, very likely that the second
derivative will be nonzero.

In a practical scheme, the two-way transfer function G{w)
will be measured at discrete frequencies, which must be
close enough together to enable reasonably accurate com-
putation of derivatives near the zeros of G(w).

For RF-based distance measurements it is necessary to
resolve an unknown number of closely spaced, overlapping,
and noisy echoes of a ranging signal with a priori known
shape. Assuming that ranging signal is a narrow-band, in
frequency domain this RF phenomena can be described
(modeled) as a sum of a number of sine waves, each per
multipath component, and each with the complex attenua-
tion and propagation delay of the path.

Taking the Fourier transform of the above mentioned sum
will express this multipath model in the time domain.
Exchanging the role of time and frequency variables in this
time domain expression, this multipath model will become
harmonic signals spectrum in which the propagation delay
of the path is transformed to a harmonic signal.

The super (high) resolution spectral estimation methods
are designed to distinguish closelyplaced frequencies in the
spectrum and used for estimating the individual frequencies
of multiple harmonic signals, e.g., paths delays. As a result,
path delays can be accurately estimated.

The super resolution spectral estimation makes use of the
eigen-structure of the covariance matrix of the baseband
ranging signal samples and covariance matrix intrinsic prop-
erties to provide a solution to an underlying estimation of
individual frequencies, e.g. paths delays. One of the eigen-
structure properties is that the eigenvalues can be combined
and consequently divided into orthogonal noise and signal
eigenvectors, aka subspaces. Another eigen-structure prop-
erty is the rotation-invariant signal subspaces property.

The subspace decomposition technology (MUSIC, root-
MUSIC, ESPRIT, etc.) relies on breaking the estimated
covariance matrix of the observed data into two orthogonal
subspaces, the noise subspace and the signal subspace. The
theory behind the subspace decomposition methodology is
that the projection of the observable onto the noise subspace
consists of only the noise and the projection of the observ-
able onto the signal subspace consists of only the signal.

The spectral estimation methods assume that signals are
narrow-band, and the number of harmonic signals is also

25

30

35

40

45

55

42

known, i.e., the size of the signal subspace needs to be
known. The size of the signal subspace is called as the model
size. In general, it cannot be known in any detail and can
change rapidly particularly indoors as the environment
changes. One of the most difficult and subtle issues when
applying any subspace decomposition algorithm is the
dimension of the signal subspace that can be taken as the
number of frequency components present, and which is the
number multipath reflections plus the direct path. Because of
real-world measurement imperfections there always will be
an error in the model size estimation, which in turn will
result in loss of accuracy of frequencies estimation, i.e.,
distances.

To improve the distance measurement accuracy, one
embodiment includes six features that advance the state of
the art in the methodology of subspace decomposition high
resolution estimation. Included is combining two or more
algorithms estimating individual frequencies by using dif-
ferent eigen-structure properties that further reduces the
delay path determination ambiguity.

Root Music finds the individual frequencies, that when
the observable is projected onto the noise subspace, mini-
mizes the energy of the projection. The Esprit algorithm
determines the individual frequencies from the rotation
operator. And in many respects this operation is the conju-
gate of Music in that it finds the frequencies that, when the
observable is projected onto the signal subspace, maximizes
the energy of the projection.

The model size is the key to both of these algorithms, and
in practice, in a complex signal environment such as seen in
indoor ranging the model size which provides the best
performance for Music and Esprit are in general not equal,
for reasons that will be discussed below.

For Music it is preferable to err on the side of identifying
a basis element of the decomposition as a “signal eigen
value” (Type 1 Error). This will minimize the amount of
signal energy that is projected on the noise subspace and
improve the accuracy. For Esprit-the opposite is true-it is
preferable to err on the side of identitying a basis element of
the decomposition as a “noise eigenvalue.” This is again a
Type I Error. This will minimize the impact of noise on the
energy projected onto the signal subspace. Therefore, the
model size for Music will, in general, be somewhat larger
than that for Esprit.

Secondly, in a complex signal environment, there arise
occasions where, with the strong reflections and the poten-
tial that the direct path is in fact much weaker than some of
the multipath reflections, the model size is difficult to
estimate with sufficient statistical reliability. This issue is
addressed by estimating a “base” model size for both Music
and Esprit and the processing the observable data using
Music and Esprit in a window of model sizes defined by the
base model size for each. This results in multiple measure-
ments for each measurement.

The first feature of the embodiment is the use of the
F-statistic to estimate the model size (see above). The
second feature is the use of different Type I Error probabili-
ties in the F-statistic for Music and Esprit. This implements
the Type I Error differences between Music and Esprit as
discussed above. The third feature is the use of a base model
size and a window in order to maximize the probability of
detecting the direct path.

Because of the potentially rapidly changing physical and
electronic environment, not every measurement will provide
robust answers. This is addressed by using cluster analysis
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on multiple measurements to provide a robust range esti-
mate. The fourth feature of the embodiment is the use of
multiple measurements.

Because there are multiple signals present, the probability
distribution of the multiple answers resulting from multiple
measurements, each using multiple model sizes from both a
Music and Esprit implementation, will be multimodal. Con-
ventional cluster analysis will not be sufficient for this
application. The fifth feature is the development of multi-
modal cluster analysis to estimate the direct range and
equivalent range of the reflected multipath components. The
sixth feature is the analysis of the statistics of the range
estimates provided by the cluster analysis (range and stan-
dard deviation and combing those estimates that are statis-
tically identical. This results in a more accurate range
estimate.

The abovementioned methods can be also used in wide
bandwidth ranging signal location-finding systems.

For the derivation of r(t) in the thresholded method,
starting with expression (20), we obtain
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where the trigonometric identity sin x sin y=Y cos
(x-y)-Y4 cos (x+y) is used.

Except for a, the coefficients o, are zero for even k. The
reason for this is that on the interval I, the function 1/sin Aft
that we are trying to approximate by h(t) is even about the
center of I, but the basis functions sin krtAft for even k, k=0,
are odd about the center of I, hence are orthogonal to 1/sin
mtAft on 1. Thus, we can make the substitution k=2n+1 and
let M be an odd positive integer. In fact, we will let
M=2N+1. This choice has been experimentally determined
to provide a good amount of cancellation of the oscillations
in the interval I.
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Now we make the substitution k=N-n in the first sum-
mation and k=N+n+1 in the second summation to obtain

gD = aosin27r(N + %]Afm (A3)
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Subtracting g(t) from s(t) results in

r(t) = s() - g(n) (Ad)
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Then (A4) can be written as
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M) = bo + Z becos2nkAf + csiner(N ¥ E]A fr
k=1

(A6)

The present embodiments relate to a positioning/locating
method in wireless communication and other wireless net-
works that substantially obviate one or more of the disad-
vantages of the related art. The present embodiments advan-
tageously improve the accuracy of tracking and locating
functionality in multiple types of wireless network by uti-
lizing multi-path mitigation processes, techniques and algo-
rithms, described in related U.S. Pat. No. 7,872,583, These
wireless networks include Wireless Personal Area Networks
(WPGAN) such as ZigBee and Blue Tooth, wireless local
area network (WLAN) such as WiFi and UWB, Wireless
Metropolitan Area Networks, (WMAN) typically consisting
of multiple WLANs, WiMax being the primary example,
wireless Wide Area Networks (WAN) such as White Space
TV Bands, and Mobile Devices Networks (MDN) that are
typically used to transmit voice and data. MDNs are typi-
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cally based on Global System for Mobile Communications
(GSM) and Personal Communications Service (PCS) stan-
dards. A more recent MDN is based on the Long Term
Evolution (LTE) standard. These wireless networks are
typically comprised of a combination of devices, including
base stations, desktop, tablet and laptop computers, hand-
sets, smartphones, actuators, dedicated tags, sensors as well
as other communication and data devices (generally, all
these devices are referred to as “wireless network devices”).

Existing location and positioning information solutions
use multiple technologies and networks, including GPS,
AGPS, Cell Phone Tower Triangulation, and Wi-Fi. Some of
the methods used to derive this location information include
RF Fingerprinting, RSSI, and TDOA. Although acceptable
for the current E911 requirements, existing location and
ranging methods do not have the reliability and accuracy
required to support the upcoming E911 requirements as well
as LBS and/or RTLS applications requirements, especially
indoors and urban environments.

The methods described in related U.S. Pat. No. 7,872,583
significantly improve the ability to accurately locate and
track targeted devices within a single wireless network or a
combination of multiple wireless networks. The embodi-
ment is a significant improvement to the existing implemen-
tation of tracking and location methods used by wireless
networks that use Enhanced Cell-ID and OTDOA (Observed
Time Difference of Arrival), including DL-OTDOA (Down-
link OTDOA), U-TDOA, UL-TDOA and others

Cell ID location technique allows estimating the position
of the user (UE—User Equipment) with the accuracy of the
particular sector coverage area. Thus, the attainable accu-
racy depends on the cell (base station) sectoring scheme and
antenna beam-width. In order to improve accuracy the
Enhanced Cell ID technique adds RTT (Round Trip Time)
1000 measurements from the eNB 1002. Note: Here, the
RTT constitutes the difference between transmission of a
downlink DPCH—Dedicated Physical Channel, (DPDCH)/
DPCCH: Dedicated Physical Data Channel/Dedicated
Physical Control Channel) frame and the beginning of a
corresponding uplink physical frame. In this instance the
abovementioned frame(s) act as a ranging signal. Based on
the information of how long this signal propagates from
eNB 1002 to the UE 1004, the distance from eNB 1002 can
be calculated (see FIG. 10).

In the Observed Time Difference of Arrival (OTDOA)
technique the time of arrival of the signal coming from
neighboring base stations (eNB) is calculated. The UE
position can be estimated in the handset (UE-based method)
or in the network (NT-based, UE-assisted method) once the
signals from three base stations are received. The measured
signal is the CPICH (Common Pilot Channel). The propa-
gation time of signals is correlated with a locally generated
replica. The peak of correlation indicates the observed time
of propagation of the measured signal. Time difference of
arrival values between two base stations determines a hyper-
bola. At least three reference points are needed to define two
hyperbolas. The location of the UE is in the intersection of
these two hyperbolas (see FIG. 11).

Idle Period Downlink (IPDL) is further OTDOA enhance-
ment. The OTDOA-IPDL technique is based on the same
measurements as the regular OTDOA Time measurements
are taken during idle periods, in which serving eNB ceases
its transmissions and allows the UE within the coverage of
this cell to hear pilots coming from distant eNB(s). Serving
eNB provides idle periods in continuous or burst mode. In
the continuous mode, one idle period is inserted in every
downlink physical frame (10 ms). In the burst mode, idle
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periods occur in a pseudo-random way. Further improve-
ment is obtained via Time Aligned IPDL (TA-IPDL). Time
alignment creates a common idle period, during which, each
base station will either cease its transmission or transmit the
common pilot. The pilot signal measurements will occur in
idle period. There are several other techniques that may
further enhance the DL, OTDOA-IPDL method, for example
Cumulative Virtual Blanking, UTDOA (Uplink TDOA), etc.
All these techniques improve the ability to hear other
(non-serving) eNB(s).

One significant drawback of the OTDOA based tech-
niques is that the base stations timing relationships must be
known, or measured (synchronized), for this method to be
viable. For unsynchronized UMTS networks the 3GPP
standard offers suggestion of how this timing may be recov-
ered. However, networks operators are not implementing
such solution. As a result, an alternative that uses the RTT
measurements in lieu of the CPICH signal measurements
was proposed (see U.S. Patent Publication No.
20080285505, John Carlson et al., SYSTEM AND
METHOD FOR NETWORK TIMING RECOVERY IN
COMMUNICATIONS NETWORKS).

All abovementioned methods/techniques are based on the
terrestrial signals time of arrival and/or time difference of
arrival measurements (RTT, CPICH, etc.). An issue with
such measurements is that these are severely impacted by
the multi-path. This, in turn, significantly degrades the
abovementioned methods/techniques locate/track accuracy
(see Jakub Marek Borkowski: Performance of Cell ID+RTT
Hybrid Positioning Method for UMTS).

One Multi-path mitigation technique uses detections/mea-
surements from excess number of eNB(s) or Radio Base
Stations (RBS). The minimum is three, but for multipath
mitigation the number of RBS’s required is at least six to
eight (see METHOD AND ARRANGEMENT FOR DL-
OTDOA (DOWNLINK OBSERVED TIME DIFFERENCE
OF ARRIVAL) POSITIONING IN A LTE (LONG TERM
EVOLUTION) WIRELESS COMMUNICATIONS SYS-
TEM, W0/2010/104436). However, the probability of an
UE hearing from this large number of eNB(s) is much lower
than from three eNB(s). This is because with large number
of RBS (eNBs) there will be several ones that are far away
from the UE and the received signal from these RBS (es)
may fall below the UE receiver sensitivity level or the
received signal will have low SNR.

In case of RF reflections (e.g., multi-path), multiple
copies of the RF signal with various delay times are super-
imposed onto the DLOS (Direct Line of Site) signal.
Because CPICH, uplink DPCCH/DPDCH and other signals
that are used in various CELL ID and OTDOA methods/
techniques, including the RTT measurements, are of a lim-
ited bandwidth the DLOS signal and reflected signals cannot
be differentiated without proper multi-path processing/miti-
gation; and without this multi-path processing these
reflected signals will induce an error in the estimated time
difference of arrival (TDOA) and time of arrival (TOA)
measurements, including RTT measurements.

For example, 3 G TS 25.515 v.3.0.0 (199-10) standards
define the RTT as . . . the difference between transmission
of'a downlink DPCH frame (signal) and the reception of the
beginning (first significant path) of the corresponding uplink
DPCCH/DPDCH frame (signal) from UE”. The standard
does not define what constitutes this “first significant path”.
The standard goes on noting that “The definition of the first
significant path needs further elaboration”. For example, in
heavy multipath environment it is a common occurrence
whereby the DLOS signal, which is the first significant path,



US 10,433,111 B2

47

is severely attenuated (10 dB 20 dB) relatively to one or
more reflected signal(s). If the “first significant path” is
determined by measuring the signal strength, it may be one
of the reflected signal(s) and not the DLOS signal. This will
result in erroneous TOA/DTOA/RTT measurement(s) and
loss of locating accuracy.

In prior wireless networks generations the locating accu-
racy was also impacted by the low sampling rate of frames
(signals) that are used by the locate methods—RTT, CPCIH
and other signals. The current third and following wireless
network generations have much higher sampling rate. As a
result, in these networks the locating accuracy real impact is
from the terrestrial RF propagation phenomena (multipath).

The embodiment can be used in all wireless networks that
employ reference and/or pilot signals, and/or synchroniza-
tion signals, including simplex, half-duplex and full duplex
modes of operation. For example, the embodiment operates
with wireless networks that employ OFDM modulation
and/or its derivatives. Thus, the embodiment operates with
LTE networks.

It is also applicable to other wireless networks, including
WiMax, WiFi, and White Space. Other wireless networks
that do not use reference and/or pilot or synchronization
signals may employ one or more of the following types of
alternate modulation embodiments as described in related
U.S. Pat. No. 7,872,583: 1) where a portion of frame is
dedicated to the ranging signal/ranging signal elements as
described in related U.S. Pat. No. 7,872,583; 2) where the
ranging signal elements (related U.S. Pat. No. 7,872,583) are
embedded into transmit/receive signals frame(s); and 3)
where the ranging signal elements (described in related U.S.
Pat. No. 7,872,583) are embedded with the data.

These alternate embodiments employ multi-path mitiga-
tion processor and multi-path mitigation techniques/algo-
rithms described in related U.S. Pat. No. 7,872,583 and can
be used in all modes of operation: simplex, half-duplex and
full duplex.

It is also likely that multiple wireless networks will, at the
same time, utilize the preferred and/or alternate embodi-
ments. By way of example, a smart phone can have Blue
Tooth, WiFi, GSM and LTE functionality with the capability
of operating on multiple networks at the same time. Depend-
ing on application demands and/or network availability,
different wireless networks can be utilized to provide posi-
tioning/locating information.

The proposed embodiment method and system leverages
the wireless network reference/pilot and/or synchronization
signals. Furthermore, the reference/pilot signal/synchroni-
zation signals measurements might be combined with RTT
(Round Trip Time) measurements or system timing. Accord-
ing to an embodiment, RF-based tracking and locating is
implemented on 3GPP LTE cellular networks, but could be
also implemented on other wireless networks, for example
WiMax, Wi-Fi, LTE, sensors networks, etc. that employ a
variety of signaling techniques. Both the exemplary and
mentioned above alternative embodiments employ multi-
path mitigation method/techniques and algorithms that are
described in related U.S. Pat. No. 7,872,583. The proposed
system can use software implemented digital signal process-
ing.

The system of the embodiment leverages User Equipment
(UE), e.g. cell phone or smart phone, hardware/software as
well as Base Station (Node B)/enhanced Base Station (eNB)
hardware/software. A base station generally consists of
transmitters and receivers in a cabin or cabinet connected to
antennas by feeders. These base stations include, Micro Cell,
Pico Cell, Macro Cell, Umbrella Cell, Cell Phone towers,
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Routers and Femtocells. As a result, there will be little or no
incremental cost to the UE device and overall system. At the
same time the locate accuracy will be significantly
improved.

The improved accuracy comes from the multipath miti-
gation that is provided by the present embodiments and the
related U.S. Pat. No. 7,872,583. The embodiments use
multi-path mitigation algorithms, network reference/pilot
and/or synchronization signals and network node (eNB).
These might be supplemented with RTT (Round Time Trip)
measurements. The multi-path mitigation algorithms are
implemented in UE and/or base station (eNB), or both: UE
and eNB

The embodiments advantageously use the multi-path
mitigation processor/algorithms (see related U.S. Pat. No.
7,872,583) that allow separating the DLOS signal and
reflected signals, even when DLOS signal is significantly
attenuated (10 dB 20 dB lower) relatively to one or more
reflected signals. Thus, the embodiments significantly lower
the error in the estimated ranging signal DLOS time-of-
flight and consequently TOA, RTT and DTOA measure-
ments. The proposed multi-path mitigation and DLOS dif-
ferentiating (recognizing) method can be used on all RF
bands and wireless systems/networks. And it can support
various modulation/demodulation techniques, including
Spread Spectrum techniques, such as DSS (Direct Spread
Spectrum) and FH (Frequency Hopping).

Additionally, noise reduction methods can be applied in
order to further improve the method’s accuracy. These noise
reduction methods can include, but are not limited to,
coherent summing, non-coherent summing, Matched filter-
ing, temporal diversity techniques, etc. The remnants of the
multi-path interference error can be further reduced by
applying the post-processing techniques, such as, maximum
likelihood estimation (e.g., Viterbi Algorithm), minimal
variance estimation (Kalman Filter), etc.

In present embodiments the multi-path mitigation proces-
sor and multi-path mitigation techniques/algorithms do not
change the RTT, CPCIH and other signals and/or frames.
The present embodiments leverage wireless network refer-
ence, pilot and/or synchronization signals that are used to
obtain the channel response/estimation. The invention uses
the channel estimation statistics that is generated by UE
and/or eNB (see Iwamatsu et al., APPARATUS FOR ESTI-
MATING PROPAGATION PATH CHARACTERISTICS,
US 2003/008156; U.S. Pat. No. 7,167,456 B2).

LTE networks use specific (non-data) reference/pilot and/
or synchronization s signals (known signals) that are trans-
mitted in every downlink and uplink subframe, and might
span entire cell bandwidth. For simplicity from now on we
will refer to reference/pilot and synchronization signals as
reference signals. An example of the LTE reference signals
is in FIG. 9 (these signals are interspersed among LTE
resource elements). From FIG. 2, reference signals (sym-
bols) are transmitted every sixth subcarrier. Further, refer-
ence signals (symbols) are staggered in both time and
frequency. In total, reference signals are covering every third
subcarrier.

These reference signals are used in the initial cell search
by the UE, downlink signal strength measurements, sched-
uling and handover, etc. Included in the reference signals are
UE-specific reference signals for channel estimation (re-
sponse determination) for coherent demodulation. In addi-
tion to the UE-specific reference signals, other reference
signals may be also used for channel estimation purposes,
(see Chen et al., US patent publication No. 2010/0091826
Al).
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LTE employs the OFDM (Orthogonal Frequency Division
Multiplexing) modulation (technique). In LTE the ISI (Inter
Symbol Interference) caused by multipath is handled by
inserting Cyclic prefix (CP) at the beginning of each OFDM
symbol. The CP provides enough delay so that delayed
reflected signals of the previous OFDM symbol will die out
before reaching the next OFDM symbol.

An OFDM symbol consists of multiple very tightly
spaced subcarriers. Inside the OFDM symbol time-staggered
copies of the current symbol (caused by multipath) result in
Inter Carrier Interference (ICI). In LTE the ICI is handled
(mitigated) by determining the multipath channel response
and correcting the channel response in the receiver.

In LTE the multipath channel response (estimation) is
computed in the receiver from subcarriers bearing the ref-
erence symbols. Interpolation is used to estimate the channel
response on the remaining subcarriers. The channel response
is calculated (estimated) in form of channel amplitude and
phase. Once the channel response is determined (by periodic
transmission of known reference signals), the channel dis-
tortion caused by multipath is mitigated by applying an
amplitude and phase shift on a subcarrier-by-subcarrier basis
(see Jim Zyren, Overview of the 3GPP Long Term Evolution
Physical Layer, white paper).

LTE multipath mitigation is designed to remove the ISI
(by inserting a Cyclic Prefix) and ICI, but not to separate the
DLOS signal from reflected signals. For example, time-
staggered copies of the current symbol make each modu-
lated subcarrier signals spread in time, thus causing ICIL.
Correcting multipath channel response using the abovemen-
tioned LTE technique will shrink modulated subcarrier sig-
nals in time, but this type of correction does not guarantee
that the resulting modulated subcarrier signals (inside the
OFDM symbol) are DLOS signals. If DLOS modulated
subcarrier signals are significantly attenuated relatively to
delayed reflected signal(s), the resulting output signal will
be the delayed reflected signal(s) and the DLOS signal will
be lost.

In LTE compliant receiver, further signal processing
includes DFT (Digital Fourier Transformation). It is well
known that DFT technique(s) can resolve (remove) only
copies of signal(s) that are delayed for times that are longer
than or equal to the time that is inversely proportional to the
signal and/or channel bandwidth. This method accuracy may
be adequate for an efficient data transfer, but not accurate
enough for precise distance measurement in a heavy multi-
path environment. For example, to achieve thirty meters
accuracy, the signal and receiver channel bandwidths should
be larger than or equal to ten megahertz (V1o MHz=100 ns.).
For better accuracy the signal and receiver channel band-
widths should be wider one hundred megahertz for three
meters.

However, CPICH, uplink DPCCH/DPDCH and other
signals that are used in various CELL ID and OTDOA
methods/techniques, including the RTT measurements, as
well as the LTE received signal subcarriers have bandwidths
that are significantly lower than ten megahertz. As a result,
the currently employed (in LTE) method/technique will
produce locating errors in the range of 100 meters.

To overcome the abovementioned limitations the embodi-
ments use a unique combination of implementations of
subspace decomposition high resolution spectral estimation
methodologies and multimodal cluster analysis. This analy-
sis and related multi-path mitigation method/techniques and
algorithms, described in the related U.S. Pat. No. 7,872,583,
allow a reliable and accurate separation of DLOS path from
other reflected signals paths.
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Compared to methods/techniques used in the LTE, in a
heavy multipath environment this method/techniques and
algorithms (related U.S. Pat. No. 7,872,583) deliver 20X to
50X accuracy improvement in the distance measurement via
reliable and accurate separation of DLOS path from other
multi-path (MP) paths.

Methods/techniques and algorithms described in related
U.S. Pat. No. 7,872,583 require ranging signal complex
amplitude estimation. Accordingly, the LTE reference sig-
nals used for channel estimation (response determination) as
well as other reference signals (including pilot and/or syn-
chronization signals, can be also construed as a ranging
signal in methods/techniques and algorithms described in
related U.S. Pat. No. 7,872,583. In this case the ranging
signal complex amplitude is the channel response that is
calculated (estimated) by the LTE receiver in form of
amplitude and phase. In other words, the channel response
statistics that is calculated (estimated) by the LTE receiver
can provide complex amplitude information that is required
by the method/techniques and algorithms described in
related U.S. Pat. No. 7,872,583.

In ideal open space RF propagation environment with no
multipath the phase change of the received signal (ranging
signal), e.g. channel response phase, will be directly pro-
portional to the signal’s frequency (a straight line); and the
RF signal time-of-flight (propagation delay) in such envi-
ronment can be directly computed from the phase vs.
frequency dependency by computing first derivative of the
phase vs. frequency dependency. The result will be the
propagation delay constant.

In this ideal environment the absolute phase value at
initial (or any) frequency is not important because the
derivative is not affected by the phase absolute values.

In a heavy multipath environment the received signal
phase change vs. frequency is a complicated curve (not a
straight line); and the first derivative does not provide
information that could be used for accurate separation of
DLOS path from other reflected signals paths. This is the
reason for employing multipath mitigation processor and
method(s)/techniques and algorithms described in related
U.S. Pat. No. 7,872,583.

If the phase and frequency synchronization (phase coher-
ency) achieved in a given wireless network/system is very
good, then multipath mitigation processor and method(s)/
techniques and algorithms described in related U.S. Pat. No.
7,872,583 will accurately separate DLOS path from other
reflected signals paths and determine this DLOS path length
(time-of-flight).

In this phase coherent network/system no additional mea-
surements are required. In other words, one way ranging
(simplex ranging) can be realized.

However, if the degree of synchronization (phase coher-
ency) achieved in a given wireless network/system is not
accurate enough, then in a heavy multipath environment the
received signal phase and amplitude change vs. frequency
might be very similar for measurements conducted at two or
more different locations (distances). This phenomenon
might lead to an ambiguity in received signal DLOS dis-
tance (time-of-flight) determination.

To resolve this ambiguity it is necessary to know the
actual (absolute) phase value for at least one frequency.

However, the amplitude and phase vs. frequency depen-
dency that is computed by the LTE receiver does not include
an actual phase value because all amplitude and phase
values are computed from the downlink/uplink reference
signals, e.g. relative to each other. Thus, the amplitude and
phase of the channel response that is calculated (estimated)
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by the LTE receiver needs actual phase value at least at one
frequency (subcarrier frequency).

In LTE this actual phase value can be determined from
one or more RTT measurement(s), TOA measurements; or

from time-stamping of one or more received reference
signals, provided that 1) these time stamps of transmitting
these signals by eNB are also known at the receiver (or vice
versa), 2) the receiver and eNB clocks are well synchronized
in time, and/or 3) by using multilateration techniques.

All of the above methods provide the time-of-flight values
of one or more reference signals. From the time-of-flight
values and frequencies of these reference signals actual
phase values at one or more frequencies can be calculated.

The present embodiments achieve a highly accurate
DLOS distance determination/locating in a heavy multipath
environment by combining multi-path mitigation processor,
method(s)/techniques and algorithms described in related
U.S. Pat. No. 7,872,583 with: 1) the amplitude and phase vs.
frequency dependency that is computed by the LTE UE
and/or eNB receiver or 2) a combination of the amplitude
and phase vs. frequency dependency that is computed by the
LTE UE and/or eNB receiver and actual phase value(s) for
one or more frequencies obtained via RTT and/or TOA;
and/or time-stamping measurements.

In these cases the actual phase value(s) is affected by the
multipath. However, this does not impact the performance of
methods/techniques and algorithms described in related U.S.
Pat. No. 7,872,583.

In LTE RTT/TOA/TDOA/OTDOA, including DL-OT-
DOA, U-TDOA, UL-TDOA, etc., measurements can be
carried out with the resolution of 5 meters. RT'T measure-
ments are carried during dedicated connections. Thus, mul-
tiple simultaneous measurements are possible when UE is in
handover state and times when UE periodically collects and
reports measurements back to the UE, in which the DPCH
frames are exchanged between the UE and different net-
works (base stations). Similar to RTT, TOA measurements
provide the signal’s time-of-flight (propagation delay), but
TOA measurements cannot be made simultaneously (Jakub
Marek Borkowski: Performance of Cell ID+RTT Hybrid
Positioning Method for UMTS).

In order to locate UE on plane DLOS distances have to be
determined at least from/to three eNB(s). To locate UE in
three-dimensional space minimum four DLOS distances
from/to four eNB(s) would have to be determined (assuming
that at least one eNB is not on the same plane).

An example of UE positioning method is shown in FIG.
1.

In case of very good synchronization RTT measurements
are not required.

If the degree of synchronization is not accurate enough,
then methods like OTDOA, Cell ID+RTT and others, for
example AOA (Angle-of-Arrival) and its combinations with
other methods, can be used for the UE locating.

The Cell ID+RTT track-locate method accuracy is
impacted by the multipath (RTT measurements) and the
eNB (base station) antenna beamwidth. Base stations anten-
nas beamwidths are between 33 and 65 degrees. These wide
beamwidths results in locating error of 50-150 meters in
urban areas (Jakub Marek Borkowski: Performance of Cell
ID+RTT Hybrid Positioning Method for UMTS). Consider-
ing that in a heavy multipath environment the current LTE
RTT distance measurement average error is approximately
100 meters, the overall expected average locate error of the
currently employed by LTE Cell ID+RTT method is
approximately 150 meters.
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One of the embodiments is the UE locating based on the
AOA method, whereby one or more reference signals from
the UE is used for the UE locate purposes. It involves an
AOA determination device location for determining the
DLOS AOA. The device can be collocated with the base
station and/or installed at another one or more locations
independent from the base station location. The coordinates
of these locations are presumably known. No changes are
required on the UE side.

This device includes a small antenna array and is based on
a variation of the same multipath mitigation processor,
method(s)/techniques and algorithms described in related
U.S. Pat. No. 7,872,583. This one possible embodiment has
the advantage of precise determination (very narrow beam-
width) of the AOA of the DLOS RF energy from an UE unit.

In one other option this added device is receive only
device. As a result, its size/weight and cost are very low.

The combination of embodiments in which accurate
DLOS distance measurements are obtained and embodi-
ments in which an accurate DLOS AOA determination can
be made will greatly improve the Cell ID+RTT track-locate
method precision 10X or greater. Another advantage of this
approach is that the UE location can be determined at any
moment with a single tower, (does not require placing UE in
soft handover mode). Because an accurate location fix can
be obtained with a single tower there is no need to synchro-
nize multiple cell towers. Another option of determining the
DLOS AOA is to use the existing eNB antenna array and the
eNB equipment. This option may further lower the cost of
implementation of the improved Cell ID+RTT method.
However, because eNB antennas are not designed for the
locating applications, the positioning accuracy may be
degraded. Also, network operators may be unwilling to
implement required changes in base station (software/hard-
ware).

In the LTE (Evolved Universal Terrestrial Radio Access
(E-UTRA); Physical channels and modulation; 3GPP TS
36.211 Release 9 technical Specification) Positioning Ref-
erence Signals (PRS), were added. These signals are to be
used by the UE for the DL-OTDA (Downlink OTDOA),
positioning. Also, this release 9 requires eNB(s) to be
synchronized. Thus, clearing the last obstacle for OTDOA
methods (see paragraph 274 above). The PRS improves UE
hear-ability at UE of multiple eNBs. Note: the Release 9 did
not specify the eNB synchronization accuracy (some pro-
posals: 100 ns.).

The U-TDOA/UL-TDOA are in a study phase; to be
standardized in 2011.

The DL-OTDOA method (in Release 9) is detailed in the
US patent US 2011/0124347 A1 (Method and Apparatus for
UE positioning in LTE networks, Chen, at al.). The Release
9 DL-OTDOA suffers from the multipath. Some of the
multipath mitigation can be achieved via increased PRS
signal bandwidth. However, the trade-off is increased sched-
uling complexity and longer times between UE positions
fixes. Moreover, for networks with limited operating band-
width, for example 10 MHz, the best possible accuracy is
100 meters, see Chen, Table 1.

The above numbers are the best possible case. Other
cases, especially when the DLOS signal strength is signifi-
cantly lower (10-20 dB) compared to the reflected signal(s)
strength, result in significantly larger (2x-4x) of the above-
mentioned locate/ranging errors.

Embodiments described herein allow for up to 50x rang-
ing/locate accuracy improvement for a given signal band-
width over the performance achieved by the Release 9
DL-OTDOA method and the UL-PRS method of Chen et al.
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described in the Background section. Thus, applying
embodiments of the methods described herein to the Release
9 PRS processing reduces the locate error down to 3 meters
or better in 95% of all possible cases. In addition, this
accuracy gain will reduce the scheduling complexity and the
time between UE position fixes.

With the embodiments described herein further improve-
ments for the OTDOA method are possible. For example,
the ranging to the serving cell can be determined from other
serving cells’ signals, thus improving the neighboring cells
hearability and reducing the scheduling complexity, includ-
ing the time between UE positions fixes.

Embodiments also enable the accuracy of the U-TDOA
method and UL-TDOA from Chen et al. (described in the
Background) to be improved up to 50 times. Applying
embodiments to the Chen’s UL-TDOA variant, reduces the
locate error down to 3 meters or better in 95% of all possible
cases. Moreover, this accuracy gain further reduces the
scheduling complexity and the time between UE positions
fixes.

Again, with the present embodiments, Chen’s UL-TDOA
method accuracy can be improved up to 50x. Thus, applying
the present embodiments to the Chen’s U-TDOA variant,
will reduce the locate error down to 3 meters or better in
95% of all possible cases. Moreover, this accuracy gain will
further reduce the scheduling complexity and the time
between UE positions fixes.

The abovementioned DL-TDOA and U-TDOA/UL-
TDOA methods rely on one-way measurements (ranging).
Present embodiments and practically all other ranging tech-
nologies require that the PRS and/or other signals used in the
process of one-way ranging would be frequency and phase
coherent. The OFDM based systems, like LTE, are fre-
quency coherent. However, the UE units and eNB(s) are not
phase or time synchronized by a common source—like
UTC, to a couple nanoseconds, e.g. there exists a random
phase adder.

To avoid the phase coherency impact on the ranging
accuracy, the embodiment of the multipath processor calcu-
lates the differential phase between the ranging signal(s),
e.g. reference signals, individual components (subcarriers).
This eliminates the random phase term adder.

As identified above in the discussion of Chen et al.,
applying the embodiments described herein result in signifi-
cant accuracy improvement in indoor environments com-
pared to the performance achieved by Chen et al. For
example, according to Chen, at al. the DL-OTDOA and/or
U-TDOA/UL-TDOA are mostly for outdoor environments,
indoors (buildings, campuses, etc.) the DL-OTDOA and
U-TDOA technologies may not perform well. Several rea-
sons are noted (see Chen, #161-164), including the Distrib-
uted Antenna Systems (DAS) that are commonly employed
indoors, whereby each antenna does not have a unique 1D.]

The embodiment described below operates with wireless
networks that employ OFDM modulation and/or its deriva-
tives; and reference/pilot/and or synchronization signals.
Thus, the embodiment described below operates with LTE
networks and it is also applicable to other wireless systems
and other wireless networks, including other types of modu-
lation, with or without reference/pilot/and/or synchroniza-
tion signals.

The approach described herein is also applicable to other
wireless networks, including WiMax, WiFi, and White
Space. Other wireless networks that do not use reference/
pilot and/or synchronization signals may employ one or
more of the following types of alternate modulation embodi-
ments as described in related U.S. Pat. No. 7,872,583: 1)
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where a portion of frame is dedicated to the ranging signal/
ranging signal elements; 2) where the ranging signal ele-
ments are embedded into transmit/receive signals frame(s);
and 3) where the ranging signal elements are embedded with
the data.

Embodiments of the multipath mitigation range estima-
tion algorithm described herein (also described in U.S. Pat.
Nos. 7,969,311 and 8,305,215) works by providing esti-
mates of the ranges in the ensemble made up of the direct
path (DLOS) of a signal plus the multipath reflections.

The LTE DAS system produces multiple copies of the
same signal seen at various time offsets to a mobile receiver
(UE). The delays are used to uniquely determine geometric
relationships between the antennas and the mobile receiver.
The signal seen by the receiver resembles that seen in a
multipath environment—except the major “multipath” com-
ponents result from the sum of the offset signals from the
multiple DAS antennas.

The signal ensemble seen by the receiver is identical to
the type of signal ensemble embodiments are designed to
exploit except that in this case the major multipath compo-
nents are not traditional multipath. The present multipath
mitigation processor (algorithms) is capable of determining
the attenuation and propagation delay of the DLOS and each
path, e.g. reflection, (see equations 1-3 and associated
descriptions). While multipath can be present because of the
dispersive RF channel (environment), the major multipath
components in this signal ensemble are associated with
transmissions from multiple antennas. Embodiments of the
present multipath algorithm can estimate these multipath
components, isolate the ranges of the DAS antennas to the
receiver, and provide range data to the location processor
(implemented in software). Depending on the antenna plac-
ing geometry, this solution can provide both X, Y and X, Y,
Z location coordinates.

As a result, present embodiments do not require any
hardware and/or new network signal(s) additions. Moreover,
the positioning accuracy can be significantly improved by 1)
mitigating the multipath and 2) in case of active DAS the
lower bound of positioning error can be drastically reduced,
such as reducing from approximately 50 meters to approxi-
mately 3 meters.

It is assumed that the position (location) of each antenna
of a DAS is known. The signal propagation delay of each
antenna (or relative to other antenna) also has to be deter-
mined (known).

For active DAS systems the signal propagation delay may
be determined automatically, using the loopback techniques,
whereby the known signal is sent round trip and this round
trip time is measured. This loopback technique also elimi-
nates the signal propagation delay changes (drift) with
temperature, time, etc.

Using multiple macro cells and associated antennas, Pico
cells and micro cells further enhance the resolution by
providing additional reference points.

The embodiment described above of individual range
estimates in a signal ensemble of multiple copies from
multiple antenna can be further enhanced by changes to the
signal transmit structure in the following two ways. The first
is to time multiplex the transmissions from each antenna.
The second approach is to frequency multiplex for each of
the antennas. Using both enhancements, time and frequency
multiplexing simultaneously, further improve the ranging
and location accuracy of the system. Another approach is to
add a propagation delay to each antenna. The delay values
would be chosen to be large enough to exceed the delay
spread in a particular DAS environment (channel), but



US 10,433,111 B2

55

smaller than the Cyclic Prefix (CP) length so that the
multipath caused by additional delays will not result in ISI
(Inter Symbol Interference).

The addition of a unique ID or unique identifier for each
antenna increases the efficiency of the resulting solution. For
example, it eliminates the need for the processor to estimate
all the ranges from the signals from each of the antennas

In one embodiment utilizing the LTE downlink, one or
more reference signal(s) subcarriers, including pilot and or
synchronization signal(s) subcarriers, are used to determine
subcarriers phase and amplitude that are in turn applied to
the multi-path processor for multipath interference mitiga-
tion and generation of range based location observables and
locate estimate using multilateration and location consis-
tency algorithms to edit out wild points.

Another embodiment takes advantage of the fact that the
LTE uplink signaling also includes reference signals, mobile
device to base, which also contains reference subcarriers. In
fact there is more than one mode in which contain these
subcarriers from a full sounding mode used by the network
to assign a frequency band to the uplink device to a mode
where are reference subcarriers are used to generate a
channel impulse responses to aid in demodulation of the
uplink signal, etc. Also, similarly to the DL PRS added in
rel.9 additional UL reference signals might be added in the
upcoming and future standard releases. In this embodiment,
the uplink signal is processed by multiple base units (eNB)
using the same range to phase, multipath mitigation pro-
cessing to generate range related observables. In this
embodiment, location consistency algorithms are used as
established by the multilateration algorithm to edit wild
point observables and generate a location estimate.

Yet another embodiment, relevant one or more reference
(including pilot and/or synchronization) subcarriers of both
the LTE downlink and LTE uplink are collected, the range to
phase mapping is applied, multipath mitigation is applies
and the range associated observable is estimated. These data
would then be fused in such a way that would provide a more
robust set of observables for location using the multilatera-
tion algorithm and location consistency algorithms. The
advantage would be the redundancy that results in improved
accuracy since the downlink and up link two different
frequency bands or in case of the TDD (Time Division
Duplexing) improving the system coherency.

In a DAS (Distributed Antenna System) environment
where multiple antennas transmitting the same downlink
signal from a microcell the location consistency algorithm(s)
are extended to isolate the ranges of the DAS antennas from
observables generated by the multipath mitigation process-
ing from reference signal(s) (including pilot and/or synchro-
nization) subcarriers and to obtain the location estimates
from the multiple DAS emitters (antennas) ranges.

In a DAS system (environment) obtaining accurate loca-
tion estimate is possible only if the signals paths from
individual antennas can be resolved with a high accuracy,
whereby the path error is only a fraction of the distance
between antennas (accuracy of 10 meters or better). Because
all existing techniques/methods cannot provide such accu-
racy in a heavy multipath environment (signals from mul-
tiple DAS antennas will appear as induced heavy multipath)
the existing techniques/methods cannot take advantage of
the abovementioned extension of the location consistency
algorithm(s) and this locate method/technique in the DAS
environment.

The InvisiTrack multi-path mitigation methods and sys-
tems for object identification and location finding, described
in related U.S. Pat. No. 7,872,583, is applied to the range to
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signal phase mapping, multipath interference mitigation and
process to generate range based location observables utiliz-
ing the LTE downlink, uplink and/or both (downlink and
uplink), one or more reference signal(s) subcarriers and
using multilateration and location consistency to generate a
location estimate.

In all above embodiments trilateration positioning algo-
rithms can be also employed.

The DL-OTDOA locating was specified in the LTE
release 9: Evolved Universal Terrestrial Radio Access
(E-UTRA); Physical channels and modulation; 3GPP TS
36.211 Release 9 technical Specification. However, it has
not been implemented by the wireless operators (carrier)s. In
the meantime a Downlink locating can be implemented
within current, e.g. unmodified, LTE network environment
by wusing the existing physical layer measurements
operation(s).

In LTE the UE and the eNB are required to make physical
layer measurements of the radio characteristics. The mea-
surement definitions are specified in 3GPP TS 36.214. These
measurements are performed periodically and are reported
to the higher layers and are used for a variety of purposes
including intra- and inter-frequency handover, inter-radio
access technology (inter-RAT) handover, timing measure-
ments, and other purposes in support of RRM (Radio
Resource Management).

For example, the RSRP (Reference Signal Received
Power) is the average of the power of all resource elements
which carry cell-specific reference signals over the entire
bandwidth.

Another example is the RSRQ (Reference Signal
Received Quality) measurement that provides additional
information (RSRQ combines signal strength as well as
interference level).

The LTE network provides the UE with eNB neighbor (to
serving eNB) lists. Based on the network knowledge con-
figuration, the (serving) eNodeB provides the UE with
neighboring eNB’s identifiers, etc. The UE then measures
the signal quality of the neighbors it can receive. The UE
reports results back to the eNodeB. Note: UE also measures
the signal quality of the serving eNB.

According to the specification, the RSRP is defined as the
linear average over the power contributions (in [W]) of the
resource elements that carry cell-specific reference signals
within the considered measurement frequency bandwidth.
The measurement bandwidth that is used by the UE to
determine RSRP is left up to the UE implementation with
the limitation that corresponding measurement accuracy
requirements have to be fulfilled.

Considering the measurement bandwidth accuracy
requirements this bandwidth is fairly large and the cell-
specific reference signals that are used in the RSRP mea-
surements can be further processed to determine these
reference signals subcarriers phase and amplitude that are in
turn applied to the multi-path processor for multipath inter-
ference mitigation and generation of range based location
observables. In addition, other reference signals that are
used in the RSRP measurement, for example SSS (Second-
ary Synchronization Signal) might be also used.

Thereafter, based on range observables from three or
more cells the location fix can be estimated using multilat-
eration and location consistency algorithms.

As was mentioned previously while there are several
causes of the RF fingerprinting database instability one of
the major ones is the multipath (the RF signature is very
sensitive to multipath). As a result, the RF Fingerprinting
method(s)/technology locate accuracy is heavily impacted
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by multipath dynamics changes over time, environment (for
example weather), people and/or objects movement, includ-
ing vertical uncertainty: >100% variability depending upon
device Z-height and/or antenna orientation (see Tsung-Han
Lin, et al. Microscopic Examination of an RSSI-Signature-
Based Indoor Localization System).

The present embodiments can significantly improve the
RF Fingerprinting locate accuracy because of the ability
(multipath processor) to find and characterize each indi-
vidual path, including significantly attenuated DLOS. As a
result, the RF Fingerprinting decision on the location fix can
be supplemented with the real-time multipath distribution
information.

As was mentioned above, the locate fix will require
position references synchronization in time. In wireless
networks these position references may include Access
Points, Macro/Mini/Pico and Femto cells, as wells as so
called Small cells (eNB). However, wireless operators do
not implement the synchronization accuracy that is needed
for an accurate position fix. For example, in case of LTE the
standard does not require any time synchronization between
eNB(s) for the FDD (Frequency Division Duplexing) net-
works. For LTE TDD (Time Division Duplexing) this time
synchronization accuracy is limit is +/-1.5 microseconds.
This is equivalent to 400+ meters locate uncertainty.
Although not required, the LTE FDD networks are also
synchronized but use even larger (than 1.5 microseconds)
limits.

Wireless LTE operators are using GPS/GNSS signals to
synchronize eNB(s) in frequency and time. Note: The LTE
eNB has to maintain a very accurate carrier frequency: 0.05
ppm for macro/mini cells and slightly less accurate for other
type of cells (0.1-0.25 ppm). The GPS/GNSS signals can
also enable a required (for locate) time synchronization
accuracy of better than 10 nanoseconds. However, network
operators and network equipment manufacturers are trying
to reduce costs associated with the GPS/GNSS units in favor
of Packet Transport/, e.g. Internet/Ethernet networking time
synchronization by employing NTP (Network Time Proto-
col) and/or PTP (Precision Time Protocol), for example
IEEE 1588v2 PTP.

The IP network based synchronization has a potential of
meeting the minimum frequency and time requirements, but
is lacking the GPS/GNSS precision that is needed for locate
fix.

The approach described herein is based on the GPS/GNSS
signals and signals generated by the eNB and/or AP, or other
wireless networks equipment. It also can be based on the IP
networking synchronization signals and Protocols and sig-
nals generated by the eNB and/or AP, or other wireless
networks equipment. This approach is also applicable to
other wireless networks, including WiMax, WiFi, and White
Space.

The eNB signals are received by the Time Observation
Unit (TMO) installed at the operator’s eNB facility (FIG.
12). The TMO also include the External Synchronization
Source input.

The eNB signals are processed by the TMO and are time
stamped using clocks that are synchronized with the Exter-
nal Synchronization Source input.

The External Synchronization Source could be from the
GPS/GNSS and/or Internet/Ethernet networking, for
example PTP or NTP, etc.

The time-stamped processed signal, for example the LTE
frame start (could be other signals, especially in other
networks), also includes the eNB (cell) location and/or cell
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1D, is sent via the Internet/Ethernet backhaul to a central
TMO Server that creates, maintains and updates a data base
of all eNBs.

The UE and/or eNB(s) involved in the process of ranging
and obtaining a location fix will quire the TMO Server and
the server will return the time synchronization offsets
between the eNB(s) involved. These time synchronization
offsets will be used by the UE and/or eNB(s) involved in the
process of obtaining a location fix to adjust the location fix.

Alternatively, the location fix calculations and adjustment
can be carried out by the TMO Server when UE and/or
eNB(s) involved in the process of ranging will also supply
the obtained ranging information to the TMO Server. The
TMO Server will then return an accurate (adjusted) position
(locate) fix.

If more than one cell eNB equipment is co-located
together a single TMO can process and time stamp signals
from all eNB(s).

The RTT (Round Time Trip) measurements (ranging) can
be used for locating.

The drawback is that the RTT ranging is subject to
multipath which has drastic impact on the locate accuracy.

On the other hand, RTT locating does not require the
position references synchronization (in time) in general and
in case of LTE the eNB in particular.

At the same time, when operating with Pilot Reference
and/or other signals of the wireless network the multipath
mitigation processor, method(s)/techniques and algorithms
described in related U.S. Pat. No. 7,872,583 are capable of
determining the channel response for the RTT signal(s), e.g.
identify the multipath channel that the RTT signal(s) are
going through. This allows to correct the RTT measurements
so that the actual DLOS time will be determined.

With DLOS time known it will be possible to obtain the
location fix using trilateration and/or similar locating meth-
ods without the need of eNB or position references synchro-
nization in time.

Even with TMO and TMO Server in place the Invisi-
Track’s technology integration will require changes in the
macro/mini/pico and small cells and/or UE (cell phone).
Although these changes are limited only to SW/FW (soft-
ware/firmware) it takes a lot of effort to revamp the existing
infrastructure. Also, in some cases network operators and/or
UE/cell phone manufacturers/suppliers resisting equipment
modifications. Note: UE is wireless network User Equip-
ment.

This SW/FW change can be completely avoided if the
TMO and TMO Server functionality is expanded to support
the InvisiTrack locate technology. In other words, another
embodiment described below operates with wireless net-
works signals, but do not require any modifications of the
wireless network equipment/infrastructure. Thus, the
embodiment described below operates with LTE networks
and it is also applicable to other wireless systems/networks,
including Wi-Fi.

In essence this embodiment creates a parallel wireless
locate infrastructure that uses the wireless network signals to
obtain location fix.

Similarly to TMO and TMO Server, the InvisiTrack’s
locate infrastructure will consists of one or more wireless
Network Signals Acquisition Units (NSAU) and one or more
Locate Server Units (LSU) that collect data from NSAU(s)
and analyze it, determining range and locations, and to
convert it into a table, e.g. of phone/UEs IDs and locations
at an instant of time. The LSU interfaces to the wireless
network via network’s API.
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Multiple of these units could be deployed in various
locations in a large infrastructure. If NSAU(s) have coherent
timing—the results for all can be used which will give better
accuracy.

The coherent timing can be derived from the GPS clock
and/or other stable clock sources.

The NSAU communicates with LSU via LAN (Local
Area Network), Metro Area Network (MAN) and/or Inter-
net.

In some installation/instances the NSAU and LSU could
be combined/integrated into a single unit.

In order to support location services using LTE or other
wireless networks, the transmitters are required to be clock
and event synchronized to within tight tolerances. Normally
this is accomplished by locking to the 1 PPS signal of GPS.
This will result in timing synchronization in a local area to
within 3 nanosecond 1-sigma.

However, there are many instances when this type of
synchronization is not practical. This present embodiments
provide time offset estimates between the downlink trans-
mitters and tracking of the time offsets in order to provide
delay compensation values to the location process so the
location process can proceed as if the transmitters were
clock and event synchronized. This is accomplished by prior
knowledge of the transmit antenna (which is required for
any location services) and a receiver with known a priori
antenna location. This receiver called the synchronization
unit will collect data from all the downlink transmitters and
given its knowledge of the locations, calculate the offset
timing from a preselected base antenna. These offsets are
tracked by the system through the use of a tracking algo-
rithm that compensates for clock drifts the downlink trans-
mitters. Note: The processing to derive pseudo ranges from
the received data will utilize the InvisiTrack Multipath
mitigation algorithms (described in related U.S. Pat. No.
7,872,583). Hence the synchronization will not be impacted
by multipath.

These offset data are used by the location processor
(Location Server, L.SU) to properly align the data from each
downlink transmitter so that it appears to have been gener-
ated by synchronized transmitters. The time accuracy is
comparable with the best 1-PPS tracking and will support 3
meter location accuracy (1-sigma).

The synchronization receiver and/or receiver’s antennas
will be located based on optimal GDOP for best perfor-
mance. In large installations multiple synchronization
receivers can be utilized to provide an equivalent 3 nsec
1-sigma synchronization offset throughout the network. By
utilizing synchronization receivers(s) the requirements for
synchronization of the downlink transmitters is eliminated.

The synchronization receiver unit can be a standalone unit
communicating with the NSAU and/or LSU. Alternatively
this synchronization receiver can be integrated with the
NSAU.

The exemplary wireless network locate equipment dia-
gram is depicted in FIG. 13

The embodiment of a completely autonomous system, no
Customer Network Investment, which utilizes LTE signals
operates in the following modes:

1. Uplink mode uses wireless network Uplink (UL) sig-
nals for the purpose of locating (FIGS. 16 and 17)

2. Downlink mode uses wireless network Downlink (DL)
signals for the purpose of locating (FIGS. 14 and 15).

3. Two-way mode uses both: UL and DL signals for
locating.

In the Uplink mode multiple antennas are connected to
one or more NSAUSs. These antennae locations are indepen-
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dent from the wireless network antennas; NSAU(s) antennae
locations are selected to minimize the GDOP (Geometric
Dilution of Precision).

Network” RF signals from the UE/cell phone devices are
collected by NSAU(s) antennae and are processed by
NSAU(s) to produce time stamped samples of the processed
network’ RF signals during a time interval that is adequate
for capturing one or more instances of all signals of interest.

Optionally, NSAU will also receive, process and time
stamped samples of Downlink signals to obtain additional
information, for example for determining UE/phone 1D, etc.

From captured time stamped samples the UE/cell phone
devices identification numbers (ID) together with time
stamped wireless network signals of interest that associated
with each UFE/cell phone ID(s) will be determined (ob-
tained). This operation can be performed either by the
NSAU or by the LSU.

The NSAU will periodically supply data to the LSU. If
unscheduled data is needed for one or more UF/cell phone
ID(s) then LSU will request additional data.

No changes/modifications will be needed in wireless
network infrastructure and/or existing UE/cell phone for the
UL mode operation.

In the Downlink (DL) mode the InvisiTrack enabled UE
will be required. Also, the cell phone FW would have to be
modified if phone is used to obtain location fix.

In some instances operators can make baseband signals
available from BBU(s) (Base Band Units). In such cases
NSAU(s) will also be capable process these available base
band wireless network signals instead of RF wireless net-
work signals.

In the DL mode there is no need to associate the UE/cell
phone ID with one or more wireless network signals because
these signals will be processed in the UE/cell phone or
UE/cell phone will periodically produce time stamped
samples of the processed network’ RF signals and send these
to the LSU; and the LSU will send result(s) back to the
UE/cell phone.

In the DL mode the NSAU will process and time stamp
processed RF or baseband (when available) wireless net-
work signals. From captured time stamped samples wireless
network signals DL frames starts associated with the net-
work antennas will be determined (obtained) and the differ-
ence (offset) between these frame starts will be calculated.
This operation can be performed either by the NSAU or by
the LSU. Frame starts offsets for network antennas will be
stored on the LSU.

In the DL mode frame starts offsets of network antennas
will be sent from L.SU to the UE/phone device in case when
the device will process/determine its own location fix using
InvisiTrack technology. Otherwise, when UE/cell phone
device will periodically send time stamped samples of the
processed network’ RF signals to the LSU, the LSU will
determine the device’s location fix and will send the location
fix data back to the device.

In DL mode the wireless network RF signals will come
from one or more wireless network antennae. To avoid
multipath impact on results accuracy the RF signal should be
sniffed out from the antenna or the antenna connection to the
wireless network equipment.

The two-way mode encompasses determination of the
location fix from both: UL and DL operations. This allows
further improve the locate accuracy.

Some Enterprise set ups use one or more BBUs feeding
one or more Remote Radio Heads (RRH), with each RRH in
turn feeding multiple antennae with the same ID. In such
environments, depending on wireless network configuration,
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determining the DL mode frame starts offsets of network
antennas might not be required. This includes a single BBU
set up as well as multiple BBUs, whereby antennae of each
BBU are assigned to a certain zone and adjacent zones
coverage’s are overlapping.

On the other hand a configuration, configuration whereby
antennae that are fed from multiple BBUs are interleaved in
the same zone will require determining the DL. mode frame
starts offsets of network antennas.

In DL mode of operation in DAS environment multiple
antennae may share the same ID.

In the present embodiments, location consistency algo-
rithm(s) are extended/developed to isolate the ranges of the
DAS antennas from observables generated by the multipath
mitigation processing from reference signal(s) (including
pilot and/or synchronization) subcarriers and to obtain the
location estimates from the multiple DAS emitters (anten-
nas) ranges.

However, these consistency algorithms have limits of
number of antennae that emit the same ID. It is possible to
reduce the number of antennae that emit the same ID by

1. For a given coverage zone interleave Antennas that are
fed from different sectors of sectorized BBU (BBUs are
capable of supporting up to six sectors)

2. For a given coverage zone interleave Antennas that are
fed from different sectors of sectorized BBU as well as
Antennas that are fed from different BBUs

3. Adding a propagation delay element to each antenna.
The delay values would be chosen to be large enough to
exceed the delay spread in a particular DAS environment
(channel), but smaller than the Cyclic Prefix (CP) length so
that the multipath caused by additional delays will not result
in ISI (Inter Symbol Interference). The addition of a unique
delay ID for one or more antenna further reduces the number
of antennae that emit the same ID.

In an embodiment, an autonomous system with no Cus-
tomer Network Investment can be offered. In such embodi-
ment, the system can operate on a band other than the LTE
band. For example, ISM (industrial Scientific and Medical)
bands and/or White Space bands can be used in places where
LTE services are not available.

The embodiment can be also integrated with the macro/
mini/pico/femto station (s) and/or UE (cell phone) equip-
ment. Although the integration may require Customer Net-
work Investment, it can reduce cost overhead and can
dramatically improve the TCO (Total Cost of Ownership).

As mentioned herein above, PRS can be used by the UE
for the Downlink Observed Time Difference of Arrival
(DL-OTDOA) positioning. Regarding the synchronization
of neighboring base stations (eNBs), the 3GPP TS 36.305
(Stage 2 functional specification of User Equipment (UE)
positioning in E-UTRAN) specifies transferring timing to
the UE, the timing being relative to an eNode B service of
candidate cells (e.g., neighboring cells). The 3GPP TS
36.305 also specifies Physical cell IDs (PCls) and global cell
IDs (GCIs) of candidate cells for measurement purposes.

According to the 3GPP TS 36.305, this information is
delivered from the E-MLC (Enhanced Serving Mobile Loca-
tion Centre) server. It is to be noted that the TS 36.305 does
not specity the abovementioned timing accuracy.

Additionally, the 3GPP TS 36.305 specifies that the UE
shall return to the E-MLC the downlink measurements,
which includes Reference Signal Time Difference (RSTD)
measurements.

The RSTD is the measurement taken between a pair of
eNBs (see TS 36.214 Evolved Universal Terrestrial Radio
Access (E-UTRA); Physical Layer measurements; Release
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9). The measurement is defined as a relative timing differ-
ence between a subframe received from the neighboring
cell/and a corresponding subframe of the serving cell i.
Positioning Reference Signals are used to take these mea-
surements. The results are reported back to the location
server that calculates the position.

In an embodiment, a hybrid method can be defined to
accommodate both the newly introduced PRS and the
already existing reference signals. In other words, the hybrid
method can use/operate with PRS, with other reference
signals (e.g., cell-specific reference signals (CRS)), or with
both signal types.

Such a hybrid method provides the advantage of allowing
network operator(s) to dynamically choose the mode of
operation depending on circumstances or network param-
eters. For example, the PRS have better hearability than
CRS, but may result in up to 7% reduction in the data
throughput. On the other hand, CRS signals do not cause any
throughput reduction. In addition, CRS signals are backward
compatible with all previous LTE releases, for example
Rel-8 and lower. As such, the hybrid method provides a
network operator the ability to trade-off or balance between
hearability, throughput, and compatibility.

Furthermore, the hybrid method can be transparent to the
LTE UE positioning architecture. For instance, the hybrid
method can operate in the 3GPP TS 36.305 framework.

In an embodiment, RSTD can be measured and, according
to the 3GPP TS 36.305, transferred from a UE to an
E-SMLC.

The UL-TDOA (U-TDOA) is currently in a study phase
and is expected to be standardized in the upcoming release
11.

Embodiments of the UL-TDOA (Uplink) are described
herein above and are also shown in FIGS. 16 and 17. FIGS.
18 and 19, described herein below, provide examples of
alternative embodiments of the UL-TDOA.

FIG. 18 presents an environment that may include one or
more DAS and/or Femto/Small cell antennas. In this
example embodiment, each NSAU is equipped with a single
antenna. As depicted, at least three NSAUs are required.
However, additional NSAUs can be added to improve
hearability because each UE must be “heard” by at least
three NSAUS.

Furthermore, the NSAU(s) can be configured as receivers.
For example, each NSAU receives but does not transmit
information over the air. In operation, each NSAU can listen
to the wireless Uplink network signals from UEs. Each of
the UEs can be a cell phone, a Tag, and/or another UE
device.

Moreover, the NSAUs can be configured to communicate
with a Locate Server Unit (LSU) over an interface, such as
awired service or a LAN. In turn, the LSU can communicate
with a wireless or an LTE network. The communication can
be via a network API, where the LSU can, for example,
communicate with an E-SMLC of the LTE network and can
use a wired service such as a LAN and/or a WAN.

Optionally, the LSU may also communicate directly with
DAS base station(s) and or Femto/Small cells. This com-
munication can use the same or a modified Network API.

In this embodiment, the Sounding Reference Signal
(SRS) can be used for locate purposes. However, other
signals may also be employed.

The NSAUs can convert the UE Uplink transmission
signals to a digital format, for example 1/Q samples, and can
periodically send a number of the converted signals to the
LSU with a time stamp.
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The DAS base station(s) and or Femto/Small cells can
pass to the LSU one or all of the following data:

1) the SRS, the 1/Q samples, and the time stamp;

2) a list of served UE IDs; and

3) SRS schedule per UE with a UE ID, the schedule
including SRS SchedulingRequestConfig information and
SRS-UL-Config information.

The information passed to the LSU may not be limited by
the abovementioned information. It can include any infor-
mation needed to correlate each UE device uplink signal,
such as a UE SRS, with each UE ID.

The LSU functionality can include ranging calculations
and obtaining the location fix of a UE. These determinations/
calculations can be based on the information passed from the
NSAUS, the DAS bases stations, and/or Femto/Small cells to
the LSU.

The LSU may also determine timing offsets from the
available downlink transmission information passed from
the NSAUSs to the LSU.

In turn, the LSU can provide the wireless or LTE network
with UE location fix and other calculations and data. Such
information can be communicated via the Network API.

For synchronization purposes, each NSAU may receive,
process, and time stamp samples of Downlink signals. Each
NSAU may also periodically send a number of such samples
to the LSU, including the time stamp(s).

Additionally, each NSAU may include an input config-
ured for synchronization with external signal(s).

FIG. 19 depicts another embodiment of a UL-TDOA. In
addition to the components depicted under FIG. 18, the
environment of this embodiment may include one or more
cell towers that can be used in lieu of the DAS base stations
and/or Femto/Small cells. Data from the one or more cell
towers can be used to obtain the location fix of a UE.

As such, an advantage of this embodiment includes
obtaining a location fix with only a single cell tower (eNB).
In addition, this embodiment can be configured to operate in
a similar manner as described under FIG. 18, with the
exception that one or more eNBs can replace the DAS base
stations and/or the Femto/Small cells.

The present embodiments relate to wireless communica-
tions, wireless networks systems, and Radio Frequency
(RF)-based systems for identification, tracking and locating.
The disclosed method and system uses Angle of Arrival
(AOA) positioning. According to an embodiment, RF-based
tracking and locating is implemented in cellular networks,
but may be also implemented in any wireless system as well
as RTLS environments. The disclosed system may use
software and/or hardware implemented digital signal pro-
cessing (DSP) and/or software defined radio technologies
(SDR).

The present disclosure improves upon the methods and
systems described in the applications incorporated by ref-
erence. An embodiment uses AOA positioning. This
embodiment provides significant improvement to the locate
accuracy of current single tower/sector location systems
and/or multiple towers/sectors location systems, without
requiring any hardware infrastructure changes. In embodi-
ments, location accuracy is improved by using TDOA (Time
Difference of Arrival) measurements to determine AOA
and/or LOB (Line of Bearing). For example, accuracy may
improve from hundreds of meters to less than 10 meters for
a single tower/sector.

The present embodiments may also be used in all wireless
systems/networks and include simplex, half duplex and full
duplex modes of operation. Embodiments described below
operate with wireless networks that employ various modu-
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lation types, including OFDM modulation and/or its deriva-
tives. Thus, embodiments described below operate with LTE
networks and are also applicable to other wireless systems/
networks, including WiFi and other wireless technologies.
As described in this disclosure, RF-based tracking and
locating implemented on LTE cellular networks may sig-
nificantly benefit from an accurate AOA positioning.

The present disclosure further introduces a locate system
that employs multiple receiver channels in a cluster that is
particularly well suited for indoors environments, introduces
the use of a DMRS (Demodulation Reference Signal) as a
ranging signal, and employing one or more spectrum esti-
mation “subspace” and high-resolution nonparametric algo-
rithms. The present disclosure also introduces an embodi-
ment that uses elevation LOB measurements and
determination for improved locate accuracy and addresses
issues associated with locating a UE by the network using
UTDOA method (based on LTE Release 11.

As noted above, in a LTE environment, current single
tower/sector location technology suffers from a lack of
location accuracy; more specifically, the UE location error in
cross range length is very high and might exceed 3,000
meters for a typical 120 degree beamwidth of the serving
sector. At the same time, such U-TDOA requirements do not
fit well with LTE network infrastructure.

For example, more recent U-TDOA locating methods
(LTE Release 11) require the UE to be detectable by at least
three towers and require well-defined positions of the cells
and well-synchronized relative timing of the reference sig-
nals between cells, or precise knowledge of the cells’ timing
offsets below 20 ns for accuracy. Neither requirement is
guaranteed by typical network infrastructure. However, even
meeting these requirements does not assure success because
a) in practice, the UE often needs to be detected by four
towers, and b) a “cone of silence” effect develops when a
handset or UE is close to a serving cell/tower.

The “cone of silence” effect involves the handset or UE
reducing transmit power when close to a serving cell/tower.
Reducing transmit power creates a hearability problem for
non-serving neighboring towers that degrades the handset’s
detectability by the non-serving neighboring towers. Thus,
there is a need for a solution to all of the above that does not
require precise synchronization of TDOA and that mitigates
the “cone” of silence effect or provides an alternative to it
when it cannot be mitigated. Furthermore, there is a need to
mitigate the multipath impact on the locate accuracy.

FIG. 20 depicts an example of a cell tower 2000 com-
prising three LTE sectors (i.e., Sector One 2010, Sector Two
2020, and Sector Three 2030). As noted above, for a given
LTE band, a typical macro cell MIMO sector employs a pair
of horizontally separated antenna enclosures with each
antenna enclosure housing a set of antenna arrays. For
example, Sector One 2010 employs antenna enclosures 2012
and 2014, Sector Two 2020 employs antenna enclosures
2022 and 2024, and Sector Three 2030 employs antenna
enclosures 2032 and 2034. As such, FIG. 20 depicts six such
antenna array enclosures that are arranged in a typical dual
antenna array enclosure sector configuration.

Each LTE sector has an antenna azimuth (horizontal)
main lobe beam width of about 120 degrees. The elevation
(vertical) main lobe beam width is only about 10-20 degrees.
These beam width configurations may improve antenna
efficiency and reduce interference. To achieve this configu-
ration, each antenna array enclosure (a single enclosure) in
an LTE antenna sector of two antenna array enclosures may
include multiple antenna elements positioned in a vertical
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direction (i.e., a column). For example, a typical LTE
antenna enclosure array may include eight antenna elements
per column.

This configuration of antenna elements would be useful
for AOA determination in the elevation plane if it was
possible to access data (signals) from each element, but
present implementations of LTE antennas such as these may
not pass signals from each element to the receive channel.
As such, the individual signals may be used for AOA
determination in the elevation plane. In other words, each
array enclosure is acting (used) as a standalone antenna with
azimuth (horizontal) main lobe beam width of about 120
degrees and the elevation (vertical) main lobe beam width
about 10-20 degrees. Typically, the MIMO sector antenna
consists of two of the abovementioned antenna array enclo-
sures, each acting as a standalone antenna. If the network
operators controlling the LTE antennas were to pass on
individual signals, then those signals may be used, as further
described below, for AOA determination.

LTE networks employ MIMO technology, which
improves capacity and other aspects of network perfor-
mance, at base stations. Because UEs are primarily distrib-
uted in the relatively narrow (elevation wise) azimuth plane,
each LTE sector antenna includes (horizontally spaced) two
or more of the aforesaid antenna array enclosures, which
may still be used for AOA determination in the azimuth
plane. An embodiment uses (leverages) eNB sector dual
MIMO antennas for each sector. Each LTE antenna sector
has about a 120 degree beam width and the antenna arrays
enclosures (e.g. enclosures 2012 and 2014 of Sector One
2010) in a sector are separated by a distance “d” between the
antenna arrays, where “d” is typically 4 to 6 feet. While
embodiments disclose the use of two antennas in an antenna
sector, any number of antenna arrays greater than or equal to
two may also be used.

The disclosed embodiments improve upon existing
U-TDOA techniques (LTE 3GPP Release 11) for network-
based UE tracking and location. Note this U-TDOA
approach may rely on Uplink Time Difference of Arrival
techniques and on multilateration methods. The U-TDOA
techniques may also employ the SRS (Sounding Reference
Signal) as a ranging signal. The described embodiments also
improve upon the locate accuracy of current single tower/
sector location technologies, without requiring any infra-
structure changes. The current single tower/sector location
technology may employ a location process that utilizes the
RTT ((Round Trip Time), also referred to as Timing
Advance (TADV)), determined by the serving cell, along
with the serving sector beamwidth of the serving cell. See
FIG. 10.

In an embodiment, the SRS symbol is transmitted by a
known UE as a ranging signal, which leverages the existing
infrastructure MIMO sector antenna pair on a macro/cell
tower for the Angle of Arrival (AOA) measurement from the
two MIMO sector antennas. To support MIMO functional-
ity, each sector antenna pair has receive/transmit channels
that are fully carrier frequency/phase and timing coherent,
including the MIMO RF transceiver. An embodiment also
leverages the evolved Node B (eNB) of each sector antenna
pair receive channel that supports MIMO functionality (the
eNB of each sector antenna pair receive/transmit channels
are fully carrier frequency/phase and timing coherent).

The AOA system and process described herein is a unique
adaption to a traditional location approach depicted in FIG.
21. FIG. 21 provides a traditional AOA locate conceptual
illustration of how AOA might be determined if the signal
from each element 2100 in an antenna array was passed to
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the receive channel, where AOA is determined based on the
phase difference (0) of the ranging signal collected by each
antenna element 2100. In FIG. 21, an antenna array with six
antennas is shown. However, the principle may work for any
number greater than or equal to two and test results based on
the present disclosure confirms that two antennas are suffi-
cient.

Angle of Arrival works quite effectively with narrow band
emitters with two or more closely spaced antennas feeding
a pair of time, phase and frequency coherent receiving
systems that compare the phase difference of the signal
collected by each antenna. That phase difference is trans-
lated to an AOA. AOA methods work best on narrow band
signals; in general, they do not function well with instanta-
neously wide-band signals, like the SRS. On the other hand,
Time Difference of Arrival (TDOA) techniques do not
perform well against narrow band signals (and will not work
at all on a single unmodulated carrier), but perform well
against instantaneously wide-band signals.

While MIMO antenna sectors and SRS (for ranging) may
be used for AOA determination as disclosed herein, com-
pared to traditional AOA locate concepts, there are still some
unique issues associated with using the two MIMO sector
antennas and the SRS as a ranging signal. These unique
issues require mitigation, as further described herein, in
order to produce precise AOA measurements.

First, if the SRS symbol signal is used for ranging, there
is an issue because the bandwidth of the SRS symbol signal
may be very wide up to 20 MHz. As noted above with
reference to FIG. 21, traditional AOA techniques would
compare the phase difference of the ranging signal collected
by each antenna array element 2100 and translate those
phase differences into an AOA of the wave. Because the
phase difference is also a function of the ranging signal
frequency, the traditional AOA method works effectively
with narrow bandwidth ranging signals and may not func-
tion well against instantaneously wide band signals, like the
SRS signal.

Second, because of multipath effects, a typical AOA
solution (as described above) will produce multiple Lines of
Bearing (LOB). As a result, the desirable LOB that is
associated with the Direct Line of Site (DLOS) can often not
be determined from among the multiple LOBS.

Third, there is a 2-pi wraparound of the phase difference
at the two antenna arrays for a sector. Traditional AOA
techniques may be based on closely spaced antennas arrays,
as in FIG. 20. Each antenna array is normally required to be
positioned at less than one wavelength of the carrier fre-
quency (optimal spacing is wavelength/2) relative the other
antenna. However, this is not the case for the cell sector
MIMO antenna spacing. For example, the wavelength for
the LTE band 12 uplink, which operates in 700 MHz band,
is 0.422 meters or 16.6 inches, but the MIMO sector
antennas are separated by d, which is typically 4 to 6 feet,
which covers multiple wavelengths. This may result in a 2-pi
wraparound of the phase difference at the two antenna arrays
and may generate AOA ambiguities.

Fourth, AOA ambiguity, due to larger antenna array
separation or reflection, may result from the existence of a
mirror image of the desirable (true) LOB. The antenna
arrays cannot differentiate between the actual angle of wave
incident 6 (See FIG. 21) and its mirror image of —0. Thus,
there will be two LOB(s), one of which is the desirable LOB
on which handset (UE) is located, while the other is the LOB
mirror image, which is not desired.

The AOA system and method described herein utilize the
baseband spectrum of the SRS symbol transmitted by a
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known UE. Once the known phase encoding is removed, the
resulting bursts are multiple orthogonal unmodulated sub-
carriers of the OFDM waveform. At this point, multipath
mitigation (as described in the related applications to the
present invention) may be used to estimate the small linear
phase shift between subcarriers that results from the flight
time difference (TDOA) of the wave to each antenna.

These phase shift determinations (across all of the sub-
carriers) may then be used to determine the unambiguous
AOA LOB. Embodiments of the systems and methods
described herein use all of the information in all of the
subcarriers—which for a 10 MHz bandwidth (48. Resource
Blocks) SRS signal is 288 subcarriers.

The multipath mitigation, which is described in the cross-
referenced applications, may resolve the direct path from
multipath and provide an estimate of flight time difference
for the direct line of sight (DLOS), i.e., the time difference
for the shortest path. This approach may resolve the AOA
ambiguity issues related to the wide bandwidth of the SRS
ranging signal and the SRS ranging signal multipath men-
tioned above. This approach may also address the multiple
LOB issue that is caused by the multipath and may produce
the desirable LOB that is associated with the Direct Line of
Site (DLOS) path.

Multipath mitigation engines/algorithms employ high-
resolution spectrum estimation and statistical algorithms
(analysis), such as Matrix Pencil (MP), MUltiple Slgnal
Characterization (MUSIC) or root-MUSIC, Estimation of
Signal Parameters via Rotational Invariance Techniques
(ESPRIT), Multi-taper Method (MTM), Pisarenko Har-
monic Decomposition (PHD) and Relaxation (RELAX)
algorithms (analysis).

The MTM may use a set of orthogonal tapers to construct
statistically independent estimates of the power spectrum.
An F-Test is then used to compare the expected number of
degrees of freedom in each spectral bin to the estimated
value computed from the individual multi-taper spectra. The
direct path return is expected to have a single line compo-
nent after demodulation while multipath returns contain
additional degrees of freedom due to specular reflections.
Thresholding of the F-Test ratio at a specified confidence
level may be used to identify line components in the
spectrum. The identified line component frequencies may
then be used to compute a non-parametric estimate of the
direct path delay or as an aid in selecting the desired direct
path output frequency from a high resolution spectral esti-
mator.

Multipath mitigation operates on the SRS signal baseband
and not on the carrier frequencies. This allows resolving the
abovementioned 2-pi wraparound of the phase difference
AOA ambiguity because, in the baseband signal spectrum,
the highest frequency is a fraction of the carrier frequency,
for example 10 MHz vs. 700 MHz.

The mitigation of the fourth AOA ambiguity item men-
tioned above (the LOB mirror image) is based on the known
radiation pattern of the serving sector. Because the served
handset (UE) is always within the serving sector radiation
pattern, the desirable LOB can be uniquely identified. This
knowledge of the serving tower’s/sector’s true LOB will
enable determination of one or more additional LOB(s) from
one or more additional non-serving sector(s) of the same
tower and/or one or more non-serving neighboring tower(s)
sector(s). For example, depending on exactly where the UE
is in relation to the main beam lobe center line of the serving
sector, one or more of the additional tower sectors will also
see the UE and be able to generate unique LOB(s). Using
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two or more LOB(s) from different sectors will further
enhance the location accuracy. Most location cases will fall
into this scenario.

Embodiments of the methods and systems being
improved upon herein disclose that for two receivers the
TDOA Line of Bearing (LOB) is a hyperbola, and when
these receivers’ antennas are closely spaced, the LOB is
approaching the AOA LOB, which is a straight line. The
present disclosure starts from the TDOA measurements
between the two or more closely spaced antennas but, unlike
the earlier methods and systems, determines the actual AOA
LOB based on the ranging signal (SRS) signal structure. As
a result, the locate accuracy is greatly improved. Also, the
ranging signal detection (aka “triggering”) process was not
disclosed in the earlier disclosed related methods and sys-
tems.

An example of a process flow for implementing the
present disclosure will now be explained with reference to
FIG. 22. Signals from the sector MIMO antenna pair 2210,
of'one or more towers/sectors are passed to the dual coherent
receive channels 2220. The dual coherent receive channels
2220 generate 1/Q samples, with a number of these samples
being periodically buffered in I/Q sample buffers 2230
through control of the locate processor 2260. As such, the
dual coherent receive channels 2220 and 1/Q sample buffers
buffer or collect 1/Q samples from and around the LTE
sub-frame slots symbol that is assigned to the SRS, for
example in the last symbol of the uplink FDD subframe. The
ranging signal detection processor 2240 receives these buff-
ered 1/Q samples and searches for the SRS to determine the
start of the SRS symbol.

The locate processor 2260 provides SRS parameters to the
ranging signal detection processor 2240, which performs
matched filtering on the buffered I/Q samples from each
receive channel. The output of this matched filter is peak
detected to determine the closest 1/Q sample to the start of
the SRS symbol.

For an SRS bandwidth with 48. Resource Blocks to
produce demodulated SRS resource elements, a 1024 point
FFT is applied. This is an integration process with 30.1 dB
of processing gain. This 30 dB processing gain enables
reliable ranging signal detection down to —10 dB to -12 dB
SNR. In an embodiment, ranging signal detection is reliable
upon exceeding a predetermined threshold, i.e., threshold
SNR that is a calculated value based on the desired detection
performance, for example a threshold of 15 dB. One skilled
in the art will recognize that such ranging or SRS symbol
signal detection by signal detection processor is also known
as “triggering”). Alternatively, this ranging signal detection
is referred to as “link closure.” No reliable AOA observables
can be determined without link closure. The above men-
tioned 30 dB processing gain and matched filtering is not
available for data/voice communications. As a result, a
reliable locate may be achieved even when the signals are
otherwise unfit for data/voice communications (too weak
and/or in too poor of condition).

In an embodiment, if the SRS starting point is the same in
each channel, the first sample estimate of the strongest signal
is used. This will nominally be one from the serving cell
sector antennas, although that is not always the case. For
example, when the UE is located between two sectors’
azimuth directions, either sector could supply the stronger
signal depending on propagation paths. However, the mul-
tipath mitigation processor 2250, further described below,
may detect each of the abovementioned paths and other
paths that might also exist.



US 10,433,111 B2

69

Pointers to the SRS symbol starts are then passed by the
ranging signal detection processor 2240 to the multipath
mitigation processor 2250. The multipath mitigation proces-
sor 2250 utilizes all of the SRS subcarrier data (baseband)
and provides a sub-sample estimation of the DLOS (Direct
Line of Site) flight time to each intra-sector antenna array
2210, from which the multipath mitigation processor 2250
may unambiguous, extremely accurately estimate the TDOA
between the two intra-sector antenna arrays 2210. The
TDOA estimates are sent to the locate processor 2260.

The locate processor 2260 determines a phase difference
of arrival from the TDOA estimates. That phase difference
of arrival coupled with the TDOA estimate, produces an
unambiguous and extremely accurate AOA estimate. The
locate processor 2260 then determines the AOA (i.e., reli-
able AOA observables) to the antenna array sector that is
then used (by the locate processor 2260) to determine the
LOB ofthe UE from that antenna array sector (i.e., the tower
on which the antenna arrays are mounted). Thereafter, the
locate processor 2260 may determine the desirable LOB,
e.g., performing OB ambiguity mitigation, which is used to
determine the location of the UE.

In order to further reduce tracking and locating errors and
to further improve the locate reliability based on weak
signals and signals that are in poor condition, an embodi-
ment may perform one or more noise reduction and/or
post-processing techniques that may include location con-
sistency methods, maximum likelihood estimation (e.g.,
Viterbi Algorithm), and/or minimal variance estimation
(e.g., Kalman Filter). The noise reduction methods may also
include coherent summing, non-coherent summing, matched
filtering and/or temporal diversity.

As was mentioned above, the disclosed systems and
methods utilize all of the SRS subcarrier data (288 subcar-
riers in case of 48 resource blocks). As a result, a reliable
location can be achieved using signals that are unfit for
data/voice communications because they are too weak or are
in too poor of a condition. This, therefore, eliminates the
“cone of silence phenomenon” since the serving cell will
maintain an Es/NO, e.g., SNR, and other signal parameters
sufficient for reliable communications. In addition, in an
embodiment, employing noise reduction methods, such as
coherent summing, non-coherent summing, matched filter-
ing and temporal diversity, may further improve the location
reliability of weak signals and signals that are in poor
condition.

Angular error in the AOA estimation is determined by the
standard deviation in the AOA estimation, which is SNR
(Es/NO) dependent. For a single tower/sector, the error
ellipse has one axis along the range direction (i.e., the UE to
cell tower distance) and the other in the cross range direc-
tion, e.g., perpendicular to the range direction. Based on
tests run using simulated data, the standard deviation of the
AOA estimation error will decrease with better Es/NO. For
example, an Es/NO of -6 dB will correlate with a standard
deviation of 0.375 degrees.

Table 1 below summarizes the simulated results for cross
range AOA estimation angular error standard deviation as a
function of Es/NO. In this table, the Cross Range Multiplier
(i.e., Multiplication Factor) determines the relationship
between range and the cross range error standard deviation.
The cross range standard deviation is determined by

Rxoy
T Cross Range = 5
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where 0is given in Table 1. The simulation results are based
on the matched filter process with 30 dB processing gain
(SRS bandwidth of 48 Resource Blocks).

TABLE 1

Multiplication Factors for Cross Range Error

Cross Range Multiplier
(meters per meters):

Es/NO (dB) o
-9 00870
-6 00670
-3 00440

From Table 1, at 1500 meters range (i.e., the distance from
the UE to the cell tower), the cross range (i.e., perpendicular
to the range at the location of the UE) standard deviation
error is 6.5 meters at Es/NO of -9 dB or 3.3 meters at Es/NO
of -3 dB. Note: These location precision levels were
achieved in the presence of multipath.

As previously noted, embodiments enable the generation
of reliable location determinations even when based on
signals that are otherwise unfit for data/voice communica-
tions (i.e., too weak and/or in too poor condition), such as
when the Es/NO is too low. This capability may increase the
possibility of producing link closures and reliable AOA
observables from two or more towers. In an embodiment,
when AOA observables from multiple towers are available,
it is possible to produce enhanced UE location precision
without using an independent range estimate (e.g., RTT).
This improvement in accuracy is possible, in part, due to
multipath mitigation.

For instance, in one case where UE LOB(s) from two
towers are available, and the Geometric Dilution of Preci-
sion (GDOP) does not exceed two, the combined cross range
error standard deviation for two LOB(s) is:

T Individual Cross Range

V2

T Cross Range Combined =

In another case, where the UE is position is some distance
away from the serving sector beam lobe center line, one or
more other tower sectors are likely to “see” the UE and be
able to generate unique LOB(s) as well. Being able to use
these two or more LOB(s) from different sectors will further
enhance the locate accuracy. It is also likely that most locate
determinations will fall into this latter scenario because,
based on simple probabilities alone, the UE is unlikely to be
on the sector beam lobe center line a majority of the time.

The ability to produce reliable AOA observables from two
or more sectors/towers will also substantially reduce the
cone of silence phenomena. Moreover, since the serving
sector will maintain an Es/NO, e.g., SNR, and other signal
parameters sufficient for reliable communications, this cone
of silence effect will be eliminated when using the serving
sector AOA+RTT (Round Trip Time) locate method.

It should be further noted that current LTE infrastructure
supports azimuth angle AOA estimation, but does not well
lend itself to estimating elevation angle, i.e., a two-dimen-
sional (2D) angle (AOA). At the same time, assuming the
UE is at ground level or its elevation is known, for example
through barometric measurements, knowledge of both the
azimuth and the elevation AOA angles (LOBs) may make it
possible to determine the UE location from a single sector/
tower, without requiring an independent (e.g., RTT) range



US 10,433,111 B2

71

estimate. Future LTE deployments might have sector
antenna array topologies supporting azimuth angle and
elevation angle communication, which will serve to further
enhance current embodiments.

Moreover, in order to achieve a very narrow vertical
radiating pattern, all currently employed sector antenna
arrays enclosure consist of a vertical antenna array, for
example with eight antenna elements. Currently these ver-
tical elements are combined

internally in the sector antenna unit and are not externally
accessible. However, this sector antenna configuration may
change in the future, opening up additional possibilities for
AOA estimation. For example, when it becomes possible to
access signals from both azimuth and elevation antenna
arrays, embodiments of the present AOA estimation process
may be applied to both arrays (or any combination of
antenna elements within the arrays) producing azimuth and
elevation LOB(s) from a single tower and/or multiple tow-
ers.

In an embodiment, systems and methods of the present
disclosure are implemented using existing wireless network
infrastructure components and/or resources, such as base
station (eNB) for receive channels and/or Evolved Serving
Mobile Location Centre (E-SMLC) where the location pro-
cessor 2260 is implemented. In other embodiments, systems
and methods of the present disclosure are implemented
without relying on existing network infrastructure compo-
nents and/or resources. In some embodiments, independent
dedicated components, such as the locate processor server,
may communicate with network infrastructure. Yet another
embodiment combines wireless network infrastructure com-
ponents/resources with independent dedicated components/
resources.

An embodiment utilizes the base station receive channels.
Another embodiment may have independent receive chan-
nels that are sharing sector antenna array receive signals
with the base station receive channels (receivers). These
receive channels may include external timing inputs, such as
GPS, NTP (Network Time Protocol), IEEE 1588 PTP (Pre-
cision Time Protocol), etc.

In yet another embodiment, multiple receive channels
may be integrated into a cluster, with receive channels
connected to independent (from the network infrastructure)
antenna arrays. The antenna arrays and receive channels
may be configured as multiple antenna arrays and receiver
(receive channel) clusters. Within each cluster, receivers are
frequency/timing/phase coherent. However, synchronization
requirements between each array receiver cluster may not
entail coherency.

In such embodiments, one or more clusters may be
grouped, forming a group unit. Multiple group units may be
deployed. Group units may be synchronized, but synchro-
nization requirements are relaxed and coherency is not
required. Multiple group unit synchronization may be
accomplished via external timing inputs, such as GPS, NTP
(Network Time Protocol), IEEE 1588 PTP (Precision Time
Protocol), etc. Processing software may be implemented in
the network infrastructure or an independent server that
communicates with the network infrastructure. Also, each
group unit may include additional computational resources
to accommodate some of the process software, e.g., the UE
location determination processing will be distributed
between the multiple group units and the independent server
or the network infrastructure.

An example of a group unit 2300 is illustrated in FIG. 23.
In this embodiment, the group unit 2300 is contained within
a 4Ux19" enclosure 2310. In the example depicted by FIG.
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23, group unit 2300 includes two coherent receivers cards
2320, an I/Q sample buffer card 2330, a synchronization
module card 2340, an additional computational resource
card 2350, a power supply 2360, and a plurality of external
timing inputs 2370.

An example of a process flow implemented by a group
unit when operational (e.g., group unit 2300 of FIG. 23) is
described below with respect to FIG. 24. Signals from a
plurality of antenna arrays 2410 are passed to coherent
receiver clusters 2420. The coherent receiver clusters 2420
generate 1/QQ samples. Synchronization module 2440 con-
trols a number of these 1/Q samples, which are periodically
buffered in 1/Q sample buffers 2430. The ranging signal
detection processor 2460 searches for the SRS and deter-
mines the start of the SRS symbol. The independent locate
processor server 2480 provides SRS parameters through the
additional computational resource 2450 to the ranging signal
detection processor 2460, which then performs matched
filtering of the I/Q samples from each receive channel. The
output of this matched filter is peak detected to determine the
closest I/Q sample to the start of the SRS symbol.

The 1/Q sample buffer(s) is shared by the ranging signal
detection processor 2460 and multipath mitigation processor
2470. The ranging signal detection processor 2460 searches
the 1/Q sample buffer(s) for the SRS symbols starts and then
provides the symbols starts buffer(s) locations (addresses) to
the multipath mitigation processor 2470 (described in the
cross-referenced applications). The multipath mitigation
processor 2470 utilizes the SRS subcarrier data (baseband)
to provide sub-sample estimation of the DLOS (Direct Line
of Site) flight time from the UE to each antenna in the
antenna array 2410. In an embodiment, the multipath miti-
gation processor 2470 utilizes all of the SRS subcarrier data
(baseband) to provide sub-sample estimation of the DLOS
flight time. Based on these DLOS flight time estimates the
multipath mitigation processor 2470 or the additional com-
putational resource 2450 determines unambiguous TDOA
estimates between the antenna arrays 2410.

As part of this process, a number of determinations may
be performed by the locate processor 2480 or the additional
computational resource 2450, or distributed between these
entities/elements. These determinations include: (i) deter-
mining phase difference of arrival from the TDOA esti-
mates; (i) determining the AOA observables for the antenna
arrays 2410; (iii) determining the LOB of the UE from the
antenna arrays 2410 using information from the determined
AOA observables; and (iv) determining the desirable LOB,
for example, by removing the LOB ambiguities. These
determinations are based on the TDOA estimates developed
by either the multipath mitigation processor 2470 or addi-
tional computational resource 2450, or a combination
thereof.

The results of these calculations may be gathered by the
locate processor 2480. Alternatively, the ranging signal
detection processor 2460 and the multipath mitigation pro-
cessor 2470 functionality can be implemented in the addi-
tional computational resource 2450.

In order to reduce any remaining tracking and locating
error and to further improve the locate reliability of weak
signals and signals that are in poor condition, an embodi-
ment may perform one or more noise reduction and/or
post-processing techniques that include location consistency
method, maximum likelihood estimation (e.g., Viterbi Algo-
rithm), and/or minimal variance estimation (e.g., Kalman
Filter). Noise reduction methods may include coherent sum-
ming, non-coherent summing, matched filtering and/or tem-
poral diversity.
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An example of a process flow implemented by synchro-
nization module 2440 may provide frequency/time/phase
coherent clocks and other timing signals to coherent receiver
clusters 2420 and a controller associated with the I/Q sample
buffer 2430. The synchronization module 2440 may also
synchronize the clocks and other synchronization signals
with one or more external signals input from the external
time synchronization 2490, such as GPS/GNSS synchroni-
zation or Ethernet synchronization. The synchronization
module 2440 may also communicate with additional com-
putational resource 2450 and the locate process server 2480.

In an embodiment, 1/Q samples collected (buffered) in 1/Q
sample buffers 2430 from each receiver cluster 2420 may be
time aligned. As illustrated in FIG. 25, this function may be
carried out by a controller 2535 that is part of the I/Q sample
buffers 2430. The /Q sample buffer controller 2535 allo-
cates to and stores a number of samples from each receiver
2525 of the coherent receiver clusters 2420 in each buffer in
the I/Q sample buffers 2430. The synchronization module
2440, through I & Q sample command/control signals and
data 2543, may control the number of I/Q samples to be
collected (stored). The synchronization module 2440 may
also, through clocks and other timing signals 2545, provide
a signal enabling (triggering) the 1/Q sample collection
process. This process may stop automatically when the
specified number of 1/Q samples have been transferred.

A number of buffer alignment methods/techniques may be
used, ranging from a simple timestamp at the beginning of
each buffer to inserting a marker sequence into I[/Q samples
stream. These techniques may be used for I/Q sample
alignment in real-time or offline (at a later time). While
embodiments currently employ a marker sequence mecha-
nism for alignment, various modifications, adaptations, and
alternative embodiments thereof may also be made. For
example, the process of alignment may be carried out by the
1/Q sample buffer controller 2535, the ranging signal detec-
tion processor 2460 and/or the additional computational
resource 2450, or some combination thereof.

For example, the ranging signal detection processor 2460
may search for the SRS and determine the start of the SRS
symbol. The search process may be further accelerated if the
position of SRS signals in the buffered frames can be
estimated prior to search. Hence, in an embodiment, one or
more of the coherent receiver clusters 2420 are switched,
under synchronization module 2440 command, from uplink
mode to downlink mode. Thereafter, under synchronization
module 2440 command, a number of I/Q samples from each
receiver 2525 may be stored in the individual buffers in I/Q
sample buffers 2430, where the I/Q sample buffer controller
2535, in addition to storing 1/Q samples in the individual
buffers, may provide a time stamp at the beginning of each
buffer. The ranging signal detection processor 2460, and/or
another element in the group unit, may determine downlink
frame start time in each individual buffer and subsequently
estimate each serving cell frame start time relative to the
timestamp.

This location downlink frame start time information will
then be forwarded to the synchronization module 2440. The
synchronization module 2440 may have a timer/counter
synchronized with the timer/counter of I/Q sample buffer
controller 2535. Based on the time stamps and the locate
downlink frame start times the synchronization module 2440
may be able to predict the upcoming downlink frame/
subframe times for one or more serving cells.

Alternatively, the Synchronization module 2440 may trig-
ger the I/Q sample collection process. The trigger may then
be time stamped, buffer alignment may be requested, and
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each serving cell frame start time may be estimated relative
to the start of the buffer (trigger). The synchronization
module 2440 may then determine downlink frames start
times in each individual buffer and subsequently estimate
each serving cell frame/subframe start time relatively to the
timestamp. Note: It might not be necessary to timestamp
and/or mark each buffer separately in a cluster because in a
cluster all receivers are coherent.

The uplink frame/subframe start times are correlated with
the downlink frame/subframe start times via the timing
advance, which is known to the eNB for each UE a negative
offset, at the UE, between the start of a received downlink
subframe and a transmitted uplink subframe. Since the SRS
position in uplink frames/subframes is fixed and known a
priori, the synchronization module 2440 may be able to
estimate the upcoming SRS signal times and this informa-
tion will be used by the ranging signal detection processor
2460. Also, eNB(s) will provide the SRS parameters per UE,
SFN (System Frame Number) and Time Advanced informa-
tion or RTT (Round Trip Time) for each served UE to the
locate processor server 2480, which will pass it to the
synchronization module 2440 and other entities in the group
unit.

Alternatively, the SFN information may be derived by the
synchronization module 2440 and/or other entities in the
group unit. It is also possible to determine the SRS and
downlink frame relationship from finding one or more SRS
and using the SRS parameters. During locate operations the
actual SRS position may be compared to the estimated
position/window by the synchronization module 2440 and/
or other entities in the group unit, and will be fed back to the
synchronization module 2440 to adjust the SRS position
estimate.

After estimating the uplink SRS timing, the synchroniza-
tion module 2440 may command the coherent receiver
clusters 2420 to switch back to the uplink mode. Following
this command, the locate processor server 2480 may com-
mence/restart. The abovementioned SRS signal position
estimation process may be restarted upon command from the
locate processor server 2480 or the additional computational
resource 2450.

As discussed above, the standardized TDOA that has been
contemplated in network based location standards has draw-
backs that include UE hearability/detectability issues and
tight network synchronization (below 20 ns) requirements
for accuracy. However, in cases where these issues may be
mitigated, joint TDOA and AOA tracking location can be
performed. The multipath mitigation engine 2470 may pro-
duce accurate TDOA estimates for multiple towers (serving
and neighboring towers) and the locate processor server
2480 functionality may be also extended to support joint
AOA and TDOA or singular TDOA location and tracking.

One such example is the abovementioned embodiment
that integrates multiple receiver channels in a cluster. In that
embodiment, it is possible to mitigate the standardized
TDOA drawbacks because of the inherent synchronization
capabilities within clusters and between clusters, as well as
ability to add more clusters, i.e., antenna arrays, to mitigate
the hearability/detectability and cone of silence issues.

As one or more of the abovementioned embodiments use
SRS as a ranging signal, these embodiments may work (and
can be implemented) on all handsets and UE phones since
the SRS transmission is part of the wireless network control
plane and is controlled by the network infrastructure and not
the handset/UE.

In a similar fashion, the processes described herein can be
directly applied to the Demodulation Reference Signals
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(DMRS), i.e., used as a ranging signal. DMRS is used for
channel estimation and for coherent demodulation. Like the
SRS, the DMRS is part of the uplink transmission from the
UE/handset. The DMRS signal structure is identical to the
SRS and the same processes described herein will work
using the DMRS without the need for network infrastructure
or changes to the devices described above. DMRS is trans-
mitted by all handsets/UEs phones since the DMRS trans-
mission is part of the uplink transmission and is also
transmitted when the UE is in idle mode.

Yet, there are differences between using SRS or DMRS
signals. The SRS can be configured to span across a large
number of resource blocks, i.e., a wide bandwidth signal, for
example, 10 MHz; the standard deviation of AOA error will
decrease with a larger bandwidth. In contrast, DMRS is
typically narrow band, resulting in a lower accuracy. Also,
DMRS does not have the bandwidth dependent processing
gain of SRS—producing fewer reliable AOA observables
from neighboring non-serving towers. Thus, when SRS is
used as the ranging signal, it is possible to achieve location
accuracy between 3 to 5 meters at 1500 meters range from
the tower. With DMRS, the location accuracy degrades to 20
to 40 meters at the same distance from the tower.

However, unlike SRS, DMRS does not consume any
network bandwidth; it is always included in the uplink
transmission and is also transmitted when the UE is in idle
mode. It is not optional like SRS, e.g., does not have to be
enabled/configured/reconfigured for location. Also, DMRS
is used for channel estimation and for coherent demodula-
tion. Furthermore, if DMRS is bad or, for some reason, is not
decoded properly by the base station, the uplink transmis-
sion will be not decoded.

In the single tower/sector serving sector AOA+RTT
(Round Trip Time) locate method described in one of the
cross-reference applications, the UE locate cross range error
is determined by the serving sector radiation pattern (typi-
cally 120 degree), e.g., the AOA angular error is equal to 120
degrees, which results in over 3000 meters cross range error
at 1500 meter UE to cell tower distance. Embodiments based
on the present disclosure dramatically reduces this single
tower/sector AOA angular error down to a fraction of degree
(see Table 1), resulting in a few meters of cross range error
versus 3000 meters (at 1500 meters range), and without the
need for infrastructure changes.

The UE to cell tower distance is derived from the RTT
measurements, which have +/-10 meters resolution, but the
RTT measurements are impacted by multipath. This impact
can be mitigated by using the multipath mitigation engine
described in the cross-reference applications.

It should also be appreciated that various modifications,
adaptations, and alternative embodiments may be made
within the scope and spirit of the present disclosure. For
example, in another embodiment one or more super-resolu-
tion (sub-space) algorithms (methods) and/or one or more
Multitaper Methods may be employed by the multi-path
mitigation processor, for reliable and accurate separation of
DLOS (Direct Line of Site) path (time-of-flight) from other
reflected (multipath) signals paths. In addition to SRS and
DMRS, other wireless network radio signals may be used as
a ranging signal for location determination, such as random
access preamble signal(s).

Having thus described the different embodiments of a
system and methods, it should be apparent to those skilled
in the art that certain advantages of the described method
and apparatus have been achieved. In particular, it should be
appreciated by those skilled in the art that a system for
tracking and locating objects can be assembled using FGPA
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or ASIC and standard signal processing software/hardware
combination at a very small incremental cost. Such a system
is useful in a variety of applications, e.g. locating people in
indoor or in outdoor environments, harsh and hostile envi-
ronments etc.

What is claimed:

1. A method for determining a position of a user equip-
ment (UE) in communication with a wireless system, the
method comprising:

buffering a plurality of in-phase and quadrature (I/Q)

samples generated from signals provided by receive
channels associated with a plurality of antennas in at
least one antenna enclosure, wherein each antenna
among the plurality of antennas is displaced in one or
more of a vertical direction and a horizontal direction
with respect to other antennas among the plurality of
antennas;

identifying the signals from each receive channel among

the receive channels as previously known signals based
on the buffered 1/Q samples;
based on the previously known signals from each receive
channel, determining an angle of arrival between a
baseline of the plurality of antennas and incident
energy from the UE to the plurality of antennas; and

utilizing the angle of arrival to calculate the position of the
UE.

2. The method of claim 1, wherein the antenna enclosure
is an antenna array.

3. The method of claim 2, wherein antenna elements of
the antenna enclosure are located in a single antenna enclo-
sure of a sector.

4. The method of claim 2, wherein antenna elements of
the antenna enclosure are located in different antenna enclo-
sures of a sector.

5. The method of claim 1, wherein the wireless system is
one of a bluetooth network, a WiFi network, and a mobile
device network.

6. The method of claim 1, wherein the plurality of
antennas are antenna elements, and wherein determining the
angle of arrival includes determining a sub-sample estima-
tion of a direct line of sight (DLOS) flight time or a direct
path flight time from the UE and each antenna element
among the antenna elements.

7. The method of claim 1, wherein determining the angle
of arrival includes determining a sub-sample estimation of a
direct line of sight (DLOS) flight time or a direct path flight
time from the UE to each antenna among the plurality of
antennas.

8. The method of claim 7, wherein a super-resolution
(sub-space) algorithm is utilized to separate a DLOS path or
a direct path between the UE and each antenna and any
reflected signal paths.

9. The method of claim 7, wherein the plurality of
antennas are antenna elements, and wherein a super-resolu-
tion (sub-space) algorithm is utilized to separate a DLOS
path or a direct path between the UE and each antenna
element among the antenna elements and any reflected
signal paths.

10. The method of claim 1, wherein the previously known
signals include a sounding reference signal (SRS) or a
demodulation reference signal (DMRS).

11. The method of claim 1, wherein a first distance
between two antennas among the plurality of antennas is
small relative to a second distance to the UE from the
plurality antennas.

12. The method of claim 11, wherein the second distance
is determined from at least one round trip time measurement.
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13. The method of claim 1, wherein digital representa-
tions of the signals in frequency domain are in a form of
resource elements and the identification of the previously
known signals within the signals from each receive channel
among the receive channels is based on the resource ele-
ments.
14. The method of claim 1, wherein the buffered 1/Q
samples are digital representations of the signals in time
domain.
15. A method for determining a position of a user equip-
ment (UE) in communication with a wireless system, the
method comprising:
buffering a plurality of in-phase and quadrature (I/Q)
samples generated from signals provided by receive
channels associated with a plurality of antennas,
wherein at least one antenna among the plurality of
antennas is displaced in a vertical direction with respect
to another antenna among the plurality of antennas;

identifying the signals from each receive channel among
the receive channels as previously known based on the
buffered 1I/Q samples;

based on the previously known signals from each receive

channel, determining a horizontal angle of arrival
between a baseline of the plurality of antennas and
incident energy from the UE to the plurality of antennas
and a vertical angle of arrival between the baseline of
the plurality of antennas and incident energy from the
UE to the plurality of antennas; and

utilizing the horizontal angle of arrival and the vertical

angle of arrival to calculate the position of the UE.

16. The method of claim 15, wherein the plurality of
antennas are within an antenna array.

17. The method of claim 16, wherein the plurality of
antennas are antenna elements located in a single antenna
enclosure of a cell sector or different antenna enclosures of
a cell sector.

18. The method of claim 15, wherein the wireless system
is one of a bluetooth network, a WiFi network and a mobile
device network.

19. The method of claim 15, wherein the plurality of
antennas are antenna elements, and wherein determining the
horizontal angle of arrival or the vertical angle of arrival
includes determining a sub-sample estimation of a direct line
of sight (DLOS) flight time from the UE and each antenna
element among antenna elements.

20. The method of claim 15, wherein determining either
the horizontal angle of arrival or the vertical angle of arrival,
or both the horizontal angle of arrival and the vertical angle
of arrival includes determining a sub-sample estimation of a
direct line of sight (DLOS) flight time or a direct path flight
time from the UE to each antenna among the plurality of
antennas.

21. The method of claim 20, wherein a super-resolution
(sub-space) algorithm is utilized to separate a DLOS path or
a direct path between the UE and each antenna and any
reflected signal paths.

22. The method of claim 20, wherein the plurality of
antennas are antenna elements, and wherein a super-resolu-
tion (sub-space) algorithm is utilized to separate a DLOS
path or a direct path between the UE and each antenna
element among the antenna elements and any reflected
signal paths.

23. The method of claim 15, wherein the previously
known signals include a sounding reference signal (SRS) or
a demodulation reference signal (DMRS).

10

20

35

40

45

78

24. The method of claim 15, wherein a first distance
between two antennas among the plurality of antennas is
small relative to a second distance to the UE from the
plurality antennas.
25. The method of claim 24, wherein the second distance
is determined from at least one round trip time measurement.
26. The method of claim 15, wherein digital representa-
tions of the signals in frequency domain are in a form of
resource elements and the identification of the previously
known signals within the signals from each receive channel
among the receive channels is based on the resource ele-
ments.
27. The method of claim 15, wherein the buffered 1/Q
samples are digital representations of the signals in time
domain.
28. A method for determining a position of a user equip-
ment (UE) in communication with a wireless system, the
method comprising, at a plurality of antennas:
buffering a plurality of in-phase and quadrature (I/Q)
samples generated from signals provided by receive
channels associated with the plurality of antennas,
wherein at least one antenna among the plurality of
antennas is displaced in one or more of a vertical
direction and a horizontal direction with respect to at
least one other antenna among the plurality of antennas;

producing first time stamps for each buffered I/Q sample
among the plurality of buffered I/Q samples during a
time interval,

producing a second time stamp corresponding to an

identification of the user equipment during the time
interval; and

sending the plurality of buffered I/Q samples, the first

time stamps and the second time stamp to a locate
server physically remote from the plurality of antennas
for determination of the position of the UE.

29. The method of claim 28, wherein digital representa-
tions of the signals in frequency domain are in a form of
resource elements and the identification of the previously
known signals within the signals from the receive channels
is based on the resource elements.

30. The method of claim 28, further comprising, at the
locate server:

receiving the plurality of buffered I/Q samples, first time

stamps and second time stamp;

identifying the signals from the receive channels as pre-

viously known signals based on the plurality of buff-
ered 1/Q samples and the first time stamps;

based on the previously known signals from the receive

channels determining one or more of a horizontal angle
of arrival and a vertical angle of arrival between a
baseline of at least some of the plurality of antennas and
incident energy from the UE to the at least some of the
plurality of antennas; and

based on the second time stamp, utilizing one or more of

the horizontal angle of arrival and the vertical angle of
arrival to calculate the position of the UE.

31. The method of claim 28, wherein the locate server is
performing ranging calculations of the UE and determining
the position of the UE based on the ranging.

32. The method of claim 28, wherein sending further
includes sending a sound reference signal samples in time
domain to the locate server.

33. The method of claim 32, wherein sending further
includes sending resource elements to the locate server.

34. The method of claim 28, wherein sending further
includes sending DMRS signal 1/Q time samples to the
locate server.
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35. The method of claim 28, wherein sending further
includes sending DMRS resource elements to the locate
server.

36. The method of claim 28, wherein sending further
includes sending a list of served user equipment identifica-
tions to the locate server.

37. The method of claim 36, wherein sending further
includes sending a sound reference signal schedule per
served user equipment identification.

38. The method of claim 37, wherein the sound reference
schedule includes configuration information.

39. The method of claim 28, wherein the plurality of
antennas are part of one of a network signal acquisition unit,
a distributed antenna system, a macro cell, a mini cell, a
femto cell, a pico cell, and a small cell.

40. The method of claim 28, wherein the wireless system
is based on a long-term evolution (LTE) standard.

41. The method of claim 28, wherein the buffered 1/Q
samples are digital representations of the signals in time
domain.
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