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SYSTEM AND METHOD FOR CLOCK
SYNCHRONIZATION IN A WIRELESS
BACKHAUL NETWORK USING IEEE 1588
PRECISION TIME PROTOCOL

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority from U.S. Provi-
sional patent application No. 62/055,045, filed Sep. 25, 2014,
entitled “System and Method for Clock Synchronization in
Wireless Backhaul Networks Based on IEEE 1588 Stan-
dard”, which is incorporated herein by reference in its
entirety.

TECHNICAL FIELD

[0002] The present invention relates generally to telecom-
munications service network technology, and more particu-
larly to a system and method for clock synchronization in
wireless backhaul networks using IEEE 1588 Precision Time
Protocol.

BACKGROUND

[0003] Wireless backhaul networks are deployed to carry
the traffic between a wireless access network and the core
network. For example, a wireless backhaul network may
comprise a plurality of hubs, each connected to the wired core
network, via Ethernet. Each hub serves multiple remote back-
haul modules (RBM), in a point-to-multipoint or point-to-
point configuration, using a wireless channel. Each RBM is
deployed close to an access network base station, such as a
small cell base station, and connected to the base station via a
cable. The hubs are deployed at the locations where wired,
high capacity, access to the core network is available, e.g. at a
fiber point-of-presence.

[0004] Inthistype of wireless backhaul network, time divi-

sion duplexing (TDD) is used to separate the traffic transmit-

ted from a hub to an RBM (downlink) and the traffic trans-
mitted from an RBM to a hub (uplink). Thus, in multi-hub
deployments, the hubs are required to be synchronized in time

for efficient network operations. Thus each hub comprises a

clock, and a method is required for synchronizing clocks of

each hub.

[0005] The IEEE 1588 Precision Time Protocol (PTP) is a

timing protocol used to synchronize distributed clocks

throughout a network. For background information on IEEE

1588, and known methods for clock synchronization using

PTP, reference is made to the following documents:

[0006] (1) “1588-2008—IEEE Standard for a Precision
Clock Synchronization Protocol for Networked Measure-
ment and Control Systems,” Internet: http://standards.ieee.
org/findstds/standard/1588-2008.html, (Aug. 27, 2014);

[0007] (2)S.B. Moon, P. Skelly, and D. Towsley, “Estima-
tion and removal of clock skew from network delay mea-
surements”, in Proc. Eighteenth Annual Joint Conference
of the IEEE Computer and Communications Societies (IN-
FOCOM °99), 21-25 Mar. 1999, which discloses methods
comprising linear programming for clock synchronization;

[0008] (3) C.lantosca, C. Heitz, and H. Weibel, “Synchro-
nizing IEEE 1588 clocks under the presence of significant
stochastic network delays,” in Proc. 2005 Conference on
IEEE 1588, C H Winterthur, October 2005, which dis-
closes methods comprising linear regression for clock syn-
chronization;
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[0009] (4) Recommendation ITU-T G.8260 (2012), Defi-
nitions and terminology for synchronization in packet net-
works (https://www.itw.int/rec/T-REC-G.8260/en);

[0010] (5) Application note: “Testing IEEE 1588v2 slave
clocks CX5003” by Calnex Solution Ltd. (http://www.
calnexsol.com/downloads/application-notes-and-white-
papers.html);

[0011] (6) M. Anyaegbu, C. Wang, and W. Berrie, “Dealing
with Packet Delay Variation in IEEE 1588 Synchronization
Using a Sample-Mode Filter,” IEEE Intelligent Transpor-
tation Systems Magazine, vol. 5, no. 4, pp. 20-27, 2013.

[0012] The IEEE 1588 standard provides for a hierarchical

master-slave architecture for synchronization of distributed

network clocks, in which a high-precision clock exchanges
timing information with a clock of each node in the network.

The high-precision clock is referred to as the master clock,

while the clock of each node is referred to as a slave clock.

Based on the timing information exchanged between the mas-

ter clock and each slave clock, each slave clock is adjusted in

an effort to achieve synchronization with the master clock.

[0013] Timing information between the master and slave

clocks is exchanged through the following two main types of
message exchange, as illustrated schematically in FIG. 3:
[0014] SYNC messages in the forward link (master-to-
slave): The master clock periodically time-stamps pack-
ets and sends them to the slave clock, i.e., each transmit-
ted packet i is time-stamped with t,2. Upon the
reception of packet i, the slave clock time-stamps the
received packet with t,; and

[0015] DELAY_REQ messages in the reverse link
(slave-to-master): The slave clock periodically time-
stamps packets and sends them to the master clock, i.e.,
each transmitted packet i is time-stamped with t,.
Upon the reception of packet i, the master clock time-
stamps the received packet with t,” and sends back t,
to the slave clock.

[0016] Ideally, if both clocks are perfectly synchronized in

frequency and phase, and if there is no queuing delay, then
[0017] i.t,—t, P=tmpd,

[0018] ii. t,"—t,=tmpd,

where tmpd is the mean propagation delay, assuming sym-

metry in the forward and reverse links.

[0019] However, due to frequency and phase offsets

between the master and slave clocks, as well as queuing delay

and time-stamping jitter, we have (lantosca et al., ref. (3):

0-1, O=tmpd+at, P+0+ QO+ D,

4, 0-130=tmpd-at,P- 0+ QO+ P,

where

[0020] o isthe frequency drift between the master clock
and slave clock,

[0021] O is the actual phase offset between the master
clock and slave clock,

[0022] Q.9, Q.? are the non-negative random queuing
delay with unknown probability distribution, in the for-
ward and reverse direction, respectively,

[0023] 1.9, 1.® are the random jitter modelled as Gaus-
sian random variable with zero mean and known stan-
dard deviation, in the forward and reverse direction,
respectively.

[0024] Thus, the objective of clock synchronization is to
continuously adjust the frequency of the slave clock so that
the frequency drift between the master and slave clock is
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approximately zero, i.e. a=~0, and the actual phase offset
between the master and slave clock is approximately zero, i.e.
0=0.

[0025] An object of the present invention is to provide an
improved or alternative method and system for network-wide
clock synchronization in communications networks, and
more particularly a method and system for clock synchroni-
zation in wireless backhaul networks comprising fixed or
stationary nodes, including small cell non-line-of-sight

(NLOS) backhaul networks.
SUMMARY OF INVENTION
[0026] Aspects of the present invention provide a system

and method for clock synchronization in communications
networks, including wireless backhaul networks, using IEEE
1588 PTP.

[0027] Thus, one aspect of the present invention provides a
method for clock synchronization in a fixed wireless back-
haul network using IEEE1588 Precision Time Protocol
(PTP), the wireless backhaul network comprising a plurality
of fixed nodes, each node comprising a hub or a Remote
Backhaul Module (RBM), wherein each hub serves one or
more Remote Backhaul Modules (RBMs), and wherein each
hub comprises a slave clock, and each slave clock communi-
cates with a master clock through a forward link (master-to-
slave) and a reverse link (slave-to-master), the method com-
prising, for each slave clock, the steps of:

[0028] for a frame rate of F, and a time window size W,
during each time window W, obtaining a plurality of time-
stamps, comprisingt, andt,, forthe forward link and t; and t,,
for the reverse link, and storing said plurality of time stamps;
[0029] determining from said stored time stamps, for said
time window W, an estimated frequency drift & and estimated
offset B for each of the forward and reverse links;

[0030] determining an estimation error Ac of the estimated
drift frequency drift & and an estimation error Af of the
estimated offset B for each of the forward and reverse links;

[0031] determining which of the forward and reverse links
is a least congested link; and

[0032] ifthe estimation errors A¢ and AB of the least con-
gested link are less than or equal to a predefined maximum
estimation error, adjusting the slave clock based on said esti-
mated frequency drift & and estimated offset  of the least
congested link;

[0033] otherwise, changing the window size and repeating
the preceding steps until the estimation errors Ac and Af of
the least congested link are less than or equal to a predefined
maximum estimation error, or, declaring loss of synchroniza-
tion.

[0034] If the estimation error errors At and AB of'the least
congested link are greater than the maximum estimation
error, the method may comprise incrementally increasing the
time window size by a factor ¢, where c is greater than one,
and repeating said steps until the estimation errors A and A
of the least congested link are less than or equal to the pre-
defined maximum estimation error.

[0035] If the estimation error errors At and AB of'the least
congested link are less than or equal to the maximum estima-
tion error, the method may comprise successively decreasing
the time window size by an amount AW and repeating the
preceding steps to find a minimum window size that provides
estimation errors A and Af of the least congested link that
are less than or equal to the predefined maximum estimation
error.
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[0036] The least congested link of the forward and reverse
links may be determined as the link that results in the least
estimation error.

[0037] The method may further comprise, for each of the
forward and reverse links, applying packet delay filtering to
identify a plurality of lucky packets in said time window W,
and applying linear regression on the plurality of lucky pack-
ets to obtain the estimated frequency drift o and estimated
offset .

[0038] In an embodiment, determining estimated fre-
quency drift frequency drift o and estimated offset f§ for the
forward and reverse links comprises:

[0039] for the forward link, determining intermediate drifts
and offset values a, p, by solving the following optimization:

ﬁZPm A e - (1))—,B|

subject to

B =ad? - BViell, ... WF}

[0040] performing packetdelay filtering (PDV) comprising
applying packet filtering using the said intermediate values o,
P, to identify lucky packets that satisfy the following condi-
tion:

LP:{i.'lz(i)—ll(i)S&(ll(i)—ll(1))+B+6GJ}

n, =ILPI, number of lucky packets

[0041] applying linear regression on the lucky packets to
find the said estimated frequency drift frequency drift o and
estimated offset f3;

[0042] and correspondingly, for the reverse link, determin-
ing intermediate drifts and offset values a., 3, by replacing t,
with t, and t,—t;, with t,~t,) in the above optimization; and
[0043] defining the offset in forward link as O=f-tmpd and
in the reverse link as O=—(B-tmpd).

[0044] The method may further comprise performing jitter
filtering using linear regression comprising:

[0045] for the forward link,
[0046] letx,y, be two n, »x1 vectors, given by
x={2, D1, D:ieLP}, y={t,"0-1,:ieLP}
[0047] and the estimated frequency drift and offset are
given by
_ x=®G-»
= ———
@-DTx-%)
B=y-ax
[0048] and, correspondingly, for the reverse link, replacing

t, with t, and t,-t, with t,~t; in the above equations.
[0049] For a given Confidence level, CL %, the method
may comprise estlmatlng the estimation errors on & and [3
denoted by Ad and AB respectively, such that ce[a- Aa,
a+Aa] and Be[f-AB, B+AR):
[0050] lett, -2 ,* denote the (1-(1-CL/100)/2) quantile
of student t , distribution (Student’s t-distribution
with n, -2 degrees of freedom);
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np —

xTx
56 =S\ gy

[0051]

AG=S b, "

\/ ;z(y —(ax+ B) (v (ax+ B)
let Sy = ’

x-nTx-x

then, the estimation errors are given by

AB=Sgt,

[0052]
used

k
P2

For CL=99%, the following approximation may be

Loy p2=2.578+26660e > 0263mLP

[0053] Inanembodiment, determining the least congestion
link of the forward and reverse links comprises selecting the
link that results in the largest number of lucky packets.
[0054] The method may further comprise:

[0055] determining the maximum tolerable synchroniza-
tion error, MaxSynchError, between the master clock and
slave clock;

determining a target confidence level for synchronization;
and

declaring loss of synchronization if

|B-tmpd|+AG=MaxSynchError

where tmpd is the mean propagation delay.

[0056] The method may further comprise:

determining a target confidence level for synchronization,
MaxSynchError; and computing a maximum holdover time
as:

|MaxSynchError - (,B - rmpd)| +AB
min(|& + Ad, |& — Ad])

Maximum hold over time = ma

where f is the estimated offset, A is the estimation error on
B, .is the estimated drift, Ac is the estimation error on &, and
tmpd is the mean propagation delay.

[0057] Another aspect of the invention provides a system
for clock synchronization using IEEE1588 precision time
protocol (PTP) in a fixed wireless backhaul network compris-
ing a plurality of nodes, said nodes comprising hubs and
Remote Backhaul Modules (RBMs), wherein each hub serves
one or more Remote Backhaul Modules (RBMs), each hub
comprising a slave clock, and wherein each slave clock com-
municates with a master clock through a forward link (mas-
ter-to-slave) and a reverse link (slave-to-master), and proces-
sor means comprising at least one processor and a computer
readable storage medium, storing programming instructions
for execution by said at least one processor, for implementing
the claimed method.

[0058] Inone embodiment, the system comprises a second
order control loop, e.g. the processing unit comprises a pro-
portional integral (PI) controller.

[0059] Yet another aspect of the invention provides a com-
puter readable storage medium in a fixed wireless backhaul
network comprising a plurality of nodes, said nodes compris-
ing hubs and Remote Backhaul Modules (RBMs), wherein
each hub serves one or more Remote Backhaul Modules
(RBMs), each hub comprising a slave clock, and wherein
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each slave clock communicates with a master clock through a
forward link (master-to-slave) and a reverse link (slave-to-
master), the computer readable storage medium storing pro-
gramming instructions for execution by said at least one
processor, for implementing the claimed method.

[0060] Thus, the present invention provides a method, sys-
tem and software for clock synchronization using IEEE1588
PTP in wireless backhaul networks.

[0061] The foregoing, and other objects, features, aspects
and advantages of the present invention will become more
apparent from the following detailed description, taken in
conjunction with the accompanying drawings of preferred
embodiments of the invention, which description is by way of
example only.

BRIEF DESCRIPTION OF DRAWINGS

[0062] FIG. 1 shows a schematic diagram of a wireless
backhaul network, comprising a plurality of Hubs, each Hub
serving a plurality of Remote Backhaul Modules (RBMs), for
implementing a method for clock synchronization using
IEEE 1588 PTP according to an embodiment of the present
invention;

[0063] FIG. 2 shows a schematic diagram of part of the
wireless backhaul network of FIG. 1, comprising one cluster
of four RBMs served by a Hub module, each RBM being
connected to an access module of an access network, and
wherein the Hub has a connection to a centralized control
server;

[0064] FIG. 3 shows a schematic diagram illustrating mes-
saging according to IEEE 1588 PTP;

[0065] FIG. 4A shows a plot of t,—t, (us) vs. time (s) for a
plurality of frames, before synchronization, and FIG. 4B
shows a plot of t,—t; (us) vs. time (s) for a plurality of frames,
after synchronization;

[0066] FIG. 5 shows an example of a plot of the estimated
offset f of received packets, including lucky packets, vs. time,
together with an estimated line and actual line;

[0067] FIG. 6 shows a schematic block diagram represent-
ing a number of saved frames /N, 5., WF, for a time win-
dow W and a frame rate F;

[0068] FIG.7A shows a plotofthe frequency uncertainty in
parts-per-billion (ppb), which reflects the inaccuracy in esti-
mating the drift, for a fixed window size, for ITU test case
14a;

[0069] FIG. 7B shows a plot of the frequency uncertainty in
parts-per-billion (ppb), for a variable window size, for I[TU
test case 14a;

[0070] FIG. 8A shows the mean, standard deviation, and
peak-to-peak 1-pps synchronization error resulting from a
method of an embodiment for ITU test cases 12 to 16; and
[0071] FIG. 8B shows the mean, standard deviation, and
peak-to-peak 1-pps synchronization error resulting from the
method of the embodiment, for ITU test case 17.

DETAILED DESCRIPTION OF EMBODIMENTS

[0072] A system and method for clock synchronization in a
fixed wireless backhaul network will be described, by way of
example, with reference to a NLOS wireless backhaul net-
work 100 as illustrated schematically in FIG. 1, which repre-
sents schematically the topology of a system comprising a
point-to-multipoint wireless backhaul network, comprising a
plurality of fixed nodes. The nodes comprise a plurality of
Hubs 102 and RBMs 104, and each Hub serves one or more
RBMs.
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[0073] As an example only, the wireless backhaul network
100 shown in FIG. 1 comprises a plurality of seven sites or
cells, each site comprising three Hub modules 102, with each
Hub module serving a sector 120 comprising a cluster of a
plurality of Remote Backhaul Modules (RBMs) 104. Thus,
there are 21 sectors, each with a Hub module 102 serving a
cluster of up to four RBMs. As shown, three Hubs modules
102, each with directional antenna, are co-located in each of
the cell centers, with a cluster of RBMs mapped to each
respective serving Hub, in each of the three sectors 120-1,
120-2, 120-3 of the cell.
[0074] Ineachsector120,aHub 102 serves its set or cluster
of Remote Backhaul Modules (RBMs) 104 through wireless
links (Hub-RBM radio links) 110, as shown schematically in
FIG. 2. Each RBM 104 communicates with and is co-located
with an access module (AM) 108 of an access network, such
as a small cell-base station, using a wired connection, e.g. an
Ethernet cable. The Hub module 102 may have a multi-beam
antenna 108 and RBMs 104 each have an integrated direc-
tional antenna system that is directed towards the Hub. Unlike
a multi-hop architecture, each radio link 110, comprising
uplink and downlink, comprises only one hop from each
RBM 104 to a respective Hub to carry the traffic. The back-
haul network operates at a different frequency band from that
of the access network. Also shown in FIG. 2 is a communi-
cations link 202 from the Hub 102 to a centralized server or
controller 200, for managing control functions of the wireless
backhaul network.
[0075] Time division duplexing (TDD) is used to separate
the traffic transmitted from a hub to an RBM (downlink) and
the traffic transmitted from an RBM to a hub (uplink). Thus,
in multi-hub deployments, the hubs are required to be syn-
chronized in time for efficient network operations. Each hub
comprises a clock to enable synchronization of network
operations and a method is required for synchronizing the
clock of each hub, which will be referred to as a ““slave clock™,
with a high-precision clock or “master clock”.
[0076] The system and method for clock synchronization
disclosed herein provides for synchronization of each slave
clock, i.e. clocks located in each hub, with a high-precision
master clock, based on the IEEE 1588 precision time proto-
col.
[0077] For application to the wireless backhaul network,
the master clock may be a Grand Master high precision net-
work clock outside the wireless backhaul network, i.e. an
internet accessible master clock. It may alternatively be ahigh
precision master clock provided in a centralized server/con-
trol node of the wireless backhaul network. The clock of the
centralized server may act as a boundary clock, i.e. act as a
master clock for the wireless backhaul network, which itself
maintains close synchronization with a best master or grand
master clock outside the wireless backhaul network.
[0078] Thus, in an embodiment, each hub comprises a slave
clock and a processing unit for implementing synchroniza-
tion of the hub with its designated master clock.
[0079] Considering synchronization of each hub with its
respective master clock, and referring FIG. 3, ideally, if both
the master clock and a slave clock in a hub are perfectly
synchronized in frequency and phase, and if there is no queu-
ing delay, then

[0080] i.t,—t,©=tmpd,

[0081] ii. t,9—t,“=tmpd,
where tmpd is the mean propagation delay, assuming sym-
metry in the forward and reverse links.
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[0082] However, due to the frequency and phase offset
between the master and slave clocks, as well as, queuing
delay and time-stamping jitter, we have (lantosca et al. [3]):

0-1, O=tmpd+at, P+0+ QO+ D,

4, 0-130=tmpd-at,P- 0+ QO+ P,

where

[0083] o the frequency drift between the master clock
and slave clock,

[0084] O: the actual phase offset between the master
clock and slave clock,

[0085] Q.Y, Q,®: non-negative random queuing delay
with unknown probability distribution, in the forward
and reverse direction, respectively,

[0086] J.©, J.©: random jitter modelled as Gaussian
random variable with zero mean and known standard
deviation, in the forward and reverse direction, respec-
tively.

[0087] To implement clock synchronization, in practice, it
is required to obtain estimates of the frequency drift ¢& and
offset .

[0088] The following notations are introduced:
[0089] iii. &,,: estimated frequency drift in the forward
link,
[0090] iv. ¢y, estimated frequency drift in the reverse
link,
[0091] . O: estimated actual offset
[0092] vi.B, > estimated offset in the forward link, where

B, ,=tmpd+O,
[0093] wii. B 34: estimated offset in the reverse link, where
P34=tmpd-O

[0094] For simplicity, in the following description, we refer
in the following to the estimated frequency drift ae{a 12505 "
and the estimated offset a fe{a,,, B4}

[0095] The overall methodology for synchronizing the
slave clock and the master clock is to continuously adjust the
frequency of the slave clock to make the frequency drift a a=0
and the offset O=0. This is done through the following three
steps:

[0096] i. Collecting time-stamps t,?, t,%, t,, t,© fora
time window of W seconds.

[0097] ii. Based on the collected time-stamps, estimating
the current frequency drifts and offsets &5, Osss Pros Bass
respectively.

[0098] iii. Using the estimates &, , Gixss P1os Pas» adjust-
ing the frequency of the slave clock.

[0099] As an example, to illustrate the objective of the
method, FIGS. 4A and 4B show, respectively, plots t,—t, vs.
time for experimental data, before and after adjusting the
frequency of the slave clock. As shown in FIG. 4A, the line
equation is given by t,-t, P=at, P+p. As illustrated in FIG.
4B, after adjusting the frequency of the slave clock, the line
equation is given by t,—t, ®=tmpd

[0100] In a method according to one embodiment of the
present invention, estimating the frequency drift & 1» and off-
set B, in the forward link comprises:

[0101] Step 1: Collecting time-stamps t,?, t,” for a time
window of W seconds, assuming the packet rate is F,
and the total number of time-stamps collected is WF,

[0102] Step 2: Finding intermediate values of o, [
e.g. using the algorithm in disclosed by lantosca et al. in
ref. (3), by solving the following optimization problem:
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N ("
min Z |8 - A7 — @G -4 - By

@251 i1
subject to
B 2 a6 -+ By, Viell, ..., WF}
[0103] Step 3: Packet filtering to identify the lucky pack-

ets (LP) that satisfy the following condition:
LP={it,"-1, V551, P-1,P)+B 1 +60,}
[0104] where n, .=ILPI, number of lucky packets and o,

is the known standard deviation of a random jitter in the
forward direction.

[0105] Step 4: litter filtering using linear regression
comprising:
[0106] Let x,y, be two n; ,x1 vectors, given by
x={t, D1, Vel P}, y={£,P~1,V:ieLP}.
[0107] and obtaining the estimated &, and f,, using
linear regression
PG )
2T e x-n
[312:;‘&12}
0108] Accordingly, for the reverse link, the steps above
gly. P

can be used for estimating the frequency drift 0y, and offset
[54 in the reverse link by replacing t, with t, and (t,—t, ) with
(t—t3)-

[0109] Then, in forward link, the offset O= B-tmpd; and, in
the reverse link, the offset O=—(p~tmpd).

[0110] FIG. 5 shows an example of a plot of the estimated
offset § of received packets, including lucky packets, vs. time,
for some test results, together with an estimated line and
actual line. As illustrated, for an actual frequency drift of 10
ppb, the estimated frequency drift was 9.51 ppb. For an actual
offset of 600 ps, the estimated offset [5 was 600.015 ys.
[0111]
[0112] The method may further comprise computing the
estimation error of the estimated frequency drift ce {(x 125034}
and the estimated offset Be{B,,, 1.}, which are denoted by
A and AP, respectively, as follows:

[0113] define a Confidence Level, CL %, such that Pr(ce
[a~Aa+Aa])=CL %, and Pr(Be[p-APB, p+Ap])=CL %:
[0114] lett,  ,*denote the (1-(1-CL/100)/2) quantile ofa
student t, , distribution (i.e. Student’s t-distribution with
n; ,—2 degrees of freedom);

[0115]
used

Estimation Error

for CL=99%, the following approximation can be

1, o2 ~ 2.578+ 266606 00LP;

n

1 e o
let sa:\/ "LP—Z(y_(D‘ B) (v

x-nTx-x

(ax+ B))
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-continued
s.—s xTx
= Pa np 5
[0116] then the estimation errors are given by:
AG= Sy p2™
AP=Spt;p2*
[0117] Reducing Adverse Effects of Congestion with a

Variable and Fixed Window Sizes

[0118] The method for clock synchronization may further
comprise reducing the adverse effects of congestion, com-
prising checking the frequency estimation error of the for-
ward link (using t; and t,) and reverse link (using t; and t,),
and then adjusting the slave clock based on the link that has
the least frequency estimation error. Higher estimation error
is highly correlated with high congestion. If both links have a
high estimation error, then the window size is increased. If the
estimation error is less than a maximum estimation error, then
the window size may be decreased.

[0119] The following parameters are defined:

[0120] min-n;,: minimum number of lucky packets

[0121] max-freq—error: maximum frequency estimation
error

[0122] AW: amount of linear decrease in window size

[0123] c: multiplicative factor to increase window size
(c>1)

[0124] K,: proportional gain of the PI (Proportional Inte-

gral) controller of the processing unit implementing the
algorithm

[0125] K integral gain of PI-controller
[0126] £ a clock frequency
and, defining the following notations:
[0127] @&, estimated frequency drift in the forward link
[0128] a.,: estimated frequency drift in the reverse link
[0129] f,,: estimated offset in the forward link
[0130] .. estimated offset in the reverse link
[0131] A« ,: frequency estimation error in the forward
link
[0132] Aaq,: frequency estimation error in the reverse
link.
[0133] The method then comprises performing steps

defined by the following pseudocode:

If n, p in the forward link >= min — n; » AND 1, » in the
reverse link >= min — nzp

AND

Aa, = max - freq — error AND Aay, < max — freq — error
IfAa, < Aoy,

f=f- (Kp&l2 +K; (B5 - tmpd))
W:i=W- AW

Else
f=1+ (K, 034+ K, (3 - tmpd))
W =W - AW
EndIf
Elseif n;p in the forward link >= min - n; AND Aq,, < max —
freq - error

f=f- (Kp&’l2 + K/ (B2 - tmpd))
W =W -AW
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-continued

Elseif nzp in the reverse link >= min — n; » AND Ad;, < max —
freq - error
f=1+ (K, 034 + K/ (B34 - tmpd))
W:i=W - AW
Else Wi=cW
EndIf

[0134] In a variation of this embodiment, to provide a
lower-complexity implementation, the method comprises
performing steps defined by the following pseudocode:

If n; p in the forward link >= min — n; AND n; 5 in the
reverse link >=min - n;,
If n; p in the forward link= 1, in the reverse link:
f=1- (K01, +K; (B> - tmpd))
Wi=W - AW

Else
f=f+ (K Gy + Ky ( [534 - tmpd))
Wi=W- AW

EndIf

Elseif n; p in the forward link >= min - n;
f=f- (K045 +K; (B> - tmpd))
W:i=W-AW

Elseif n; p in the reverse link >=min - 0z,
f=f+ (K Gy + Ky (Baq — tmpd))
W= AW

Else

W =cW

EndIf

[0135] Ina method for clock synchronization according to
another embodiment, the method provides a low-complexity
implementation with a constant window size and method
comprises performing steps defined by the following
pseudocode:

If n; p in the forward link >= min — n; AND n; 5 in the
reverse link >=min - n; »
If n; p in the forward link= n;» in the reverse link:
f=1f- (K0 +K; (B> - tmpd))
Else
f=1f+ (K034 + K7 (B34 - tmpd))
EndIf
Elseif n; p in the forward link >= min - n;
f=f- (Ka,+K; (B> = tmpd))
Elseif n; p in the reverse link >= min - n;p
f=f+ (Kp(134 +K; ( [534 tmpd))
Else
Do not adjust the frequency
EndIf

[0136]

[0137] In yet another embodiment, the method for clock
synchronization may further comprise reducing the memory
storage required to estimate the frequency drift o and offset {3,
from complexity O(W) to complexity OVW).

[0138] A method of this embodiment comprises obtaining
timestamps for every 1/N,,,... WF, packets, as illustrated
schematlcally inFIG. 5, and storingonly N 5, “lucky pack-
ets”. Lucky packets are as defined above, in paragraph [0028],
for the forward link and for the reverse link.

[0139] Then the frequency drift ae{a,,, 0,,} and offset
Be{p 2, Bs. )} are estimated for the stored /N \p2 teep WE, “Tucky

packets”. Note that in this case, the maximum number of
packets that need to be stored is less than 24/N, ..., WF,.

keep

Reducing Memory Storage
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[0140] Example: For W F,=3840 packets, and N, .., =4
packets, the maximum number of packets that need to be
stored is <=248 packets, which is much less than 3840 pack-
ets.

[0141] Further reduction in storage requirements can be
achieved by choosing a short observation window size
(“small window”), of'a fixed size, which is sufficient to obtain
a desired minimum number of lucky packets, and running the
above procedure recursively, for a plurality of said small
windows. In general, it is possible to achieve storage of com-
plexity O(**'y/W), where n is the number of times the above
procedure is run.

[0142] Holdover Time and Declaring Loss of Synchroniza-
tion
[0143] The method may further comprise computing a

maximum holdover time and declaring loss of synchroniza-
tion:

let MaxSynchError denote the maximum tolerable synchro-
nization error between the master clock and slave clock;

for a given Confidence level, CL %, obtain the estimation
errors on & and f, which are denoted by Ac and Af, as
explained above;

defining a maximum hold over time =

|MaxSynchError— (,B - rmpd)| +AB 0

s Vs

min(|a + Adl, [& - Adl)

and declaring loss of synchronization if
| [Ai—lmpd | +A[§2MaXSynchError.

[0144] Thus, loss of synchronization is declared if this con-
dition is met, e.g. if methods for clock synchronization com-
prising running one of the algorithms as described herein
cannot achieve synchronization.

[0145] As described above, methods for clock synchroni-
zation based on the IEEE1588 PTP, according to embodi-
ments of the present invention, comprise obtaining a plurality
of timestamps, and using a combination of linear program-
ming and linear regression to obtain the estimated the fre-
quency drift ae{a, ,, G5, } and estimated offset fe{f,,, Ps.)
for the forward and reverse links between a master clock and
a slave clock, and estimation of the accuracy of ¢ and f, i..
Ad and AB. The time window size W may be fixed or variable,
and the time window size W is selected to achieve a desired
accuracy of & and f.

[0146] An initial window size W is chosen based on simu-
lations or experiment, since this value depends on actual
hardware and equipment being used. Similarly, whether a
fixed window size is used, or a variable window size is
required, depends on whether or not synchronization can be
achieved to meet system requirements, for example, to
achieve synchronization within 500 ns, or with 100 ns or less,
and with a desired level of confidence.

[0147] Beneficially, the method comprises performing
packet delay filtering, defining a subset of a plurality of
received packets referred to as lucky packets, and then per-
forming linear regression for the lucky packets. Optionally, a
recursive method using a small window size provides for
reduced memory storage.

[0148] This approach is distinguished from known drift
estimation schemes, such as those disclosed by lantoscaetal.,
ref. (3), and Anyaegbu et al., ref. (6), in the way packet delay
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filtering is performed in Step 3. In particular, in references (3)
and (6), packet filtering is performed by dividing the time-
stamps window into small windows, and selecting only one
packet from each small window that corresponds to the
packet with the minimum delay, i.e., selecting a minimum
t,—t;, in each small window.

[0149] The method may further comprise estimating a
maximum holdover time, and declaring loss of synchroniza-
tion when synchronization is lost with the desired level of
confidence. The maximum holdover time indicates the
amount of time the system can maintain time synchronized in
free-run without adjusting the clock.

[0150] System Architecture

[0151] IEEE1588 PTP provides a protocol for synchroni-
zation where an alternative shared timing source is not prac-
tical, or where other options for synchronization of distrib-
uted network devices having individual clocks to a GPS
satellite or an N'TP time server are not available. The methods
of embodiments described herein are particularly applicable
for wireless backhaul networks comprising a plurality of
fixed (stationary) nodes comprising hubs and RBMs, such as
illustrated schematically in F1G. 1, where each hub serves one
or more RBMs through wireless radio links, and where syn-
chronization of uplink and downlink communications
between hubs and RBMs across the wireless backhaul net-
work is required. As illustrated schematically in FIG. 2, the
wireless backhaul network may further comprise a central-
ized control node, such as a control server, which is in com-
munication with each hub. It will be apparent that appropriate
synchronization of uplink and downlink communications
between each node of the wireless backhaul network (i.e.
control server, hubs and RBMs) is required, as mentioned
above.

[0152] For application to such the wireless backhaul net-
work, the master clock may be a Grand Master high precision
network clock outside the wireless backhaul network, i.e. an
internet accessible master clock. It may alternatively be ahigh
precision master clock provided in the centralized server/
control node of the wireless backhaul network. The clock of
the centralized server may act as a boundary clock, i.e. act as
a master clock for the wireless backhaul network, which itself
maintains close synchronization with a best master or grand
master clock outside the wireless backhaul network.

[0153] Thus, by way of example only, in a system accord-
ing to an embodiment of the invention, comprising a wireless
backhaul network having a network topology as illustrated
schematically in FIGS. 1 and 2, each hub comprises a slave
clock. Each hub also comprises storage means storing data
and software/programming instructions, and a processor for
running software for implementing its network functions,
including a method for synchronization with its designated
master clock. The latter may be a master clock of the central-
ized control server or an internet accessible IEEE 1588 master
clock. Thus each hub is capable of implementing clock syn-
chronization by a method of an embodiment as described
above.

[0154] For synchronization of the hubs and their served
RBMs, the slave clock of each hub may act as a master clock
for its served RBMs. That is the network provides hierarchi-
cal clock synchronization for hubs and RBMs. Processing to
perform clock synchronization according to embodiments of
the invention may be performed by local or distributed pro-
cessing means. For example, the processing means may com-
prises local processing units of each node, e.g. each hub and

Mar. 31, 2016

RBM, and/or a centralized control server, or the processing
means may comprise distributed processing units, e.g. may be
distributed amongst processors of some or all nodes.

[0155] Depending on network requirements, and process-
ing capabilities of each hub and RBM, a fixed or variable
window size W may be used, to obtain synchronization with
a desired accuracy or level of confidence. If synchronization
with a desired accuracy or level of confidence is not initially
achieved, the window size is increased. An algorithm using a
variable window size may be implemented. For example, if
the level of confidence is not achieved, the window size is
incrementally increased. On the other hand, if the level of
confidence is exceeded, the window size is successively
decreased to a minimum value that achieves a required level
of confidence. Application of a smaller window size, which
obtains a minimum number of lucky packets, reduces com-
putational complexity and storage requirements. To reduce
storage and computational requirements, recursive computa-
tion based on lucky packets for a plurality small window sizes
reduces computational complexity. On the other hand, if the
algorithm cannot obtain synchronization with the desired
level of confidence, and e.g. a maximum holdover time is
exceeded, or other requirements are not met, and a method
using a selected algorithm and selected parameters such as
fixed or variable window size W, cannot achieve synchroni-
zation, a loss of synchronization may be declared.

[0156] In one embodiment, each hub comprises a PI (pro-
portional integral) controller to provide for implementation
of clock synchronization using a second order control loop.
[0157] To synchronize hub-RBM communications, each
RBM may also comprise a clock and processor for imple-
menting clock synchronization. That is the clock of each hub
acts as a master clock for its serving RBMs, and a clock of
each RBM acts as a slave clock. Thus each RBM served by a
hub may implement clock synchronization with the respec-
tive “master” clock of its hub.

[0158] Inamethod of another embodiment, clock synchro-
nization of hubs and RBMs may be coordinated by a control
node, such as a centralized control server which manages
control functions of the wireless backhaul network.

[0159] Thus, it will be apparent that nodes of the network,
e.g. individual hubs, RBMs or a centralized control server,
may perform clock synchronization locally, or all or some of
these nodes may act as a distributed system to provide clock
synchronization across the wireless backhaul network.

[0160] Simulation Results
[0161] Packet Delay Variation Vs. Jitter
[0162] FIGS. 7A, 7B, 8A and 8B show examples of some

simulation results for application of clock synchronization
according to embodiments of the present invention, for ITU
test cases 12, 13, 14 and 17. Ref. (3) “Recommendation
ITU-T G.8260 (2012)”, discloses definitions and terminol-
ogy for synchronization in packet networks, including ITU
test cases 12,13, 14 and 17.

[0163] FIG. 7A shows a plotofthe frequency uncertainty in
parts-per-billion (ppb) vs. time for a fixed window size, for
ITU test case 14a. The frequency uncertainty in parts-per-
billion (ppb) reflects the inaccuracy in estimating the drift. It
can be seen from these data that performing clock synchro-
nization according to embodiments of the present invention,
using a larger window size, reduces the frequency uncer-
tainty. FIG. 7B shows a plot of the frequency uncertainty in
parts-per-billion (ppb) vs. time, for a variable or adaptive
window size, for ITU test case 14a. In comparing the results,
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note that scale of the frequency uncertainty in FIG. 7B has a
range 0 to 0.4, whereas in FIG. 7A, the frequency uncertainty
scale has a range from O to 20. These data illustrate that
performing clock synchronization according to embodiments
of the present invention, using an adaptive window size,
reduces the frequency uncertainty significantly compared to
using a fixed window size.

[0164] FIG. 8A shows a plot of the mean, standard devia-
tion, and peak-to-peak 1-pps synchronization error for clock
synchronization using, for ITU test cases 12 to 16, for an
adaptive window size. FIG. 8B shows a plot the mean, stan-
dard deviation, and peak-to-peak 1-pps synchronization error
that result from the proposed system and methods, for ITU
test cases 17, for an adaptive window size. These data illus-
trate that clock synchronization according to embodiments of
the invention provide high synchronization accuracy with
maximum peak-to-peak 1-pps synchronization error less than
500 ns.

[0165] Thus methods and systems for clock synchroniza-
tion using IEEE1588 PTP in a fixed wireless backhaul net-
works according to embodiments of the invention described
herein provide for:

[0166] estimation of frequency drift and offset in the for-
ward and reverse links using a combination of linear pro-
gramming and linear regression, for a window size of W
seconds;

[0167] estimation of the accuracy of the estimated fre-
quency drift o and estimated offset f3;

[0168] use of a variable window size to achieve a desired
accuracy of estimated frequency drift o and estimated offset

[0169] The method optionally comprises estimating a
maximum holdover time with a desired level of confidence,
and declaring whenever the slave clock has lost synchroniza-
tion with the desired level of confidence, and then performing
clock synchronization.

[0170] Methods are also disclosed for reducing the adverse
effects of congestion, including a low-complexity implemen-
tation with a variable window size and a low-complexity
implementation with a constant window size.

[0171] Methods are also disclosed for reducing the memory
storage required for estimating o and 3.

[0172] Although embodiments of the invention have been
described and illustrated in detail, it is to be clearly under-
stood that the same is by way of illustration and example only
and not to be taken by way of limitation, the scope of the
present invention being limited only by the appended claims.

1. A method for clock synchronization in a fixed wireless
backhaul network using IEEE1588 Precision Time Protocol
(PTP), the wireless backhaul network comprising a plurality
of fixed nodes, each node comprising a hub or a Remote
Backhaul Module (RBM), wherein each hub serves one or
more Remote Backhaul Modules (RBMs), and wherein each
hub comprises a slave clock, and each slave clock communi-
cates with a master clock through a forward link (master-to-
slave) and a reverse link (slave-to-master), the method com-
prising, for each slave clock, the steps of:

for a frame rate of F, and a time window size W, during each
time window W, obtaining a plurality of time-stamps,
comprisingt, and t,, for the forward link and t; andt,, for
the reverse link, and storing said plurality of time
stamps;
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determining from said stored time stamps, for said time
window W, an estimated frequency drift o.and estimated
offset 3 for each of the forward and reverse links;

determining an estimation error Ac. of the estlmated drift
frequency drift (x and an estimation error Af of the
estimated offset  for each of the forward and reverse
links;

determining which of the forward and reverse links is a

least congested link; and

if the estimation errors Ac and A of the least congested

link are less than or equal to a predefined maximum
estimation error, adjusting the slave clock based on said
estimated frequency drift a and estimated offset [3 of the
least congested link;

otherwise, changing the window size and repeating the

preceding steps until the estimation errors Ac. and Af of
the least congested link are less than or equal to a pre-
defined maximum estimation error, or, declaring loss of
synchronization.

2. The method of claim 1, wherein, if the estimation error
errors At and Ap of the least congested link are greater than
the maximum estimation error, incrementally increasing the
time window size by a factor ¢, where ¢ is greater than one,
and repeating said steps until the estimation errors Act and Ap
of the least congested link are less than or equal to the pre-
defined maximum estimation error.

3. The method of claim 1, wherein, if the estimation error
errors Aa and AP of the least congested link are less than or
equal to the maximum estimation error, successively decreas-
ing the time window size by AW and repeating the preceding
steps to obtain a minimum window size that provides estima-
tion errors Acand AP of the least congested link that are less
than or equal to the predefined maximum estimation error.

4. The method of claim 1, wherein the least congested link
of the forward and reverse links is determined as the link that
results in the least estimation error.

5. The method of claim 1 further comprising, for each of
the forward and reverse links, applying packet delay filtering
to identify a plurality of lucky packets in said time window W,
and applying linear regression on the plurality of lucky pack-
ets to obtain the estimated frequency drift o and estimated
offset f3.

6. The method of claim 1, wherein determining estimated
frequency drift frequency dnft & and estimated offset f§ for
the forward and reverse links comprises:

for the forward link, determining intermediate drifts and

offset values a, p, by solving the following optimiza-
tion:

WE,

mmz |[(r) A — s — A ]

&5 =1

subject to

B sad - AN+ B viell, ..., WF}

performing packet delay filtering (PDV) comprising
applying packet filtering using the said intermediate
values a, f, to identify lucky packets that satisfy the
following condition:

LP:{i.'lz(i)—ll(i)S&(ll(i)—ll(1))+B+6GJ}

n; =ILPI, number of lucky packets

applying linear regression on the lucky packets to find
the said estimated frequency drift frequency drift o
and estimated offset 3, and
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correspondingly, for the reverse link, determining interme-
diate drifts and offset values a., p, by replacing t, witht,
and t,—t, with t,~t; in the above optimization; and

defining the offset in forward link as O=p-tmpd and the
offset in the reverse link as O=—(f~-tmpd).

7. The method of claim 6, further comprising performing

jitter filtering using linear regression comprising:

for the forward link,

let x, y, be two 1, »x1 vectors, given by

x={2, D1, D:ieLP}, y={t,"0-1,:ieLP}

wherein the estimated frequency drift and offset are
given by

x-0"y-»

p=y-ox

and, correspondingly, for the reverse link, replacing t, with
t, and t,-t, with t,—t,.

8. The method of claim 6, wherein,

for a given Confidence level, CL %, estimating the estima-
tion errors on & and B, denoted by A and AP, respec-
tively, such that ce[a—Ad, a+Aa] and Pe[f-Aa, a+Aa
I:

lett,,, ,* denote the (1-(1-CL/100)/2) quantile of student

t,,,» distribution (Student’s t-distribution with n; -2

i

degrees of freedom);

5

\/ )
let Sy =

x-0"x-%
xTx
S =Sy i

then, the estimation errors are given by

AG=S ot

AB=Sgt, o™

9. The method of claim 8 wherein, for CL=99%, the fol-
lowing approximation is used tnmz*z2.578+26660e‘2'
02657,

10. The method of claim 6, wherein determining the least
congestion link of the forward and reverse links comprises
selecting the link that results in the largest number of lucky
packets.

11. The method of claim 6, wherein:

If n; p in the forward link >= min — n;» AND n;, in the
reverse link >= min - n; »

AND

Aay, = max — freq — error AND Aay, < max - freq — error
IfAa, = Adgy:

f=f- (Kp&lz + K, (B2 - tmpd))
W=W-AW

Else N

=1+ (K034 + Ky ( B34 - tmpd))
W=W-AW

EndIf
Elseifn;p in the forward link >= min - n; AND Aq,, < max —
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-continued

freq - error .
f=1- (K05 + XK, (B> - tmpd))
W =W -AW
Elseif n;p in the reverse link >= min — n; » AND Adz, < max —
freq - error
f=1+ (K 034+ K; (B34 - tmpd))
W:i=W-AW
Else Wi=cW
EndIf.

12. The method of claim 6, wherein:

If n, p in the forward link >= min — n;» AND 1, » in the
reverse link >= min — nzp
If n; p in the forward link= 1n; » in the reverse link:

f=f- (Kp&’l2 + K (B2 - tmpd))
W:i=W - AW

Else
I=1+ (K03 +K; (B34 - tmpd))
W =W - AW

EndIf

Elseif n; p in the forward link >=min - n;»
f=1f-(K,05 +K; (B> - tmpd))
W =W- AW

Elseif n; p in the reverse link >=min - n;
f=1f+ (K a3+ K, ( B3y - tmpd))
W i=W - AW

Else

Wi=cW

EndIf.

13. The method of claim 6, wherein:

If n; p in the forward link >= min — n;» AND n;, in the
reverse link >= min — nzp
If n, p in the forward link= n; 5 in the reverse link:
f=1- (K, +X; (B - tmpd))
Else .
f=1f+ (K034 + K7 (B34 - tmpd))
EndIf
Elseif n; p in the forward link >=min - n;»
) f=1- (K02 + K; (Byr - tmpd))
Elseif n;  in the reverse link >=min - n; p
f=1f+ (K034 + K7 (B34 - tmpd))
Else
Do not adjust the frequency
EndIf.

14. The method of claim 6, wherein to reduce the memory
storage required to estimate the frequency drift o and offset f3,
from complexity O(W)) to complexity O(vVW), the steps of
obtaining a plurality of time-stamps, comprising t; and t,, for
the forward link and t; and t,,, for the reverse link, and storing
said plurality of time stamps comprises:

obtaining timestamps for every /N, ..., WF, packets,
whereN,,,..,, 15 a number of packets to keep, and storing

only N lucky packets, and

'p2keep
estimating the frequency drift ae{a,,, 0,,) and offset
Pe{P ;2. Psa} for the stored /N, 5., WF, lucky packets.

15. The method of claim 14, further comprising selecting a
small window having a short window size sufficient to obtain
a desired minimum number of lucky packets, and performing
said procedure recursively for a plurality of said small win-
dows, thereby reducing the storage to O(**'yW), where n is
the number of times the above procedure is run.



US 2016/0095075 Al

16. The method of claim 1 further comprising:

determining a maximum tolerable synchronization error,
MaxSynchError, between the master clock and slave
clock;

determining a target confidence level for synchronization;
and

declaring loss of synchronization if

|Bempd|+Ap=MaxSynchError

where tmpd is the mean propagation delay.
17. The method of claim 1, further comprising

determining a target confidence level for synchronization,
MaxSynchError; and

computing a maximum holdover time as:

|MaxSynchError - (,B - rmpd)| +AB
min(|& + Ad, |& — Ad])

Maximum hold over time = ma

WhereA[AS is the estimated offset, A@ is the estimation error
on 3, a is the estimated drift, Ac. is the estimation error
on a, and tmpd is the mean propagation delay.
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18. A system for clock synchronization using IEEE1588
precision time protocol (PTP) in a fixed wireless backhaul
network comprising a plurality of nodes, said nodes compris-
ing hubs and Remote Backhaul Modules (RBMs), wherein
each hub serves one or more Remote Backhaul Modules
(RBMs), each hub comprising a slave clock, and wherein
each slave clock communicates with a master clock through a
forward link (master-to-slave) and a reverse link (slave-to-
master), and processor means comprising at least one proces-
sor and a computer readable storage medium, storing pro-
gramming instructions for execution by said at least one
processor, for implementing the method of claim 1.

19. A computer readable storage medium in a fixed wire-
less backhaul network comprising a plurality of nodes, said
nodes comprising hubs and Remote Backhaul Modules
(RBMs), wherein each hub serves one or more Remote Back-
haul Modules (RBMs), each hub comprising a slave clock,
and wherein each slave clock communicates with a master
clock through a forward link (master-to-slave) and a reverse
link (slave-to-master), the computer readable storage
medium storing programming instructions for execution by
said at least one processor, for implementing the method of
claim 1.



