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(57) ABSTRACT

Apparatuses and methods are provided for reducing power
consumption in a pattern-recognition processor. A power
control circuit may be coupled to a block of programmed
state machines to enable selective activation and deactiva-
tion of the block during a pattern search. The block may be
deactivated if the pattern search is no longer active in that
block and activated when needed by the pattern search.
Additionally, the block may be deactivated based on an
identifier of the data stream being searched. Excess blocks
not used for any programmed state machines may be dis-
abled such that they are not refreshed during a memory
cycle.

SEARCH CRITERIA

COMPILER

//M-

12\\

DATA STREAM

PATTERN-RECOGNITION

PROCESSOR

CPU




US 2019/0095497 A1

Mar. 28, 2019 Sheet 1 of 15

Patent Application Publication

[

0%

L

(1) 18D
uus]-ysiesg

¥g-—"

6
i
Y
5| €
18—
2.
8 &
p
2
g
B
&N\\
i
Wesns ﬁmmul

07— {idD

HOSSI00Hd
NOLUINDOJ3H-NYI LIV

WY3HLS YIVD

,.E\\

gl HINSWOD

Db VIHILHO HOHYIS

Nz

™

ol



US 2019/0095497 A1

Mar. 28, 2019 Sheet 2 of 15

Patent Application Publication

oz

Ndo oLIpding
16 9g
B 7
Byng lh = A8
"1 nding XUiER ZED
— ] Buanet; uogezyenu k-84
1] GG
@W @ Aeiry | i | b
, 0019 ;
s |
" N wing eobo ﬂma m
g% & .
N’S L L ” %
et =
e [ Xupepy w, & F
aboy | Bugnoy | =g g
plousey} uoyebaibby = ®
\\\
™
44 \\m esu A4 . y,
€8 2o | WieD 0 190 Mo |
ov—T CHBNYIE] - \\ amnead ainyesd \\ ainyesd 9z
0%
ainpoyy uogebaibby L8 oo/ 0% ainpoyy uonubosey
S/
¥ 10856004 uonuBoosy-wBned Nms\
ﬁ\\ Wwesns e




Patent Application Publication = Mar. 28, 2019 Sheet 3 of 15 US 2019/0095497 A1

¥
i3
\‘ §
\N&Q
£
D
8 O
D
(4]
Wi i o] i ©i w-] o o) o
/, J8p0oa Moy
& //;E
&3
e
=5
i3
\\ E
QHES?E
I s
ey
Fo
o]
&3

J3POSSE] MOM

a

b

G

d

&

;

g

h

i

g
:5?/
F

2&\\

1
!!eii



Patent Application Publication  Mar. 28, 2019 Sheet 4 of 15 US 2019/0095497 A1

’ 53“}\ y [/54 g {@@ :
5‘%’”’\\ gb} {53 eﬂ"ﬁé‘ {g} if‘“ﬁ‘% 22
Search-Term Search-Term Search-Term
E&\\ Cell {) Cell {2) Call {3}
a
b

| sedd T
58111 T8 62
..... 1 3 E\

T N ]

12
N

Row Decoder

g .
h [ \Ek:
; 58-10% Ta
: hi} Rt

g° ‘
JY

E«ﬂ%ﬁ @g\ i;—*ﬁﬁ ﬁg\\ W—-ﬂﬁﬁ

70~ Detection {7q4 Detection g4 Deteclion
-\ Celf {1) — \ Cell {2) -\ Cell (3)
1l Active 0 Active 1l Active ™
) 34
\\38

Aclivation-Routing Matrix




Patent Application Publication = Mar. 28, 2019 Sheet S of 15 US 2019/0095497 A1

@5\)‘ [‘§4 ['@6
ﬁ‘%’“‘\\ {bi {53 ft"ﬁli‘ {g} ;“‘ﬁ‘;’ 22
Search-Term Search-Term Search-Term
2&\\ Cell {1) Cell (2) Cell {3}
a
b | IO\ 560\ Rl
¢ s 1o, \62
” B |e 0 ‘ \@ jﬁ
ST 8
z g B iisedd|
h hil
i 58-1 0k, E\
i [ hi\ 18 72
g &
—/ o
57 68~ (56 66~ 56 68~ [56
70~ Delection {744 Detection jyn Detection
—NCelt (1) |~ \Cell (@) | \Cell (3
1} Active 1} Active i Active
) 24
\*5&
Activation-Houting Matrix -\\




Patent Application Publication = Mar. 28, 2019 Sheet 6 of 15 US 2019/0095497 A1

63"\1 {@4 {’@@
B4-. bl [l -84 W 54 5,
Search-Term Search-Term Search-Term
23\\ Cell {1} Cell (2) Call {3}
a X
b 58-{0}
¢ {58 1oy jed \62
d IC; ht
o s o L b
w\a| § 1 oy Tok
E g 560
h JEY 74
| 5610 B | S
8° {
/ g
ﬁ? e ™ -~
- 56 @5,\ ‘ 56 @5.\ i 56 .
70~ Detection {7gn4 Deteclion jyg. Deteclion
— % Cell {1} —i \ Calf (2) — \ Ceall {3)
1l Active g Active il Active ™
i} 34
N3
Aclivation-Houting Matrix \\




US 2019/0095497 A1

Mar. 28, 2019 Sheet 7 of 15

Patent Application Publication

G- wiepy Bugnoy-uogeatoy

30y [0 Aoy (0] sy {1 oy [o] anay o] Aoy {1
Qo | Geo | Wwes | @ | @ - €10

uoKaseg (Heltara Tyl uoRIsg uonasieq uols8Isg uonosieg
& & [ 2 4

THE &=

s

L]

{9} 4o {5) 1o {7} 1o {ehpen @ oo (o
T RIRHEIN wie -ysieag gl -yoseeg wlg)-ysieag g -yosmeg uug-yosieag
aL’ 6L~

13p003aQ MOY

&b
wesig ﬁmmut




US 2019/0095497 A1

Mar. 28, 2019 Sheet 8 of 15

Patent Application Publication

¥e

L * A

180290 MOY

J
1

9@~ LA AN Z9~ 08~ 99~ YO~ £~
¥yepy Bunnoy-uonpaRy
td (2700 118D Lo {90 18D | (S0 18D L (7' 18D Lo (W) 9D fed (8'100) 10D ] (1008} 10D
Bugnoy funnoy Bunnoy Bugnoy Bugnoy Bunnoy Bugnoy
Tl uoneAgoy ™ - UOKRAOY [T UOBAROY [T uogeARoY [ uoleAROY [T UoRBARDY [T uoiRADY
. #8 g7 1.8 L. P, P, 4 [ .48 P, 8
] i @m@; i i ] @mﬁm
i (LEHIBD fied (9°8) 19D L] (6} 1OD Lol (F'E) 19D Lot (£°8) 19D g (2°E) 18D st {16} 18D
Bunnoy Sugnoy Bunnoy Bungnoy Bunnoy Bunnoy Busnoy
@m TTTUSHEARDY [T UORBAIDY [T UORBARDY [T UoRBANDY [T UOHBARSY [T UOBBAIDY [T UORBARSY
Moy 2 & & &
¥ 'R v ¥ @mw ¥ ¥ ﬁm, ¥
el (LT} 10D gk (820 18D [gd (620 10D el (P'T) 8D ] (BT UBD e (278} 18D ] (12} 118D
Bugnoy Bugnoy Bugnoy Bugnoy Bugnoy Bunnoy Bugnoy
T uoRBARYY [ uoRBAROY [ UoRBAROY ™ uogeagoy [ uogeAgoy [T usHRAlY [T uoReAdy
| | 2 & & [ & A J )
¥ ¥ ¥ ¥ ¥ ¥ f.. 1
i (L BIBO e 1100 Lied (S 10D ] (P 1) 90 L (8°1) 00 i (21 180 ] {11} 18D
Bunnoy Gunnoy Sugnoy Bunnoy Bugnoy Bunnoy Bugnoy
T UoRRARDY [T uolieAlY [T dopeAlDY [ uoiBARDY [T uolRARSY [T UoRAIOY T LoReAloY
- & & & & &
anoy o] angoy o] Aty [0} annoy [0} anRoy [} anioy o] BAIY
Dweo ™ | G@wes L Qe L Wen | By o Bees ) (Yen
uonasIe uonosian Uit uonasied HoHMRABG uoeeg UoHoBIe i
W i m | | | £
i gmey 3 fgwen i (Ghwep L Wiweo L ®lweo 3 @mes ) e f
LS YoIeRg wig-yomeg W -yoIees e -yoieeg uiel-yoiess wiel-yosesy wis-yoresy
Ze
\ ol i} ol el bl
\zg ‘o6 “gg

A



US 2019/0095497 A1

Mar. 28, 2019 Sheet 9 of 15

Patent Application Publication

9~ e~ AN 0d~ GG~ ¥~ &9~
xupepg Bunnoy-uoneay
e (U HOD) Lo (9781} 9D | (S0} 10D | (DU} 18D e (E°W) 0D e (2101) 1O | (L°W01) OO
Bunnoy Bunnoy Bugnoy Bunnoy funnoy Bugnoy Bugnoy
— uoneAnoy ™ - uonBARcY ™ UoHBARYY ™ uogeAloy ™ yogeAgay ™ yoHeAgoY ™ GoIEALDY
.8 gz 1.8 b # I .8 N R ) L. &
i I L b I
i (£'€} 18D =i (0€) 19D w {5°C) 19D s (75} 190 e (£C) 0D e (2} 119D = {15} 18D
Bunnoy Bunnoy Bunnoy Bunnow Bunnoy Bunnoy Busnoy
@% T GORRALDY [® uopBAIDY ™ ucHBAIDY ™ uoRBALDY I UORBARTY I UORBALYY [ LORBARDY
N i : ) ) &
¥ i 1 v ' mmw ¥ ¥ mm.. ¥
- (L2 1P =i (§2) 118D s (5'2) 118D w (72} 18D = (£2 180 = (82} 190 w (12190
Bunnoy Bunnoy Bugnoy Bunnow Bunnoy Bunnoy Buanoy
T uoRBARSY ™ UORBAROY ™ UDIRAROY [T uDgRAloY [T uogeAgoy [T UoliAdY [ UoiRAIDY
& § F | & | @4 I
¥ ¥ ¥ ¥ ¥ ¥ ¢ ¥
il (LB Lol (110D feed (S 110D ] (P 1 19D ol (€1 9D g (1) 180 e {111} 118D
fuanoy Sunnoy Sugnoy Bunnoy Sunnoy Bunnoy Bugnoy
1 uoneARoY ™ uoreay ™ uoRBARDY [ uoeAYY [ uoBAROY I uonBAlDY I UORBARSY
& & & & a & &
¥e :
ooy o] antoy o AN eAnoy [o] Aoy fo] angoy 1] Aoy 1]
{pen @hen ey | Frasy ey {Zhieny {thien gz
UORISIBC uopoleq UoRseg | uoRs9Ie( uoRIRIeg uoHIRIBg uoRIRISQ
. elol/
w | | m | § m \|
o {dweo o r Bhweo 1 lweo |1 e Epeo 0 @uwed 1 Wy L \lo |
e WG -yoiesg Wgl-ynIRes ulg-yoees wiel-yoiees | | uusl-ynessg Biig]-yosess uug-yoresg | m T
/bl il ol i B CEREAE
A Sze o8 “gg



US 2019/0095497 A1

Mar. 28, 2019 Sheet 10 of 15

Patent Application Publication

98-~ e~ 29~ 08~ 9D~ LAY &9~
¥uepy Bunnoy-UoIBARYY
g (L708) HOD Lo (87U HOD) L] (W) 119D L {700} 18D L (€°0) 1O |l (2] 100 [t (L1} 0D
Bupnoy Bugnoy Bugnoy Bunnoy Bunnow Bupnoy Buanoy
T uoReARTY [ - HomeAgoY [ UogeAgoY T UORAROY [T uoRARDY [T uoRRAROY [T uoleAlRY
.8 gz 1.4 I . 4 | . & P, 4 L. 4 A
I $ o] I I I
~ad {£'€) 18D wi (0°¢) 190 = (58} 19D = (70} 190 i (£'5) 120 wi (2'C) 12D o (1'C} 19D
Bunnoy Sugnoy Bunnoy Bugnoy Bunnoy Bugnoy Busnoy
@mw T UoRAGY [T UORBAROY [T UORRARDY [  UOHEARDY [T UORBARDY [T UDRBAROY [T UORBAOY
o & . | | & . 2
¥ v 1 ¥ ] v mmw ¥ ¥ &m, ¥
~w (L2} 19D = (2} 19D =i (52 19D s (72} 118D =] (£'2) 18D =i (&2} 180 = (1'THI8D
Bugnoy Bunnoy Buanoy Bugnoy Bunnoy Bunnoy Bugnoy
T uogeAgoy [T  UoRBAROY [T UDRBAOY [T uogeagoy [T uogeAloY [T UoRRAROY [T UORBARDY
) & 2 [} & 4 el &
¥ g g ¥ ¥ ¥ f/ i
e (OO Lo (911 18D hged (61 19D L] (0L 100 gl (€1 90 Lol (21} 080 L] (11} 08D
Bunnoy Bunnoy Sunnoy Sunnoy Bunnoy Bunnoy Bugnoy
1 uoneainy [ uopeAlDY [ uonBARDY I uoiBAlYY I uogeAlDYy I uolEAlDY 1™ uonBALDY
[} 4 & | 1 £

P 3 P

14

aayoy o] ey ol anoy 1] aapoy o] anay [0} Aoy [0] sAloY
@peg I | @wo I [ @ed ™ L Wes | @ey ] @en | o a7
uoRISIR0 USRI uoRoeeq uonsRIeQ uonIRIeq uonoRied uonaeleq
| | | | _ i | hmw 1d
— Wyeo b Gwed L Eed L f uwes | @ped [ @weo | Wwd Lo 9
uuel-yniess kgl -Uoiees HLR -yomeg [FHE IR 2 TR UigL-uoIesy uisl-yoseeg | 2 “a
zg = w
\ L i} ol el bl i a
22 \z6 08 “gg



Patent Application Publication = Mar. 28, 2019 Sheet 11 of 15  US 2019/0095497 A1

=% <
) (e
o | ~ s
NI oee || EES Y
=N 4| 58°
] =
> o
=P =
]| S | I
! Nt | B il
lgs |
> o
=P =
o | ~s
NI oee | S| —{EE2
= 4e|| L5°°
Cles |




US 2019/0095497 A1

Mar. 28, 2019 Sheet 12 of 15

Patent Application Publication

LinoHio LiNOHIO LiNoHIo LNOHIo
TOHLINGD HIMO0d | ™ /| TOHINGD HIMOd TOHANOD H3MOd | ™ /71 TOHINOD HIMOd
) aes 096 ) ) 496 V98 i
¥ ¥ ¥ ]
anain Hooong aooony
WMM INLOV Mm L WMMM ALV Mm . me JALLOVNI Mm . y
1aooon 1aooan 10000
Na96 e 996" -age vo6-"
LiNoYIo LINOWIO LNoHIO LiNoHIO
TOHINGD HIMO0d ™ /71 TOHINGD HIMOd TOMINOD HAMO | ™ /1 TOMINOD HIMOd
[ dge J9¢€ i i g9¢8 VY¥6 4
¥ ¥ ¥
i apdong aodogy uodony
WMM FALLOVNI Mm € WM,M ALV MM . .WMM IALOYNI M% . WM,M aTIEvsI M% .
1aaoon 1aaaan 1oaoon 1o0oon
\ags 296 | wouvas a6 ves” Wl 'Old

NHI LIV




US 2019/0095497 A1

o0~ “
S ASN3S
/ INLOV [ DNISNIS
IALOY MOH TCRNELTEELS
a0 %9079
£ ¥ Ol 2
“ D01 DIINOD
: Ha99IRLA Sy | 3WS SUNEEAN e
- MWL N ONININYHD O
g NOLIVALLOY
2 TIEVHIDDIML-TY 201 aSNIS |
M Indine S \V’ — . w dNIVM oL
= TIOYNT  HIOOML E.wwwzmmﬂmmwwﬁ FVAILDY 3100718
5 . 4138 N 9 NOOTLWOW | iy
« Pl g - TIGYNT MO MO
5 S L xdwa f R
= o %0018 20404 w INS LHYLS N perrvepmrres
= az0i o Homo Yoo ] wzmﬁmmmwam g
$S300V HSIH3 - » :
/,(d/w TIOAT HSIH4TY w 31907 LNOI
vZol HSIH-43H
\\ g
@6

|01

FALLOY S0078

Patent Application Publication



US 2019/0095497 A1

Mar. 28, 2019 Sheet 14 of 15

Patent Application Publication

A S
//

S1BO1
NOHVHINID

TYNOIS

wmw// M08 1X3N
FIVALLOY
OO \
NOUYALLOY |
W08
(D= (@
Hivd HOMVES
m«mm\\

SB07
NOLIYHENTD
TYNDIS

//QNW

//.<m$



Patent Application Publication

Ena_Aciivale {015

Mar. 28, 2019 Sheet 15 of 15

US 2019/0095497 A1

BlyIKi5 BhoyIxXis Ena Ac‘i,.,é;\ BixyIXi5 Ad
BlxylXi4 BixyiXi4 Ena Act - =, BhoylXi4 Act
RPN -3 SN Act;;‘m\*{ BpoyXi3 Act
BlylX12 Six,yEXEZWEnE{mAC’EQt,_;'—:‘{ BhoylXi2 Act
- E{X,yEXH“EnamAﬁt;:,.'-:\{ BpcylXi1 At
BlyIXi0 E{K,yEX‘iG_Ena_Aﬁﬁ BBOYIXIO Act 26
Bryixe | DERG Era A W
BiyiXg_poolbe st A0 BixyiXS Adt BLOCK ACTIVE
I BECYIA? Ena Aol = g ' =
BlyIXE Bix,viX6 Ena Act ; byl
BoyIXG B viXs Ena Act o BROYIXS Act
By | e B Ad g..kw_.;{; BpyIX4 Act
Bryp | e e Ad ;,x{ BixyIX3 Act
Brypc | O s A :;.:::{ B yIK2 Act
Byt | DR s A g.t-—-:.{ BpcylXt A
SV 3] LONEW,C 3—,..-..-.-,\—{’ BiyIXO Act
~ize
/»323
ONECF 8
drgzzgzmge R ELR Ry ONOE
SR R e
Crfowee § NI E OO E R} A8

SRR Rl R ER R

= S R S R S S S R S T R B B S

3 N Ot IS Y I I IR Y Bl I I B R P

sy
g



US 2019/0095497 Al

METHODS AND APPARATUSES FOR
REDUCING POWER CONSUMPTION IN A
PATTERN RECOGNITION PROCESSOR

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application is a continuation of U.S.
application Ser. No. 15/357,593, entitled “Methods and
Apparatuses for Reducing Power Consumption in a Pattern
Recognition Processor,” and filed Nov. 21, 2016, which is a
continuation of U.S. application Ser. No. 12/638,751,
entitled “Methods and Apparatuses for Reducing Power
Consumption in a Pattern Recognition Processor,” and filed
Dec. 15, 2009, now U.S. Pat. No. 9,501,705 which issued on
Nov. 22, 2016, the entirety of which is incorporated by
reference herein for all purposes.

BACKGROUND

Field of Invention

[0002] Embodiments of the invention relate generally to
pattern-recognition processors and, more specifically, in
certain embodiments, to reducing power consumption of
such pattern-recognition processors.

Description of Related Art

[0003] In the field of computing, pattern recognition tasks
are increasingly challenging. Ever larger volumes of data are
transmitted between computers, and the number of patterns
that users wish to identify is increasing. For example, spam
or malware are often detected by searching for patterns in a
data stream, e.g., particular phrases or pieces of code. The
number of patterns increases with the variety of spam and
malware, as new patterns may be implemented to search for
new variants. Searching a data stream for each of these
patterns can form a computing bottleneck. Often, as the data
stream is received, it is searched for each pattern, one at a
time. The delay before the system is ready to search the next
portion of the data stream increases with the number of
patterns. Thus, pattern recognition may slow the receipt of
data.

[0004] Such pattern-recognition devices may use all or
almost all of the memory core available for the pattern-
recognition process. That is, due to the nature of searching
each data stream for one or more patterns, all or almost all
of'the memory core may be accessed during each processing
cycle. This may result in high power consumption by the
pattern recognition processer. Additionally, address-decod-
ing techniques used with conventional DRAM devices or
other memories may be unsuitable for use by a pattern-
recognition device.

BRIEF DESCRIPTION OF DRAWINGS

[0005] FIG. 1 depicts an example of system that searches
a data stream;
[0006] FIG. 2 depicts an example of a pattern-recognition

processor in the system of FIG. 1;

[0007] FIG. 3 depicts an example of a search-term cell in
the pattern-recognition processor of FIG. 2;

[0008] FIGS. 4 and 5 depict the search-term cell of FIG.
3 searching the data stream for a single character;

Mar. 28, 2019

[0009] FIGS. 6-8 depict a recognition module including
several search-term cells searching the data stream for a
word;

[0010] FIG. 9 depicts the recognition module configured
to search the data stream for two words in parallel;

[0011] FIGS. 10-12 depict the recognition module search-
ing according to a search criterion that specifies multiple
words with the same prefix;

[0012] FIG. 13 depicts an arrangement of feature cells into
rows and blocks in accordance with an embodiment of the
present invention;

[0013] FIGS. 14A and 14B depict operation of the blocks
of feature cells in accordance with an embodiment of the
present invention;

[0014] FIG. 15 depicts a logic schematic of a power
control circuit in accordance with an embodiment of the
present invention;

[0015] FIG. 16 depicts a predictive activation scheme for
blocks of the pattern-recognition processor in accordance
with an embodiment of the present invention; and

[0016] FIG. 17 depicts a logic diagram for processing
signals at a block in accordance with an embodiment of the
present invention.

DETAILED DESCRIPTION

[0017] FIG. 1 depicts an example of a system 10 that
searches a data stream 12. The system 10 may include a
pattern-recognition processor 14 that searches the data
stream 12 according to search criteria 16.

[0018] Each search criterion may specify one or more
target expressions, i.e., patterns. The phrase “target expres-
sion” refers to a sequence of data for which the pattern-
recognition processor 14 is searching. Examples of target
expressions include a sequence of characters that spell a
certain word, a sequence of genetic base pairs that specify a
gene, a sequence of bits in a picture or video file that form
aportion of an image, a sequence of bits in an executable file
that form a part of a program, or a sequence of bits in an
audio file that form a part of a song or a spoken phrase.
[0019] A search criterion may specify more than one target
expression. For example, a search criterion may specify all
five-letter words beginning with the sequence of letters “cl”,
any word beginning with the sequence of letters “cl”, a
paragraph that includes the word “cloud” more than three
times, etc. The number of possible sets of target expressions
is arbitrarily large, e.g., there may be as many target expres-
sions as there are permutations of data that the data stream
could present. The search criteria may be expressed in a
variety of formats, including as regular expressions, a pro-
gramming language that concisely specifies sets of target
expressions without necessarily listing each target expres-
sion.

[0020] Each search criterion may be constructed from one
or more search terms. Thus, each target expression of a
search criterion may include one or more search terms and
some target expressions may use common search terms. As
used herein, the phrase “search term” refers to a sequence of
data that is searched for, during a single search cycle. The
sequence of data may include multiple bits of data in a
binary format or other formats, e.g., base ten, ASCII, etc.
The sequence may encode the data with a single digit or
multiple digits, e.g., several binary digits. For example, the
pattern-recognition processor 14 may search a text data
stream 12 one character at a time, and the search terms may
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specify a set of single characters, e.g., the letter “a”, either

the letters “a” or “e”, or a wildcard search term that specifies
a set of all single characters.

[0021] Search terms may be smaller or larger than the
number of bits that specify a character (or other grapheme—
i.e., fundamental unit—of the information expressed by the
data stream, e.g., a musical note, a genetic base pair, a
base-10 digit, or a sub-pixel). For instance, a search term
may be 8 bits and a single character may be 16 bits, in which
case two consecutive search terms may specify a single
character.

[0022] The search criteria 16 may be formatted for the
pattern-recognition processor 14 by a compiler 18. Format-
ting may include deconstructing search terms from the
search criteria. For example, if the graphemes expressed by
the data stream 12 are larger than the search terms, the
compiler may deconstruct the search criterion into multiple
search terms to search for a single grapheme. Similarly, if
the graphemes expressed by the data stream 12 are smaller
than the search terms, the compiler 18 may provide a single
search term, with unused bits, for each separate grapheme.
The compiler 18 may also format the search criteria 16 to
support various regular expressions operators that are not
natively supported by the pattern-recognition processor 14.

[0023] The pattern-recognition processor 14 may search
the data stream 12 by evaluating each new term from the
data stream 12. The word “term” here refers to the amount
of data that could match a search term. During a search
cycle, the pattern-recognition processor 14 may determine
whether the currently presented term matches the current
search term in the search criterion. If the term matches the
search term, the evaluation is “advanced”, i.e., the next term
is compared to the next search term in the search criterion.
If the term does not match, the next term is compared to the
first term in the search criterion, thereby resetting the search.

[0024] Each search criterion may be compiled into a
different finite state machine (FSM) in the pattern-recogni-
tion processor 14. The finite state machines may run in
parallel, searching the data stream 12 according to the search
criteria 16. The finite state machines may step through each
successive search term in a search criterion as the preceding
search term is matched by the data stream 12, or if the search
term is unmatched, the finite state machines may begin
searching for the first search term of the search criterion.

[0025] The pattern-recognition processor 14 may evaluate
each new term according to several search criteria, and their
respective search terms, at about the same time, e.g., during
a single device cycle. The parallel finite state machines may
each receive the term from the data stream 12 at about the
same time, and each of the parallel finite state machines may
determine whether the term advances the parallel finite state
machine to the next search term in its search criterion. The
parallel finite state machines may evaluate terms according
to a relatively large number of search criteria, e.g., more than
100, more than 1000, or more than 10,000. Because they
operate in parallel, they may apply the search criteria to a
data stream 12 having a relatively high bandwidth, e.g., a
data stream 12 of greater than or generally equal to 64 MB
per second or 128 MB per second, without slowing the data
stream. In some embodiments, the search-cycle duration
does not scale with the number of search criteria, so the
number of search criteria may have little to no effect on the
performance of the pattern-recognition processor 14.
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[0026] When a search criterion is satisfied (i.e., after
advancing to the last search term and matching it), the
pattern-recognition processor 14 may report the satisfaction
of the criterion to a processing unit, such as a central
processing unit (CPU) 20. The central processing unit 20
may control the pattern-recognition processor 14 and other
portions of the system 10.

[0027] The system 10 may be any of a variety of systems
or devices that search a stream of data. For example, the
system 10 may be a desktop, laptop, handheld or other type
of computer that searches the data stream 12. The system 10
may also be a network node, such as a router, a server, or a
client (e.g., one of the previously-described types of com-
puters). The system 10 may be some other sort of electronic
device, such as a copier, a scanner, a printer, a game console,
a television, a set-top video distribution or recording system,
a cable box, a personal digital media player, a factory
automation system, an automotive computer system, or a
medical device. (The terms used to describe these various
examples of systems, like many of the other terms used
herein, may share some referents and, as such, should not be
construed narrowly in virtue of the other items listed.)
[0028] The data stream 12 may be one or more of a variety
of types of data streams that a user or other entity might wish
to search. For example, the data stream 12 may be a stream
of data received over a network, such as packets received
over the Internet or voice or data received over a cellular
network. The data stream 12 may be data received from a
sensor in communication with the system 10, such as an
imaging sensor, a temperature sensor, an accelerometer, or
the like, or combinations thereof. The data stream 12 may be
received by the system 10 as a serial data stream, in which
the data is received in an order that has meaning, such as in
a temporally, lexically, or semantically significant order. Or
the data stream 12 may be received in parallel or out of order
and, then, converted into a serial data stream, e.g., by
reordering packets received over the Internet. In some
embodiments, the data stream 12 may present terms serially,
but the bits expressing each of the terms may be received in
parallel. The data stream 12 may be received from a source
external to the system 10, or may be formed by interrogating
a memory device and forming the data stream 12 from stored
data.

[0029] Depending on the type of data in the data stream
12, different types of search criteria may be chosen by a
designer. For instance, the search criteria 16 may be a virus
definition file. Viruses or other malware may be character-
ized, and aspects of the malware may be used to form search
criteria that indicate whether the data stream 12 is likely
delivering malware. The resulting search criteria may be
stored on a server, and an operator of a client system may
subscribe to a service that downloads the search criteria to
the system 10. The search criteria 16 may be periodically
updated from the server as different types of malware
emerge. The search criteria may also be used to specify
undesirable content that might be received over a network,
for instance unwanted emails (commonly known as spam) or
other content that a user finds objectionable.

[0030] The data stream 12 may be searched by a third
party with an interest in the data being received by the
system 10. For example, the data stream 12 may be searched
for text, a sequence of audio, or a sequence of video that
occurs in a copyrighted work. The data stream 12 may be
searched for utterances that are relevant to a criminal inves-
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tigation or civil proceeding or are of interest to an employer.
In other embodiments, monitoring a data stream for data of
interest may be an example of searching.

[0031] The search criteria 16 may also include patterns in
the data stream 12 for which a translation is available, e.g.,
in memory addressable by the CPU 20 or the pattern-
recognition processor 14. For instance, the search criteria 16
may each specify an English word for which a correspond-
ing Spanish word is stored in memory. In another example,
the search criteria 16 may specify encoded versions of the
data stream 12, e.g., MP3, MPEG 4, FLAC, Ogg Vorbis,
etc., for which a decoded version of the data stream 12 is
available, or vice versa.

[0032] The pattern-recognition processor 14 may be hard-
ware that is integrated with the CPU 20 into a single
component (such as a single device) or may be formed as a
separate component. For instance, the pattern-recognition
processor 14 may be a separate integrated circuit. The
pattern-recognition processor 14 may be referred to as a
“co-processor” or a “pattern-recognition co-processor”.

[0033] FIG. 2 depicts an example of the pattern-recogni-
tion processor 14. The pattern-recognition processor 14 may
include a recognition module 22 and an aggregation module
24. The recognition module 22 may be configured to com-
pare received terms to search terms, and both the recognition
module 22 and the aggregation module 24 may cooperate to
determine whether matching a term with a search term
satisfies a search criterion.

[0034] The recognition module 22 may include a row
decoder 28 and a plurality of feature cells 30. Each feature
cell 30 may specify a search term, and groups of feature cells
30 may form a parallel finite state machine that forms a
search criterion. Components of the feature cells 30 may
form a search-term array 32, a detection array 34, and an
activation-routing matrix 36. The search-term array 32 may
include a plurality of input conductors 37, each of which
may place each of the feature cells 30 in communication
with the row decoder 28.

[0035] The row decoder 28 may select particular conduc-
tors among the plurality of input conductors 37 based on the
content of the data stream 12. For example, the row decoder
28 may be a one byte to 256 row decoder that activates one
of 256 rows based on the value of a received byte, which
may represent one term. A one-byte term of 0000 0000 may
correspond to the top row among the plurality of input
conductors 37, and a one-byte term of 1111 1111 may
correspond to the bottom row among the plurality of input
conductors 37. Thus, different input conductors 37 may be
selected, depending on which terms are received from the
data stream 12. As different terms are received, the row
decoder 28 may deactivate the row corresponding to the
previous term and activate the row corresponding to the new
term.

[0036] The detection array 34 may couple to a detection
bus 38 that outputs signals indicative of complete or partial
satisfaction of search criteria to the aggregation module 24.
The activation-routing matrix 36 may selectively activate
and deactivate feature cells 30 based on, for example, search
terms in a search criterion that have been matched.

[0037] The aggregation module 24 may include a latch
matrix 40, an aggregation-routing matrix 42, a threshold-
logic matrix 44, a logical-product matrix 46, a logical-sum
matrix 48, and an initialization-routing matrix 50.
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[0038] The latch matrix 40 may implement portions of
certain search criteria. Some search criteria, e.g., some
regular expressions, count only the first occurrence of a
match or group of matches. The latch matrix 40 may include
latches that record whether a match has occurred. The
latches may be cleared during initialization, and periodically
re-initialized during operation, as search criteria are deter-
mined to be satisfied or not further satisfiable—i.e., an
earlier search term may need to be matched again before the
search criterion could be satisfied.

[0039] The aggregation-routing matrix 42 may function
similar to the activation-routing matrix 36. The aggregation-
routing matrix 42 may receive signals indicative of matches
on the detection bus 38 and may route the signals to different
group-logic lines 53 connecting to the threshold-logic matrix
44. The aggregation-routing matrix 42 may also route out-
puts of the initialization-routing matrix 50 to the detection
array 34 to reset portions of the detection array 34 when a
search criterion is determined to be satisfied or not further
satisfiable.

[0040] The threshold-logic matrix 44 may include a plu-
rality of counters, e.g., 32-bit counters configured to count
up or down. The threshold-logic matrix 44 may be loaded
with an initial count, and it may count up or down from the
count based on matches signaled by the recognition module.
For instance, the threshold-logic matrix 44 may count the
number of occurrences of a word in some length of text.
[0041] The outputs of the threshold-logic matrix 44 may
be inputs to the logical-product matrix 46. The logical-
product matrix 46 may selectively generate “product” results
(e.g., “AND” function in Boolean logic). The logical-prod-
uct matrix 46 may be implemented as a square matrix, in
which the number of output products is equal the number of
input lines from the threshold-logic matrix 44, or the logical-
product matrix 46 may have a different number of inputs
than outputs. The resulting product values may be output to
the logical-sum matrix 48.

[0042] The logical-sum matrix 48 may selectively gener-
ate sums (e.g., “OR” functions in Boolean logic.) The
logical-sum matrix 48 may also be a square matrix, or the
logical-sum matrix 48 may have a different number of inputs
than outputs. Since the inputs are logical products, the
outputs of the logical-sum matrix 48 may be logical-Sums-
of-Products (e.g., Boolean logic Sum-of-Product (SOP)
form). The output of the logical-sum matrix 48 may be
received by the initialization-routing matrix 50.

[0043] The initialization-routing matrix 50 may reset por-
tions of the detection array 34 and the aggregation module
24 via the aggregation-routing matrix 42. The initialization-
routing matrix 50 may also be implemented as a square
matrix, or the initialization-routing matrix 50 may have a
different number of inputs than outputs. The initialization-
routing matrix 50 may respond to signals from the logical-
sum matrix 48 and re-initialize other portions of the pattern-
recognition processor 14, such as when a search criterion is
satisfied or determined to be not further satisfiable.

[0044] The aggregation module 24 may include an output
buffer 51 that receives the outputs of the threshold-logic
matrix 44, the aggregation-routing matrix 42, and the logi-
cal-sum matrix 48. The output of the aggregation module 24
may be transmitted from the output buffer 51 to the CPU 20
(FIG. 1) on the output bus 26. In some embodiments, an
output multiplexer may multiplex signals from these com-
ponents 42, 44, and 48 and output signals indicative of
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satisfaction of criteria or matches of search terms to the CPU
20 (FIG. 1). In other embodiments, results from the pattern-
recognition processor 14 may be reported without transmit-
ting the signals through the output multiplexer, which is not
to suggest that any other feature described herein could not
also be omitted. For example, signals from the threshold-
logic matrix 44, the logical-product matrix 46, the logical-
sum matrix 48, or the initialization routing matrix 50 may be
transmitted to the CPU in parallel on the output bus 26.
[0045] FIG. 3 illustrates a portion of a single feature cell
30 in the search-term array 32 (FIG. 2), a component
referred to herein as a search-term cell 54. The search-term
cells 54 may include an output conductor 56 and a plurality
of memory cells 58. Each of the memory cells 58 may be
coupled to both the output conductor 56 and one of the
conductors among the plurality of input conductors 37. In
response to its input conductor 37 being selected, each of the
memory cells 58 may output a value indicative of its stored
value, outputting the data through the output conductor 56.
In some embodiments, the plurality of input conductors 37
may be referred to as “word lines”, and the output conductor
56 may be referred to as a “data line”.

[0046] The memory cells 58 may include any of a variety
of types of memory cells. For example, the memory cells 58
may be volatile memory, such as dynamic random access
memory (DRAM) cells having a transistor and a capacitor.
The source and the drain of the transistor may be connected
to a plate of the capacitor and the output conductor 56,
respectively, and the gate of the transistor may be connected
to one of the input conductors 37. In another example of
volatile memory, each of the memory cells 58 may include
a static random access memory (SRAM) cell. The SRAM
cell may have an output that is selectively coupled to the
output conductor 56 by an access transistor controlled by
one of the input conductors 37. The memory cells 58 may
also include nonvolatile memory, such as phase-change
memory (e.g., an ovonic device), flash memory, silicon-
oxide-nitride-oxide-silicon (SONOS) memory, magneto-re-
sistive memory, or other types of nonvolatile memory. The
memory cells 58 may also include flip-flops, e.g., memory
cells made out of logic gates.

[0047] FIGS. 4 and 5 depict an example of the search-term
cell 54 in operation. FIG. 4 illustrates the search-term cell 54
receiving a term that does not match the cell’s search term,
and FIG. 5 illustrates a match.

[0048] As illustrated by FIG. 4, the search-term cell 54
may be configured to search for one or more terms by storing
data in the memory cells 58. The memory cells 58 may each
represent a term that the data stream 12 might present, e.g.,
in FIG. 3, each memory cell 58 represents a single letter or
number, starting with the letter “a” and ending with the
number “9”. Memory cells 58 representing terms that satisfy
the search term may be programmed to store a first value,
and memory cells 58 that do not represent terms that satisfy
the search term may be programmed to store a different
value. In the illustrated example, the search-term cell 54 is
configured to search for the letter “b”. The memory cells 58
that represent “b” may store a 1, or logic high, and the
memory cells 58 that do not represent “b” may be Pro-
grammed to store a 0, or logic low.

[0049] To compare a term from the data stream 12 with the
search term, the row decoder 28 may select the input
conductor 37 coupled to memory cells 58 representing the
received term. In FIG. 4, the data stream 12 presents a
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lowercase “e”. This term may be presented by the data
stream 12 in the form of an eight-bit ASCII code, and the
row decoder 28 may interpret this byte as a row address,
outputting a signal on the conductor 60 by energizing it.
[0050] In response, the memory cell 58 controlled by the
conductor 60 may output a signal indicative of the data that
the memory cell 58 stores, and the signal may be conveyed
by the output conductor 56. In this case, because the letter
“e” is not one of the terms specified by the search-term cell
54, it does not match the search term, and the search-term
cell 54 outputs a 0 value, indicating no match was found.
[0051] In FIG. 5, the data stream 12 presents a character
“b”. Again, the row decoder 28 may interpret this term as an
address, and the row decoder 28 may select the conductor
62. In response, the memory cell 58 representing the letter
“b” outputs its stored value, which in this case is a 1,
indicating a match.

[0052] The search-term cells 54 may be configured to
search for more than one term at a time. Multiple memory
cells 58 may be programmed to store a 1, specitying a search
term that matches with more than one term. For instance, the
memory cells 58 representing the letters lowercase “a” and
uppercase “A” may be programmed to store a 1, and the
search-term cell 54 may search for either term. In another
example, the search-term cell 54 may be configured to
output a match if any character is received. All of the
memory cells 58 may be programmed to store a 1, such that
the search-term cell 54 may function as a wildcard term in
a search criterion.

[0053] FIGS. 6-8 depict the recognition module 22 search-
ing according to a multi-term search criterion, e.g., for a
word. Specifically, FIG. 6 illustrates the recognition module
22 detecting the first letter of a word, FIG. 7 illustrates
detection of the second letter, and FIG. 8 illustrates detection
of the last letter.

[0054] As illustrated by FIG. 6, the recognition module 22
may be configured to search for the word “big”. Three
adjacent feature cells 63, 64, and 66 are illustrated. The
feature cell 63 is configured to detect the letter “b”. The
feature cell 64 is configured to detect the letter “i”. And the
feature cell 66 is configured to both detect the letter “g” and
indicate that the search criterion is satisfied.

[0055] FIG. 6 also depicts additional details of the detec-
tion array 34. The detection array 34 may include a detection
cell 68 in each of the feature cells 63, 64, and 66. Each of
the detection cells 68 may include a memory cell 70, such
as one of the types of memory cells described above (e.g.,
a flip-flop), that indicates whether the feature cell 63, 64, or
66 is active or inactive. The detection cells 68 may be
configured to output a signal to the activation-routing matrix
36 indicating whether the detection cell both is active and
has received a signal from its associated search-term cell 54
indicating a match. Inactive features cells 63, 64, and 66
may disregard matches. Each of the detection cells 68 may
include an AND gate with inputs from the memory cell 70
and the output conductor 56. The output of the AND gate
may be routed to both the detection bus 38 and the activa-
tion-routing matrix 36, or one or the other.

[0056] The activation-routing matrix 36, in turn, may
selectively activate the feature cells 63, 64, and 66 by
writing to the memory cells 70 in the detection array 34. The
activation-routing matrix 36 may activate feature cells 63,
64, or 66 according to the search criterion and which search
term is being searched for next in the data stream 12.
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[0057] InFIG. 6, the data stream 12 presents the letter “b”.
In response, each of the feature cells 63, 64, and 66 may
output a signal on their output conductor 56, indicating the
value stored in the memory cell 58 connected to the con-
ductor 62, which represents the letter “b”. The detection
cells 56 may then each determine whether they have
received a signal indicating a match and whether they are
active. Because the feature cell 63 is configured to detect the
letter “b” and is active, as indicated by its memory cell 70,
the detection cell 68 in the feature cell 63 may output a
signal to the activation-routing matrix 36 indicating that the
first search term of the search criterion has been matched.
[0058] As illustrated by FIG. 7, after the first search term
is matched, the activation-routing matrix 36 may activate the
next feature cell 64 by writing a 1 to its memory cell 70 in
its detection cell 68. The activation-routing matrix 36 may
also maintain the active state of the feature cell 63, in case
the next term satisfies the first search term, e.g., if the
sequence of terms “bbig” is received. The first search term
of'search criteria may be maintained in an active state during
a portion or substantially all of the time during which the
data stream 12 is searched.

[0059] InFIG. 7, the data stream 12 presents the letter “i”
to the recognition module 22. In response, each of the
feature cells 63, 64, and 66 may output a signal on their
output conductor 56, indicating the value stored in the
memory cell 58 connected to the conductor 72, which
represents the letter “i”. The detection cells 56 may then
each determine whether they have received a signal indi-
cating a match and whether they are active. Because the
feature cell 64 is configured to detect the letter “i” and is
active, as indicated by its memory cell 70, the detection cell
68 in the feature cell 64 may output a signal to the activation-
routing matrix 36 indicating that the next search term of its
search criterion has been matched.

[0060] Next, the activation-routing matrix 36 may activate
the feature cell 66, as illustrated by FIG. 8. Before evalu-
ating the next term, the feature cell 64 may be deactivated.
The feature cell 64 may be deactivated by its detection cell
68 resetting its memory cell 70 between detection cycles or
the activation-routing matrix 36 may deactivate the feature
cell 64, for example.

[0061] InFIG. 8, the data stream 12 presents the term “g”
to the row decoder 28, which selects the conductor 74
representing the term “g”. In response, each of the feature
cells 63, 64, and 66 may output a signal on their output
conductor 56, indicating the value stored in the memory cell
58 connected to the conductor 74, which represents the letter
“g”. The detection cells 56 may then each determine whether
they have received a signal indicating a match and whether
they are active. Because the feature cell 66 is configured to
detect the letter “g” and is active, as indicated by its memory
cell 70, the detection cell 68 in the feature cell 66 may output
a signal to the activation routing matrix 36 indicating that the
last search term of its search criterion has been matched.
[0062] The end of a search criterion or a portion of a
search criterion may be identified by the activation-routing
matrix 36 or the detection cell 68. These components 36 or
68 may include memory indicating whether their feature cell
63, 64, or 66 specifies the last search term of a search
criterion or a component of a search criterion. For example,
a search criterion may specify all sentences in which the
word “cattle” occurs twice, and the recognition module may
output a signal indicating each occurrence of “cattle” within
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a sentence to the aggregation module, which may count the
occurrences to determine whether the search criterion is
satisfied.

[0063] Feature cells 63, 64, or 66 may be activated under
several conditions. A feature cell 63, 64, or 66 may be
“always active”, meaning that it remains active during all or
substantially all of a search. An example of an always active
feature cell 63, 64, or 66 is the first feature cell of the search
criterion, e.g., feature cell 63.

[0064] A feature cell 63, 64, or 66 may be “active when
requested”’, meaning that the feature cell 63, 64, or 66 is
active when some condition precedent is matched, e.g.,
when the preceding search terms in a search criterion are
matched. An example is the feature cell 64, which is active
when requested by the feature cell 63 in FIGS. 6-8, and the
feature cell 66, which active when requested by the feature
cell 64.

[0065] A feature cell 63, 64, or 66 may be “self activated”,
meaning that once it is activated, it activates itself as long as
its search term is matched. For example, a self activated
feature cell having a search term that is matched by any
numerical digit may remain active through the sequence
“123456xy” until the letter “x” is reached. Fach time the
search term of the self activated feature cell is matched, it
may activate the next feature cell in the search criterion.
Thus, an always active feature cell may be formed from a
self activating feature cell and an active when requested
feature cell: the self activating feature cell may be pro-
grammed with all of its memory cells 58 storing a 1, and it
may repeatedly activate the active when requested feature
cell after each term. In some embodiments, each feature cell
63, 64, and 66 may include a memory cell in its detection
cell 68 or in the activation-routing matrix 36 that specifies
whether the feature cell is always active, thereby forming an
always active feature cell from a single feature cell.
[0066] FIG. 9 depicts an example of a recognition module
22 configured to search according to a first search criterion
75 and a second search criterion 76 in parallel. In this
example, the first search criterion 75 specifies the word
“big”, and the second search criterion 76 specifies the word
“cab”. A signal indicative of the current term from the data
stream 12 may be communicated to feature cells in each
search criterion 75 and 76 at generally the same time. Each
of the input conductors 37 spans both of the search criteria
75 and 76. As a result, in some embodiments, both of the
search criteria 75 and 76 may evaluate the current term
generally simultaneously. This is believed to speed the
evaluation of search criteria. Other embodiments may
include more feature cells configured to evaluate more
search criteria in parallel. For example, some embodiments
may include more than 100, 500, 1000, 5000, or 10,000
feature cells operating in parallel. These feature cells may
evaluate hundreds or thousands of search criteria generally
simultaneously.

[0067] Search criteria with different numbers of search
terms may be formed by allocating more or fewer feature
cells to the search criteria. Simple search criteria may
consume fewer resources in the form of feature cells than
complex search criteria. This is believed to reduce the cost
of the pattern-recognition processor 14 (FIG. 2) relative to
processors with a large number of generally identical cores,
all configured to evaluate complex search criteria.

[0068] FIGS. 10-12 depict both an example of a more
complex search criterion and features of the activation-



US 2019/0095497 Al

routing matrix 36. The activation-routing matrix 36 may
include a plurality of activation-routing cells 78, groups of
which may be associated with each of the feature cells 63,
64, 66, 80, 82, 84, and 86. For instance, each of the feature
cells may include 5, 10, 20, 50, or more activation-routing
cells 78. The activation-routing cells 78 may be configured
to transmit activation signals to the next search term in a
search criterion when a preceding search term is matched.
The activation-routing cells 78 may be configured to route
activation signals to adjacent feature cells or other activa-
tion-routing cells 78 within the same feature cell. The
activation-routing cells 78 may include memory that indi-
cates which feature cells correspond to the next search term
in a search criterion.

[0069] As illustrated by FIGS. 10-12, the recognition
module 22 may be configured to search according to com-
plex search criteria than criteria that specify single words.
For instance, the recognition module 22 may be configured
to search for words beginning with a prefix 88 and ending
with one of two suffixes 90 or 92. The illustrated search
criterion specifies words beginning with the letters “c” and
“1” in sequence and ending with either the sequence of
letters “ap” or the sequence of letters “oud”. This is an
example of a search criterion specifying multiple target
expressions, e.g., the word “clap” or the word “cloud”.
[0070] In FIG. 10, the data stream 12 presents the letter
“c” to the recognition module 22, and feature cell 63 is both
active and detects a match. In response, the activation-
routing matrix 36 may activate the next feature cell 64. The
activation-routing matrix 36 may also maintain the active
state of the feature cell 63, as the feature cell 63 is the first
search term in the search criterion.

[0071] In FIG. 11, the data stream 12 presents a letter “17,
and the feature cell 64 recognizes a match and is active. In
response, the activation-routing matrix 36 may transmit an
activation signal both to the first feature cell 66 of the first
suffix 90 and to the first feature cell 82 of the second suffix
92. In other examples, more suffixes may be activated, or
multiple prefixes may active one or more suffixes.

[0072] Next, as illustrated by FIG. 12, the data stream 12
presents the letter “0” to the recognition module 22, and the
feature cell 82 of the second suffix 92 detects a match and
is active. In response, the activation-routing matrix 36 may
activate the next feature cell 84 of the second suffix 92. The
search for the first suffix 90 may die out, as the feature cell
66 is allowed to go inactive. The steps illustrated by FIGS.
10-12 may continue through the letters “u” and “d”, or the
search may die out until the next time the prefix 88 is
matched.

[0073] Embodiments of the pattern recognition processor
14 may include any arrangement of feature cells 30 (also
referred to as state machine elements (SME’s)). In one
embodiment, as depicted in FIG. 13, the feature cells 30 may
be arranged into rows 94, wherein each row 94 may include
one or more feature cells 30. The rows 94 may be grouped
into blocks 96, wherein each block 96 includes one or more
rows 94. A pattern recognition processor 14 may include any
number of blocks 96 for implementing the pattern searching
described above.

[0074] As described above, groups of feature cells 30 may
form parallel finite state machines that specify a search
criterion or search criteria. Thus, each row 94, and block 96,
may be programmed and used to search a data stream
according to one or more search criteria. The pattern search
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described above may sequentially progress through one or
more blocks 96 as the data stream 12 is searched for the
search criteria. The evaluation of a term of the data stream
in each active block 96 is performed during a search cycle.
The search cycle may be a part of a broader cycle of the
pattern-recognition processor 14 referred to as a pattern
search cycle (also referred to as a character cycle). Each
pattern search cycle may include multiple internal clock
cycles of the pattern recognition processor 14. A pattern
search cycle may include, for example, one or more of the
following events: inputting a byte from the data stream 12,
decoding the byte and driving a corresponding input con-
ductor 37, reading the memory (e.g., memory cells 58) of the
processor 14, determining if a feature cell 30 is active and
if the data read indicates a match for a respective feature cell,
driving the output for the activation-routing matrix 36 for
the matching feature cells, and/or propagating signals from
the activation-routing matrix 36 to each feature cell 30. The
pattern search cycle may also include other events per-
formed during operation of the pattern recognition processor
14.

[0075] During the pattern search cycle, the blocks 96 may
be accessed during a memory access cycle that includes
some of the events of the pattern search cycle. For example,
the memory access cycle may include reading memory of
the processor 14 (such as to provide a feature cell 30 with
“match” indication), a memory read or write for the pur-
poses of testing programming, or verifying the memory of
the processor 14, and/or a memory refresh cycle. The
memory refresh cycle may refresh the feature cells 30 of a
block. In one embodiment, the memory access cycles of the
pattern-recognition processor 14 may be interleaved with
other events of the pattern search cycle.

[0076] In such embodiments, the pattern-recognition pro-
cessor 14 may access an “active” block of feature cells
during a given pattern search cycle when performing the
pattern search. An “active” block refers to a block that is
currently or will be searching the data stream according to
the search terms programmed into that block during a given
pattern search cycle. Thus, an “inactive” block refers to a
block that is not currently or will not be searching the data
stream during a given pattern search cycle.

[0077] During operation, the pattern-recognition proces-
sor 14 accesses a feature cell 30 or group of feature cells 30
of an active block during each memory access cycle. In one
embodiment, to reduce the power consumption incurred by
accessing “inactive” blocks during each memory access
cycle, each block 96 may be coupled to a power control
circuit 98. The power control circuits 98 may be a part of the
logic of (or separate logic from) each block 96. The power
control circuits 98 may control activation (setting a block to
“active”) and deactivation (setting a block to “inactive”) of
each block 96 before, after, or during a pattern search. The
power control circuits 98 may also control “permanent”
deactivation of each of the blocks 96, wherein permanent
deactivation refers to complete disabling of a block 96 so
that the block is inactive and not refreshed during a refresh
cycle.

[0078] In some embodiments, a power control circuit 98
may include the following capabilities: the ability to activate
or deactivate (permanently or temporarily) a block based on
an identity of the data stream being searched; the ability to
automatically activate a block before the pattern search
progresses to that block (e.g., when the pattern search will
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access that block on a subsequent pattern search cycle); the
ability to automatically deactivate a block when the pattern
search is no longer active in that block (e.g., when a block
will not be used on any subsequent pattern search cycle); and
the ability to completely disable a block if the block will not
be used for any of the finite state machines programmed into
the pattern-recognition processor 14.

[0079] FIGS. 14A and 14B depict operation of blocks
96A-D of the pattern-recognition processor 14 using the
power control capabilities of the power control circuits
98A-98D in accordance with an embodiment of the present
invention. Again, as shown in FIGS. 14A and 14B, each
block 96A-D is coupled to a respective power control circuit
98A-D that may selectively activate or deactivate (tempo-
rarily or permanently) a block. As shown in FIG. 14A,
during a pattern search, each block 96 may have a different
state. The first block 96A may be disabled, such that this
block is not used or even refreshed during operation of the
pattern-recognition processor 14. For example, any “extra”
blocks, either from manufacturing yield “sparing” or from
blocks unused by the current search criteria, may not be
programmed as state machines of the processor 14. As a
result, such blocks, e.g., block 96 A, may be disabled by the
corresponding power control circuit 98A. After disabling,
the block 96A is disabled and is not refreshed during the
refresh of the memory access cycle.

[0080] As mentioned above, the power control circuits 98
may also include the ability to activate or deactivate a block
based on the identity of the data stream being searched (e.g.,
HTTP, FTP, SMTP, DNS, etc.). During the pattern search
depicted in FIG. 14A, a second block 96B may be deacti-
vated based on the identity of the data stream being
searched. In this example, programmed state machines of
each block may be programmed for pattern searching a
particular type of protocol, language, or other identifier of
data. Such identified data may include, but is not limited to,
data transfer protocols (e.g., HTTP, FTP, SMTP, DNS, etc.),
natural languages, genetic identifiers, etc. For example, in
one embodiment directed to internet security, the state
machines of block 96B may be programmed for searching
patterns in FTP data. The state machines 96C and 96D may
be programmed for searching patterns in HITP data. Once
an incoming packet’s protocol is identified (such as based on
the packet header), only those state machines programmed
for searching HT TP data may be used. Thus, block 96B may
be deactivated, during the time the HTTP packet is being
processed, by the power control circuit 98B. Block 96B may
be deactivated such that it is not used in the pattern search
cycles. However, block 96B is not permanently disabled and
will still be refreshed and available for use in other pattern
searches, such when the data stream is identified as FTP
data. If the type of a data stream changes, then block 96B
may be activated by the corresponding power control circuit
98B. As described further below, blocks may be grouped
into different “partitions” based on the identity of data
stream 12. A partition refers to a group of blocks pro-
grammed for searching a particular type of data. For
example, block 96B may be grouped, with other blocks, to
a partition for searching FTP data. Similarly, blocks 96C and
96D may be grouped, along with other blocks, to a partition
for searching HTTP data. The partition grouping enables
groups of blocks to activated or deactivated based on the
identity of the data stream 12.
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[0081] In addition, the power control circuits discussed
above may also activate a deactivated block before the
pattern search progresses to that block and deactivates a
block when the pattern search is no longer active in that
block. Blocks 96C and 96D of FIGS. 14A and 14B depict
activation and deactivation based on a pattern search pro-
gressing from block 96C to block 96D. FIG. 14A shows a
pattern search in progress in block 96C, such as during a first
pattern search cycle. The pattern search may be evaluating
the terms in the data stream according to the search criteria
programmed into the state machines (groups of feature cells
30) of block 96C. Block 96C is “active” as it is currently in
use during the pattern search. As shown in FIG. 14A, block
96D may be deactivated such that block 96D is not accessed
during a memory access cycle, reducing power consumption
of the processor 14. If no “starting” term (e.g., the start of a
pattern) is programmed in block 96D, block 96D may be
deactivated until the pattern search sequence progresses to
block 96D.

[0082] FIG. 14B depicts a subsequent pattern search cycle
of the pattern-recognition processor 14, as the pattern search
progresses from block 96C to block 96D. The pattern search
may “cross over” from block 96C to block 96D as the data
stream is searched for a pattern. The “cross-over” refers to
the progression from a first block to a second block during
the sequential progression of a pattern search. The pattern
search is no longer active in block 96C and is now active in
block 96D. When block 96C is detected as inactive, the
power control circuit 96C may deactivate block 96C until
another pattern search progresses to block 96C. The power
control circuit 96D may activate block 96D before the
pattern search progresses to block 96D. Thus, block 96D is
activated on a predictive, “as-needed” basis. As described
further below, the power control circuit 98D and/or block
96D may detect when the pattern search is about to reach
block 96D and activate block 96D before the next pattern
search cycle. Thus, as the pattern search sequence continues
through each block of feature cells, inactive blocks may be
deactivated and prospective blocks may be activated as they
are needed.

[0083] Additionally, other embodiments may include spe-
cial search criteria that affect the activation or deactivation
of'a block before, during, or after a pattern search progresses
through that block. Such special search criteria may include
regular expression (RegEx) operators, such as the asterisk
(*), the question mark (?) and/or the plus sign (+). For
example, the asterisk (“*”) operator that specifies matching
everything and anything until the end of a the terms of a data
stream may be implemented by an activation command that
specifies that a block, once activated, is always active until
the end of the terms of the data stream. Any special search
criteria may be implemented into the power control tech-
niques discussed above by specifying an activation or deac-
tivation scheme suitable for those special search criteria.

[0084] Each block of the pattern-recognition processor 14
may include signals and/or configuration bits to provide for
the power control techniques described above. For example,
in addition to the power control circuits, each block may
include logic to generate a signal that indicate a row contains
“active” feature cells and/or a signal(s) that indicate that the
block contains a feature cell that is next in the pattern search
sequence. Additionally, a block may include logic config-
ured to transmit or receive various control and configuration
signals. These control and configuration signals may
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include: an indication that the block is used for the current
data stream (block active/inactive); an indication of a start-
ing term; a once activated/always activated signal, such as
for the special search criteria discussed above; a refresh
signal; and a block flow enable signal.

[0085]
described above may indicate whether or not a particular
block is disabled (e.g., if the block will ever be used),
indicate whether or not a block is part of a group to be
currently used, indicate whether or not a block contains
feature cells of the “start” of a pattern, and activate blocks
as needed during the pattern search sequence. In some
embodiments, to implement the block wakeup scheme the

The selective activation and deactivation scheme

blocks 96 may include configuration bits or other data
indicators to indicate the status of a block. These bits may be
modified by the various control signals discussed herein. For
example, a block 96 may include one or more configuration
bits to indicate if the block is disabled. As mentioned above,
in some embodiments, the blocks 96 may be grouped into
partitions such that each partition includes blocks to be used
for a particular type of data stream. In such an embodiment,
each block may include one or configuration bits to indicate
the partition to which the respective block belongs. Addi-
tionally, each block 96 may include one or more configu-
ration bits that indicate if the block includes feature cells 30
that include the “start” (e.g., beginning) of a pattern. Such
blocks may always be active during a given pattern search
sequence using that partition. Additionally, in such an
embodiment, all the other blocks in a partition may be
selectively activated and deactivated as described above.

[0086] FIG. 15 depicts a logic schematic of a power
control circuit 98 in accordance with an embodiment of the
present invention. The power control circuit 98 may deter-
mine when a block should be active, when a block, once
active, should temporarily be deactivated, and when a block
should be permanently deactivated (i.e., disabled, such that
it does not respond to refresh cycle requests).

[0087] The power control circuit 98 may include a “Block
Still Active Sense” component 100, AND gates 102, OR
gate 104, a re-triggerable deactivation timer 106, and an OR
gate 108 that outputs a “Block_Active” signal. The power
control circuit 98 may receive a “Block_Activate” signal
from a block wakeup scheme 110. The block wakeup
scheme may, for example, indicate whether or not a particu-
lar block is disabled (e.g., if the block will every be used),
indicate whether or not a block is part of a group to be
currently used, indicate whether or not a block contains
feature cells of the “start” of a pattern, and activate blocks
as needed during the pattern search sequence. The Block
Still Active Sense component 100 may receive and/or detect
signals from a block that indicate if the block is still active
(according to the resolution provided by such detection). For
example, the Block Still Active Sense component may
receive or detect an active feature cell 30, row 94, or other
activity in the block 96 and output, for example, a Row_
Active signal that indicates a row of a block is still active.

[0088] In one embodiment, the power control circuit may
be controlled and configured by five signals, as described
below in Table 1:
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Signal Name Function

Provides notification that the
following memory cycle is to be a
refresh cycle

Activates or Deactivates the block
for every cycle

At least one start of a starting
search term is contained in the
block

The block contains search terms
that are part of the FSM pertinent
to this data stream
Indefinite_ State. Machine_ Element The block contains search terms
(Indefinite_ SME) that are “once activated,

always active”

Refresh  Cycle

Block_ On/Off

Start_ State. Machine_ Element
(Start__SME)

Flow__Enable

[0089] The states of the Block_On/Off signal, the Start_
SME signal, and the Indefinite_ SME signal may be deter-
mined via a software compiler operating the pattern-recog-
nition processor 14 and generated via other logic
components of the pattern-recognition processor 14. For
example, the Block_On/Off, the Start_SME signal, and the
Indefinite_ SME signal may be generated from a program-
ming and control logic 112. The software complier may
specify the power configuration, based on the placement and
routing of the different finite state machines programmed
into the pattern-recognition processor. These signals may be
set as part of the search criteria programmed into the
processor 14 and may not change during operation.

[0090] The Block On/Off may be used to activate or
deactivate a block during the progression of the pattern
search, as described above. The Flow_Enable signal may
also be determined by the compiler and may change during
operation of the processor 14, depending on the finite state
machines processing data. The software compiler may deter-
mine which finite state machines are needed (and, thus, what
blocks are needed) and set the Flow_Enable signal to
activate or deactivate a block for a data stream. The Flow_
Enable signal may be generated from a flow management
logic 114 that can interpret an identifier of a data stream and
provide the appropriate Flow_Enable signal. For example,
as discussed above, some blocks of finite state machines
may be programmed for use with a particular protocol or
language, such that other blocks not programmed for that
purpose may be deactivated.

[0091] The Refresh_Cycle signal may be generated by a
refresh management logic 116 that refreshes the feature cells
30 during operation of the pattern-recognition processor 14.
The assertion of the Refresh_Cycle signal may be set
independently of the pattern search or other operations of the
pattern-recognition processor 14. If a block is never used
during operation of the pattern-recognition processor 14,
such as block 96A discussed above in FIGS. 14A and 14B,
the Refresh_Cycle signal may be disabled for that block,
thus disabling any refresh cycles of that block during the
memory access cycle and eliminating the power consump-
tion for that refresh operation.

[0092] The Refresh_Cycle, the Block_On/Off signal, the
Start_ SME signal, and the Flow_Enable signal may be
passed through AND gates 102 or other logic components.
For example, the Refresh-Cycle signal and the Block_On/
Off signal may be provided to a first AND gate 102A that
outputs a Refresh_Access signal to OR gate 108, indicating
that a block will be refreshed. The Block_On/Off signal and
the Start. SME signal may be provided to a second AND



US 2019/0095497 Al

gate 102B that outputs a “Force_Block_Enable” Signal to
OR gate 108, indicating that a block includes a starting
search term and should be active. The Block_Activate signal
and the Flow Enable signal may be provided to a third AND
gate 102B that outputs a Conditional_Block Enable_Start
signal to the re-triggerable deactivation timer 106.

[0093] Additionally, the Block_Activate signal from the
wakeup scheme 110, the Indefinite_ SME signal from the
programming and control logic 114, and the Row_Active
signal from the Block Still Active Sense component 112 may
be provided to the second OR gate 104 that outputs an
Activity_Re-Trigger signal to the re-triggerable deactivation
timer 106.

[0094] The re-triggerable deactivation timer 106 enables
the power control circuit 98 to account for time delays in the
architecture of the pattern-recognition processor 14 before
deactivating a block. The re-triggerable deactivation timer
106 may receive the conditional_block_enable_start signal
and Activity_Re-Trigger signal and provide a delay based on
those signals. The re-triggerable deactivation timer 106 may
output a Time_Block_Enable signal to OR gate 108.
[0095] The re-triggerable deactivation timer 106 may pre-
vent deactivation of a block for a specified duration. The
duration may be determined in units of time or cycles. For
any given architecture of the power-recognition processor
14, the detection of the active/inactive status of the feature
cells of a block may be limited to the cycle resolution
provided by that architecture. For example, in an embodi-
ment having the ability to detect active feature cells of a
block at a resolution of four pattern search cycles, the
re-triggerable deactivation timer 106 may allow deactivation
of that block only after four pattern search cycles have
occurred since the last “active” status was detected.

[0096] Each time a block is accessed during a pattern
search, the re-triggerable deactivation timer 106 may reset to
allow completion of the pattern search in the block. In the
example discussed above, after the block is active again, the
re-triggerable deactivation timer 106 resets so that another
delay of four pattern search cycles is provided before the
block can be deactivated. In some embodiments, the re-
triggerable deactivation timer 106 may also be configured to
account for delays that occur in the generation of the signals
used to determine if a block should remain active. For
example, the Row_Active signal may be relatively slow to
generate and propagate such that the re-triggerable deacti-
vation timer 106 may be configured to add a delay to
compensate. In this manner, any resolution of detection of
the status of a block may be accounted for by introducing the
desired time delay and reset into the re-triggerable deacti-
vation timer 106.

[0097] Further, it should be appreciated that the re-trig-
gerable deactivation timer 106 may be configured, to ensure
that a block is active when needed during a pattern search,
as opposed to enabling premature deactivation of the block
which could impair operation of the pattern-recognition
processor 14. In contrast, the activation time of a block may
be sufficient to ensure that the block is active in time for the
next pattern search cycle. In one embodiment, the pattern-
recognition processor 14 may include signals that enable a
pattern search to cross-over from a first block to another
block of feature cells, as illustrated above in FIG. 14B.
[0098] Based on the received signals, the re-triggerable
deactivation timer 106 outputs a Timer_Block_Enable sig-
nal to OR gate 108. Thus, as shown in FIG. 15, the
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re-triggerable deactivation timer 106 may trigger or “re-
trigger” based on signals received from the flow manage-
ment logic, the wakeup logic, the programming and con-
figuration logic, and the Block Still Active Sense
component.

[0099] The output of the power control circuit is a Block_
Active signal that activates or deactivates a block based on
the Refresh_Access signal, the Force Block_ FEnable BX
signal, or the Timer_Block_Enable signal. Thus, based on
the various control signals, the Block_Active signal may
activate or deactivate a block based on if the block is to be
refreshed, is enabled for a data stream, is active or inactive
for a data stream, is part of a “once activated, always active”
search criteria, etc.

[0100] As discussed above, a block controlled by the
power control circuit 98 should be activated in time for the
next pattern search as the pattern search sequence progresses
to (crosses-over) that block of feature cells. In some embodi-
ments having a “non-pipelined architecture,” the activation
of a block may rely on the same cross-over signal that
indicates when a pattern search crosses over to the next
block. However, in other embodiments, such as a “pipe-
lined” architecture of the pattern-recognition processor 14,
the events of a pattern search cycle are interleaved with the
memory access cycles. In such an embodiment, the next
memory access cycle begins before the completion of the
current pattern search in a block. In these embodiments, a
predicative activation scheme may be used to ensure the
next block of a pattern search sequence is activated in time
for the next pattern search and the cross-over to that block.
[0101] FIG. 16 is a diagram of a predictive activation
scheme for a pattern-recognition processor 14 in accordance
with an embodiment of the present invention. The predica-
tive activation scheme may generate an “early activate”
signal that is sent to the next block of a pattern search
sequence whenever the pattern search in the current block
progresses to a specific state.

[0102] FIG. 16 depicts a pattern search between a first
block 118A and a second block 118B. As shown in FIG. 18,
the first block 118A may include programmed state
machines (groups of feature cells) of block 118 A configured
to search a data stream according to search criteria. During
a first pattern search cycle, for example, block 118A may be
active and block 118B may be inactive. As the pattern search
progresses through the block 118A, the state of the block
may change from state A, to state B, and to state C as
different search terms or criteria (e.g., characters) are
matched in the block 118A. At the completion of processing
in block 118A (as indicated by state C), a “cross-over” signal
may be generated by a signal generation logic 120 and
provided from block 118A to block 118B, to indicate that the
pattern search will be crossing-over to block 118B for the
next pattern search cycle.

[0103] During processing in block 118A, an “activate next
block” signal may be generated, by a second signal genera-
tion logic 122, and provided from block 118 A to block 118A,
based on another state of block 118A. For example, as
shown in FIG. 16, the activate_next_block signal may be
generated, when block 118B progresses to state B during the
pattern search. Thus, the activate_next_block signal is gen-
erated at an earlier state than the cross-over signal. The
activate_next_block signal from block 118A may be
received by a block activation logic 124 of block 118B. The
block activation logic 122 may activate block 118B in



US 2019/0095497 Al

response to the received activate_next_block signal. Block
118B may then be ready to respond when the pattern search
crosses-over to block 118B (e.g., when block 118B receives
the cross-over signal provided from block 118A). The signal
generation logic 120 and the signal generation logic 122, to
generate both signals, may be identical logic programmed to
respond at different states of block 118A.
[0104] The activate_next_block signal may be generated
at any state of block 118A, to ensure that the block 118B is
activated in time for the cross-over of the pattern search. For
example, the activate_next_block signal may be generated at
state A or any earlier state of block 118A, depending on the
architecture of the pattern-recognition processor 14. It
should be appreciated that activating block 118B earlier than
needed may slightly increase power consumption, but does
not affect the pattern search sequence. After receiving the
activate_next_block signal, the receiving block 118B may
start responding to all memory cycles. However, even
though the memory accesses are executed on each memory
cycle, the pattern search using block 118B may not be
performed on the next pattern search cycle until the cross-
over signal is received.
[0105] FIG. 17 depicts a logic diagram for processing the
Activate_Next_Block signals at a block, in accordance with
an embodiment of the present invention. A block may be
coupled to a bus 124 that transmits and receives signals over
block index lines (BX) and block connect index lines
(BCX). In one embodiment, one input may be designated for
activating the block, and another input may be dedicated to
indicating the pattern sequence (e.g., the cross-over from a
one block to another block during progression of the pattern
search sequence). The BX signals may be provided to a
plurality of AND gates 126. Block enable activation signals
may also be provided to each AND gate 126 with the
corresponding BX signal. The outputs of the AND gates 126
may be provided to an OR gate 128 that outputs a “block_
activate” signal for activating a block.
[0106] In this manner, the AND gates 126 may “mask”
those input signals that are not used to activate the block and
only enable the proper activate signals to activate the block
that receives the Block_Activate signal output from the OR
gate 128. As shown in FIG. 17, there may be multiple paths
(e.g., multiple signals) that could activate a block.
[0107] It should be appreciated that the logic described
above may have slightly different configurations based on
characteristics of the pattern-recognition processor 14, such
as number of feature cells in a block, number of feature cells
in a row, the granularity of the ability to detect active blocks,
etc.

What is claimed is:

1. A system, comprising:

a pattern recognition processor comprising:

a plurality of blocks, wherein each block of the plural-
ity of blocks comprises a plurality of programmable
elements, wherein each programmable element of
the plurality of programmable elements comprises a
plurality of memory cells to analyze data; and

a power control circuit coupled to a second block of the
plurality of blocks, wherein the power control circuit
is configured to activate the second block before
analysis of the data progresses from a first block of
the plurality of blocks to the second block.

2. The system of claim 1, wherein the pattern recognition
processor comprises a second power control circuit coupled
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to the first block, wherein the second power control circuit
is configured to deactivate the first block after analysis of the
data progresses to the second block.

3. The system of claim 1, wherein the pattern recognition
processor comprises a second power control circuit config-
ured to deactivate a third block of the plurality of blocks
based on an identification of a type of data stream of the
data.

4. The system of claim 1, wherein one or more blocks of
the plurality of blocks comprises a plurality of rows, wherein
each row of the plurality of rows comprises at least one
programmable element of the plurality of programmable
elements.

5. The system of claim 1, wherein the pattern recognition
processor comprises a second power control circuit config-
ured to disable a third block of the plurality of blocks if the
third block does not comprise any programmed program-
mable elements.

6. The system of claim 1, wherein the first block is
configured to provide a signal to the second block to cause
activation of the second block by the power control circuit.

7. The system of claim 6, wherein the first signal is based
on a state of the first block.

8. The system of claim 1, wherein the power control
circuit configured to deactivate the second block when
analysis of the data is no longer active in the second block.

9. The system of claim 1, comprising a host processor
coupled to the pattern recognition processor and configured
to initiate the search.

10. A system, comprising;

a pattern recognition processor, comprising:

a plurality of blocks, wherein each block of the plural-
ity of blocks comprises a plurality of programmable
elements, wherein each programmable element of
the plurality of programmable elements comprises a
plurality of memory cells usable in an analysis of
data; and

a power control circuit coupled to a first block of the
plurality of blocks, wherein the power control circuit
is configured to activate the first block to analyze the
data when the data is identified as comprising a first
type of data.

11. The system of claim 10, wherein the pattern recogni-
tion processor is configured to receive the data and identify
whether the data comprises the first type of data.

12. The system of claim 11, wherein the first type of data
comprises a particular type of protocol, language, or com-
prises a first identifier.

13. The system of claim 11, wherein the first type of data
comprises genetic data.

14. The system of claim 10, wherein the pattern recog-
nition processor comprises a second power control circuit
coupled to a second block of the plurality of blocks, wherein
the second power control circuit is configured to deactivate
the second block when the data is identified as comprising
the first type of data.

15. The system of claim 14, wherein the second block is
configured to be refreshed while deactivated.

16. The system of claim 15, wherein the second power
control circuit is configured to activate the second block to
analyze second data when the second data is identified as
comprising a second type of data.

17. The system of claim 16, wherein the plurality of
blocks comprises a first partition of blocks comprising the
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first block and at least one additional block, wherein the at
least one additional block is configured to be activated by a
respective power control circuit coupled thereto to analyze
the data when the data is identified as comprising a first type
of data, wherein the plurality of blocks comprises a second
partition of blocks comprising the second block and at least
one second additional block, wherein the least one second
additional block is configured to be activated by a second
respective power control circuit coupled thereto to analyze
the second data when the second data is identified as
comprising the second type of data.

18. A system, comprising;

a pattern recognition processor, comprising:

a plurality of blocks, wherein each block of the plural-
ity of blocks comprises a plurality of programmable
elements, wherein each programmable element of
the plurality of programmable elements comprises a
plurality of memory cells to analyze data; and
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a power control circuit coupled to a first block of the
plurality of blocks, wherein the power control circuit
is configured to deactivate the first block to prevent
the first block from analyzing the data based upon a
search criteria of the pattern recognition processor.

19. The system of claim 18, comprising a second power
control circuit coupled to a second block of the plurality of
blocks, wherein the second power control circuit is config-
ured to activate the second block to analyze the data when
the data is identified as comprising a first type of data.

20. The system of claim 19, comprising a third power
control circuit coupled to a third block of the plurality of
blocks, wherein the third power control circuit is configured
to deactivate the third block when the data is identified as
comprising the first type of data.
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