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sensor , where the model is represented by a set of param 
eters , obtaining a first subset of parameters values from the 
set of parameters in the model and obtaining a second subset 
of parameters value from the set of parameters in the model 
by performing a maximum likelihood estimation method 
based on the model , the white image and the first subset of 
parameters values , and where a union of the first and the 
second subsets of parameters corresponds to the set of 
parameters . 
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METHOD AND AN ELECTRONIC DEVICE 
FOR CALIBRATING A PLENOPTIC 

CAMERA 

REFERENCE TO RELATED EUROPEAN 
APPLICATION 

[ 0001 ] This application claims priority from European 
Patent Application No . 16306276 . 3 , entitled “ A METHOD 
AND AN ELECTRONIC DEVICE FOR CALIBRATING A 
PLENOPTIC CAMERA ” , filed on Sep . 30 , 2016 , the con 
tents of which are hereby incorporated by reference in its 
entirety . 

TECHNICAL FIELD 
[ 0002 ] The disclosure relates to a technique for calibrating 
and configuring a plenoptic camera . 

to estimate intrinsic and extrinsic parameters and corrects 
for radial lateral as well as radial depth distortion . 
[ 0008 ] A second model is described in the article entitled 
“ Unconstrained Two - parallel - plane Model for Focused Ple 
noptic Cameras Calibration ” by Chunping Zhang et al . , that 
uses 7 parameters to describe a 4D light field acquired by a 
plenoptic camera . 
[ 0009 ] A third model is described in the article entitled 
" Metric Calibration of a focused plenoptic camera based on 
3D calibration target " by N . Zeller et al . , that considers 
lateral distortion of the intensity image as well as virtual 
depth distortion . 
[ 0010 ] A fourth model is described in the article entitled 
“ A Light Transport Framework for Lenslet Light Field 
Cameras ” by Chia - Kai Liang and Ravi Ramamoorthi , that 
considers the full space - angle sensitivity profile of the 
photosensor within a plenoptic camera . 
[ 0011 ) Once a model is defined according to one of the 
previous mentioned article , a calibration process is usually 
performed . In some cases , such calibration process com 
prises the solving of a non - linear optimization process with 
regards to a cost function . However , when the number of 
parameters in the model is important ( for example , up to 21 
parameters are described in the model described in the 
article “ decoding , calibrating and rectification for lenslet 
based plenoptic cameras ” , by D . G . Dansereau et al . ) , the 
calibration process is complex from a computational point of 
view . In order to reduce the complexity of such calibration 
process , it was proposed in the article entitled “ Geometric 
calibration of micro - lens based light field cameras using line 
features " by Y . Bok et al . , to use a linear method for 
computing a first estimation of the parameters of the model , 
and then to refine the obtained results via a non - linear 
optimization process . However , this approach is still com 
plex from a computational point of view . 
[ 0012 ] Hence , there is a need for providing another model 
that can be both relevant in term of physical description of 
the projection process within a plenoptic camera , and for 
which the intrinsic parameters can be easily determined , 
from a computational point of view , via a calibration pro 
cess . 

BACKGROUND 
[ 0003 ] This section is intended to introduce the reader to 
various aspects of art , which may be related to various 
aspects of the present invention that are described and / or 
claimed below . This discussion is believed to be helpful in 
providing the reader with background information to facili 
tate a better understanding of the various aspects of the 
present invention . Accordingly , it should be understood that 
these statements are to be read in this light , and not as 
admissions of prior art . 
10004 ] Plenoptic cameras are a category of cameras that 
belongs to the family of light field acquisition device . A 
particular feature of this category of cameras is to use a 
lenslet array that is placed between a main lens and a 
photosensor . The architecture of a plenoptic camera is 
described in several documents such as the document 
WO2016046136 , or in document US2013265485 , or in 
document WO2014039327 , or in the article entitled “ The 
Focused Plenoptic Camera " by Andrew Lumsdaine and 
Todor Georgiev . Once a 4D light field data is acquired by a 
plenoptic camera , it is possible to perform refocusing and / or 
change of viewpoints aposteriori , without an excessive 
amount of processing operations . Hence , that kind of 
devices seem to be more and more used in the future . 
[ 0005 ] . Thus , plenoptic camera calibration is a hectic 
research topic due to the widespread use of plenoptic 
cameras on the markets . Usually , in a calibration process , 
two kind of parameters can be estimated / determined : the 
extrinsic camera parameters and the intrinsic camera param 
eters . The extrinsic camera parameters relate to position and 
rotation of the model points in relation to a plenoptic 
camera , whereas the intrinsic camera parameters define / 
parametrize the projection of light rays through the plenoptic 
camera onto a photosensor comprised in the plenoptic 
camera . 
[ 0006 ] In the state of the art , in order to determine intrinsic 
parameters , it is necessary to define a model that depicts the 
projection process onto the photosensor of a plenoptic 
camera . Usually , the definition of a model induces a number 
of intrinsic parameters to be determined , and the more 
accurate and complex a model is , the more intrinsic param 
eters it defines and uses . 
[ 0007 ] A first model is described in the article entitled “ On 
the Calibration of Focused Plenoptic Cameras ” by Ole . 
Johannsen et al . where it is proposed to minimize an energy 
model based upon the thin lens equation . The model allows 

SUMMARY OF THE DISCLOSURE 
[ 0013 ] References in the specification to “ one embodi 
ment ” , “ an embodiment " , " an example embodiment ” , indi 
cate that the embodiment described may include a particular 
feature , structure , or characteristic , but every embodiment 
may not necessarily include the particular feature , structure , 
or characteristic . Moreover , such phrases are not necessarily 
referring to the same embodiment . Further , when a particular 
feature , structure , or characteristic is described in connection 
with an embodiment , it is submitted that it is within the 
knowledge of one skilled in the art to affect such feature , 
structure , or characteristic in connection with other embodi 
ments whether or not explicitly described . 
[ 0014 ] The present disclosure is directed to a method for 
calibrating a plenoptic camera , said plenoptic camera com 
prising a lenslet array placed between a main lens and a 
photosensor , said lenslet array comprising a plurality of 
lenslets . The method is remarkable in that it comprises : 
[ 0015 ] obtaining a white image W and a model that 
describes light scene occlusion induced by the main lens and 
each lenslet , for a given pixel of said photosensor , wherein 
said model is represented by a set of parameters ; 
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[ 0016 ] obtaining a first subset of parameters values from 
said set of parameters in said model ; 
[ 0017 ] obtaining a second subset of parameters value from 
said set of parameters in said model by performing a 
maximum likelihood estimation method based on said 
model , said white image and said first subset of parameters 
values , and wherein a union of said first and said second 
subsets of parameters corresponds to said set of parameters . 
[ 0018 ] Hence , the proposed technique increases the accu 
racy and efficiency of a calibration method by estimating 
some parameters first and then optimizing the other param 
eters based on an image formation model . For reminders , a 
white image is captured from a uniform scene . Hence 
usually , pixel intensities are all close to 1 , and gradually fade 
away from the image center symmetrically due to the 
vignetting effect . Indeed , pixel intensities in a white image 
are almost uniform except the gradual fade - away caused by 
vignetting . If the white image is normalized , then pixel 
intensities are close to or equal to 1 . 
[ 0019 ] Hence , such technique can be used to calibrate ( in 
an efficient way ) parameters of a plenoptic camera defined 
by a model ( as one of those previously mentioned ) . 
[ 0020 ] In a preferred embodiment , the method is remark 
able in that , for said given pixel , said model specifies that it 
records a light intensity I ( Xp ; yp ) according the following 
equation : 

along a single ray , whereas each pixel integrates light from 
a volume , which is considered in the proposed model . 
[ 0023 ] Moreover , the proposed model uses few param 
eters compared to the ones from the prior art . 
[ 0024 ] In a preferred embodiment , the method is remark 
able in that said first subset of parameters value comprises 
0x = { F , d , p } and 0 . = { c " , c , , " , { r ' , cx } = 1 \ } , where param 
eter F corresponds to the main lens F - number , parameter 
( cx " , c , ' ) corresponds to the coordinates of the main lens 
optical center , and said second subset of parameters values 
comprises , = { f , f , g } , where parameter f corresponds to a 
main lens focal length , and parameter a corresponds to an 
angular exponent that is a parameter defining the function p . 
[ 0025 ] In a preferred embodiment , the method is remark 
able in that parameters values comprised in 0 are known 
camera metadata . 
[ 0026 ] In a preferred embodiment , the method is remark 
able in that parameters values comprised in 0 , are obtained 
from calibration techniques . 
[ 0027 ] . In a preferred embodiment , the method is remark 
able in that functions Bm ( : , • , · , · ) and B , ( , ) are defined 
according to the following equations : 

Bm ( x , y , ji , v ) = 

{ - 5168 , ) , ( x - bro - c : ) = 4 ] + [ v - - c ) - - * * 
10 , otherwise 

Ux = - Jy = - Ju = - - Jy = and Xp , y ) = LLS L L \ x + 24 , + 2v ) Bm ( x , y , k , v ) 
( cas no se pued - She is to BIEN SE | 52 ( x , y ) , ( x – cj + ( y = ch ? $ C ) ? 

otherwise 
plfi ' x + fi , fi ' y + v ) dvdudydx , 

where s? ( x , y ) and sz ( x , y ) are function that describe the effect 
on the luminance of incoming light rays due to respectively 
the main lens and the lenslet , and where parameter D 
corresponds to a main lens aperture size , and where param 
eter ( cz " , c , " ) corresponds to the coordinates of the main 
lens optical center , where parameter f corresponds to a main 
lens focal length , and where u and v have the special forms 
of 

x = the poet and value 

where function L ( . . . ) is a source light field , and functions 
Bm ( : , • , • , · ) and B , ( . . . ) are circular functions for modeling 
respectively occlusion of the main lens and the l - th lenslet , 
and function rect ( : , • ) is a 2D rectangular function , and 
function p ( : ' ) is an 2D function that describes the angular 
profile of the sensor , and where coordinates ( x , y , u , v ) are 
coordinates induced by a two plane parametrization , a first 
plane being positioned at the photosensor level , and a second 
plane being positioned at the lenslet array level , and where 
parameter ( ca ' , c , ' ) corresponds to the coordinates of the 
lenslet l ' s optical center , parameter f , corresponds to lenslet 
focal length , and where p corresponds to the photosensor 
pitch size , and where parameter 2 is a depth parameter , and 
parameter d corresponds to a lenslet aperture size . 
[ 0021 ] More precisely , the parameter à can also be defined 
as the distance between a source surface and the lenslet 
array , where a source surface should be in a 3D scene . 
However , for the sake of mathematical modeling , we assume 
a virtual plane in front of the lenslet array and after the main 
lens , which gives the source light rays . 
10022 ] It should be noted that such model is better from 
the previous ones in the sense it models the image formation 
in a lenslet - based plenoptic camera more accurately with 
fewer parameters . For example , the technique described in 
the previously mentioned article " decoding , calibrating and 
rectification for lenslet - based plenoptic cameras ” , by D . G . 
Dansereau et al . , approximates each pixel as integrating 

[ 0028 ] In a preferred embodiment , the method is remark 
able in that the performing of the maximum likelihood 
estimation method based on said model is done according to 
some constrains on said parameters of said second subset of 
parameters . 
[ 0029 ] According to an exemplary implementation , the 
different steps of the method are implemented by a computer 
software program or programs , this software program com 
prising software instructions designed to be executed by a 
data processor of a relay module according to the disclosure 
and being designed to control the execution of the different 
steps of this method . 
[ 0030 ] Consequently , an aspect of the disclosure also 
concerns a program liable to be executed by a computer or 
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lenslet , for a given pixel of said photosensor , wherein said 
model is represented by a set of parameters ; 
[ 0041 ] obtain a first subset of parameters values from said 
set of parameters in said model ; 
[ 0042 ] obtain a second subset of parameters value from 
said set of parameters in said model by performing a 
maximum likelihood estimation based on said model , said 
white image and said first subset of parameters values , and 
wherein a union of said first and said second subsets of 
parameters corresponds to said set of parameters . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0043 ] The above and other aspects of the invention will 
become more apparent by the following detailed description 
of exemplary embodiments thereof with reference to the 
attached drawings in which : 
[ 0044 ] FIG . 1 presents a flowchart of a calibration method 
of a plenoptic camera according to one embodiment of the 
disclosure ; 
0045 ] FIG . 2 presents a flowchart of a method executed 
by a processor of an electronic device for calibrating a 
plenoptic camera , according to one embodiment of the 
disclosure ; 
[ 0046 ] FIG . 3 presents an example of device that can be 
used to perform a method disclosed in the present document . 

DETAILED DESCRIPTION 

by a data processor , this program comprising instructions to 
command the execution of the steps of a method as men 
tioned here above . 
[ 0031 ] This program can use any programming language 
whatsoever and be in the form of a source code , object code 
or code that is intermediate between source code and object 
code , such as in a partially compiled form or in any other 
desirable form . 
[ 0032 ] The disclosure also concerns an information 
medium readable by a data processor and comprising 
instructions of a program as mentioned here above . 
[ 0033 ] The information medium can be any entity or 
device capable of storing the program . For example , the 
medium can comprise a storage means such as a ROM 
( which stands for “ Read Only Memory ” ) , for example a 
CD - ROM ( which stands for " Compact Disc - Read Only 
Memory ” ) or a microelectronic circuit ROM or again a 
magnetic recording means , for example a floppy disk or a 
hard disk drive . 
[ 0034 ] Furthermore , the information medium may be a 
transmissible carrier such as an electrical or optical signal 
that can be conveyed through an electrical or optical cable , 
by radio or by other means . The program can be especially 
downloaded into an Internet - type network . 
10035 ] . Alternately , the information medium can be an 
integrated circuit into which the program is incorporated , the 
circuit being adapted to executing or being used in the 
execution of the method in question . 
[ 0036 ] According to one embodiment , an embodiment of 
the disclosure is implemented by means of software and / or 
hardware components . From this viewpoint , the term “ mod 
ule ” can correspond in this document both to a software 
component and to a hardware component or to a set of 
hardware and software components . 
[ 0037 ] A software component corresponds to one or more 
computer programs , one or more sub - programs of a pro 
gram , or more generally to any element of a program or a 
software program capable of implementing a function or a 
set of functions according to what is described here below 
for the module concerned . One such software component is 
executed by a data processor of a physical entity ( terminal , 
server , etc . ) and is capable of accessing the hardware 
resources of this physical entity ( memories , recording 
media , communications buses , input / output electronic 
boards , user interfaces , etc . ) . 
[ 0038 ] Similarly , a hardware component corresponds to 
any element of a hardware unit capable of implementing a 
function or a set of functions according to what is described 
here below for the module concerned . It may be a program 
mable hardware component or a component with an inte 
grated circuit for the execution of software , for example an 
integrated circuit , a smart card , a memory card , an electronic 
board for executing firmware etc . 
10039 ] In another embodiment of the disclosure , it is 
proposed an electronic device for calibrating a plenoptic 
camera , said plenoptic camera comprising a lenslet array 
placed between a main lens and a photosensor , said lenslet 
array comprising a plurality of lenslets . The electronic 
device is remarkable in that it comprising a memory , and at 
least one processor coupled to the memory , the at least one 
processor being configured to : 
[ 0040 ] obtain a white image W and a model that describes 
light scene occlusion induced by the main lens and each 

[ 0047 ] As explained in the article " A Light Transport 
Framework for Lenslet Light Field Cameras ” by Chia - Kai 
Liang and Ravi Ramamoorthi , a 2D mathematical model of 
the image formation process in a lenslet - based plenoptic 
camera is described . More precisely , as shown in FIG . 3 ( a ) 
of the article “ A Light Transport Framework for Lenslet 
Light Field Cameras ” , light rays in the scene first propagate 
to the main lens , get refracted and then continue propagating 
to the lenslet array if not occluded by the main lens . Light 
rays that arrive at one lenslet are then refracted and propa 
gate to the imaging sensor to form pixels if not occluded by 
the lenslet . A 2D model is derived to model this light 
transport process in 2D . The goal of this 2D model is to 
derive a direct relationship between the input light field 
denoted as L , from a Lambertian surface at depth , and the 
recorded output light field sample at the photosensor at 
image coordinates ( xy , yo ) for pixel p , denoted as I ( x , yn ) . 
The local two - plane parameterization is deployed in this 
article , i . e . , ( x , u ) , where x is the spatial coordinate and u is 
the angular coordinate . 
[ 0048 ] Given the source light field La and the photosensor 
profile , each pixel value I ( Xp , yp ) is described as the integral 
of the product of the incoming light field and the sensor 
profile in the 2D model in : 

( Eq . ( 1 ) ) l ( kps Yp ) = { I ( Xp , yp ) = 
fo 
LL ( x 

Jx = - Ju = 
ect ( Fu [ [ ( x + xusrect Fx ) 

reel de recol - friento se Jousi " x + woduct , 
where rect ( ) is a 1D rectangular function , and the three 
recto functions in Eq . ( 1 ) describe the occlusion of the main 
lens , the occlusion of the 1 - th lenslet and the spatial profile 
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of the sensor , respectively . p ( ) is an 1D function that 
describes the angular profile of the sensor , and is assumed in 
this article to be : 

p ( u ) = cosº ( tan - ' ( u ) ) , ( Eq . ( 2 ) 

[ 0051 ] Here s , ( x , y ) and sz ( x , y ) are functions that describe 
the effect on the luminance of the light ray due to respec 
tively the main lens and the lenslet . When the main lens and 
the lenslet are perfect and modeled as a thin lens , s , ( x , y ) = 1 
for all ( x , y ) respecting the first condition ( i . e . 

where der gives the angular sensitivity of the sensor . 
Higher values of o means the photosensor is more direc 
tionally selective . The physical meaning of the camera 
parameters in Eq . ( 1 ) and their values for the Lytro camera , 
if known , are listed in Table 1 . 

- , - 4 - 4 4 - 2 , - 4 ) - T ( ) 
TABLE 1 and sz ( x , y ) = 1 for all ( x , y ) respecting the second condition 

( i . e . 
Camera Parameters in the model of Equations ( 1 ) and ( 2 ) . 

Parameter Notation Value in Lytro if known 

2 . 0 ( x = c } } * + ( y = c $ ) 
| | | 

Main lens F - number 
Main lens focal length 
Main lens aperture size 
Lenslet focal length 
Main lens optical center 
Lenslet l ' s optical center 
Lenslet aperture size 
Photosensor pitch size 
Angular exponent 

( cm , c , m 

14 . 0 um 
1 . 4 um 
- 

[ 0049 ] In order to describe the 4D light field in practice , 
the 2D model in Eq . ( 1 ) is extended to a 4D model in this 
disclosure . First , the parameterization is extended from ( x , u ) 
to ( x , y , u , v ) , where y is the other spatial coordinate and v 
is the other angular coordinate . Second , the masking func 
tion for describing the occlusion of the main lens and each 
lenslet is extended from rectangular functions to circular 
functions . Third , the spatial and angular profile of the sensor 
is extended to 4D . Here is the final 4D modeling , with all the 
camera parameters listed in Table 1 : 

Otherwise , the functions sz ( x , y ) and sz ( x , y ) may vary 
according to the position that the light ray hits the main lens 
and / or the lenslet . For example , s? ( x , y ) is close to 1 when the 
light ray hits close to the optical axis , while it is small when 
it hits the boundary of the lens . The specific form of s? ( x , y ) 
or s ( x , y ) depends on the shape and quality of the lens ( either 
the main lens or the lenslet ) . 
[ 0052 ] Note that D = f / F , so D can be derived from fand F , 
where F is often a parameter with a known value . 
[ 0053 ] The function rect ( • , • ) in Eq . ( 3 ) is a 2D rectangular 
function that describes the spatial profile of the sensor , and 
p ( : , : ) in Eq . ( 3 ) is a 2D function that describes the angular 
profile of the sensor . Specifically : 

reef - fint xp , siv + yp ) = { 1 , HR 19 : 16 ) reclp p lo . I ( Xp , Yp ) = ( Eq . ( 3 ) otherwise Otherwise 
and 

Jx = - Jy = - - Ju = - Jy = - C - LK + A? , y + 1 ) x B , ( x , y , 4 , 9 ) 
Bavam sve u record frientation for ye ) 

plfi ' x + , fi?y + v ) = cos tan Vix + 4 ) 2 + ( 8 + y + y ) 2 ) ( Eq . ( 7 ) ) 

plfi ' x + fl , fily + v ) dv du dy dx . [ 0054 ] Note that , the lower and upper limits in the integral 
of Eq . ( 3 ) are minus infinity and infinity for mathematical 
description . In practice , the limits of ( x , y ) are set as the 
boundary in x and y dimensions of the corresponding lenslet 
of ( xx , yp ) , because I ( Xyyp ) will be 0 when light rays don ' t 
get through the corresponding lenslet . ? and v are set as 

[ 0050 ] Here , Bm ( : , • , · ) and B ; • , • ) are circular functions 
for modeling the occlusion of the main lens and the l - th 
lenslet respectively , which take the forms : 

Bm ( x , y , ji , v ) = ( Eq . ( 4 ) ) 

{ six , w » ( x – ( * = c : ) – c ? T + [ y - \ » - c _ ) - = @ ) and 
otherwise 

( Eq . ( 5 ) ) 

Bli med - 1968 . 9 ) , ( x = c4j ? + ( 9 = c43 = ( ) * 
0 . otherwise 
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Have 
using symmetries induced by the lenslets array , and { cx ' , 
c ? } = 1 * may be estimated by some existing algorithms ( such 
as the ones mentioned in the previously cited article " decod 
ing , calibrating and rectification for lenslet - based plenoptic 
cameras ” , or in the article entitled “ modeling the calibration 
pipeline of the Lytro camera for high quality light field 
image reconstruction ” by D . Cho et al . , or in the article 
entitled “ Light field demultiplexing and disparity estima 
tion ” by N . Sabater et al . ) . Here the corresponding white 
image refers to the white image that has the closest camera 
parameters ( such as zoom and focus ) in the given dataset as 
the target image . Note that often several white images are 
captured under the same parameter set and then averaged to 
attenuate the effect of sensor noise . The parameters to 
estimate ahead are referred to as 

0 = { c " , C " { cz " > < y ' } = 1 " } 
[ 0067 ] The rest of unknown parameters remain to be 
estimated : 

0 , = { ff1 , 0 } . 

according to Eq . ( 6 ) . 
[ 0055 ] The 4D model in Eq . ( 3 ) is fundamental in mod 
eling the light transport in a lenslet - based plenoptic camera . 
It is crucial for the correction of image degradation caused 
by optical systems such as vignetting as well as a variety of 
applications , such as understanding the fundamental limits 
of camera resolution and applying light field raw images to 
post - processing applications ( e . g . , the acquisition of 3D 
depth and the reconstruction of high dynamic range light 
fields ) . 
[ 0056 ] Nevertheless , some or all of the camera parameters 
in the model are unknown from the camera metadata , which 
requires parameter estimation prior to applications . This 
motivates the novel estimation of unknown parameters 
proposed in this disclosure , which will be discussed in the 
next section . 
[ 0057 ] An overview of the proposed method is provided in 
FIG . 1 . Indeed , FIG . 1 presents a flowchart of a calibration 
method of a plenoptic camera according to one embodiment 
of the disclosure . 
[ 0058 ] Firstly , certain camera parameters , e . g . , the coor 
dinates of the optical center of the main lens and all the 
lenslets , are estimated by existing algorithms . They are 
chosen to be estimated in a first step for three reasons : 
[ 0059 ] 1 ) there exist several algorithms that estimate these 
parameters efficiently and accurately ( such as the one 
described in the document US2016 / 0029017 ) ; 
[ 0060 ] 2 ) the computation complexity of the estimation in 
the second step will be reduced a lot considering the number 
of these parameters ( 2 * ( M + 1 ) if the number of lenslets is 
M ) ; 
[ 0061 ] 3 ) the estimation of these parameters makes the 
optimization in the second step more tractable , because it 
reduces the multiplication of unknown variables . Then in the 
second step , these estimated parameters are treated as known 
parameters , and the other parameters are estimated via 
maximum likelihood estimation , which is discussed later in 
the present document . 
[ 0062 ] It should be noted that the model of Eq . ( 3 ) 
proposed for describing the projection process in a plenoptic 
camera is represented by the parameter set 0 = { F , f , fi , c . " , 
0 , " , { cz ' , c , ' } = 1 \ , d , p , o } , where k is the number of lenslets . 
[ 0063 ] As mentioned previously , it is assumed that some 
parameters are known from the camera metadata while the 
others remain unknown . 
[ 0064 ] According to one embodiment of the disclosure , it 
is proposed to estimate the coordinates of the optical center 
of the main lens and all the lenslets from existing algorithms 
first and then optimize the other unknown parameters by 
maximum likelihood estimation based on the 4D model of 
Eq . ( 3 ) . 
[ 0065 ] Specifically , taking Lytro as an example , the fol 
lowing parameters are known from the camera metadata , 
whose values are listed in Table 1 . 

0x = { F , d . p } 
[ 0066 ] Among the unknown parameters , the coordinates 
of the optical center of the main lens { cx " , , " } and all the 
lenslets { cx ' , c , ' } i = 1 " are efficiently estimated ahead by exist - 
ing algorithms . In particular , { cx " , , " } may be estimated by 

[ 0068 ] In one embodiment of the disclosure , they are 
estimated from the corresponding white image by maximum 
likelihood estimation , which finally leads to a nonlinear 
optimization problem . 
[ 0069 ] Indeed , as the proposed modeling in Eq . ( 3 ) accu 
rately models plenoptic images ( including white images ) 
and that white images are often provided by the camera 
manufacturers , it is proposed , according to one embodiment 
of the disclosure , to statistically estimate the unknown 
parameters , from the corresponding white image W by 
maximum likelihood estimation . That is , the set of values of 
the model parameters that maximize the likelihood function 
are selected . Intuitively , this maximizes the consistency of 
the proposed model with the observed white image . Spe 
cifically , the maximum likelihood estimator of , , is 

Ô , ( W ) = argmaxg ( W | Ou ) , ( Eq . ( 8 ) ) 
ov 

where g ( W10w ) is the distribution of a function of W given 
0 , , . In one embodiment , g ) is assumed to be an exponential 
function of the sum of squared differences between each 
pixel value W , in the white image W and its modeled value 
m , ( 0 , ) by Eq . ( 3 ) , or equivalently the noise distribution 
function considering that m , ( 04 ) accurately models W . This 
choice of g is to enforce the model with estimated 
parameters to be as close to the white image as possible . 
Parameters will be penalized a lot if the resulting modelled 
white image is quite different from the captured white 
image . 

[ 0070 ] Specifically , as the luminance of a white image is 
uniform , L ( x + u , y + v ) is assumed to be 1 , which means 
I ( X , Yp ) = m , ( Ow ) . This leads to the following model for 
g ( Wiêu ) : 

8 ( W10u ) = exp { - ? p = 1 " ( my ( Ow ) - Wp ) ? / 2n ? } , ( Eq . ( 9 ) ) 

1 
where N is the number of pixels in W , and n is a scalar 
denoting the standard deviation of noise . Substituting Eq . ( 9 ) 
into ( 8 ) leads to 
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0 , ( W ) = ( Eq . ( 10 ) 

apotere a ) a separate mous wop vert } argmaxg ( W | 0u ) = argmaxexp { - ) ( mp ( Cu ) - W . ) ? / 212 } 
Oy p = 1 

Hence , well - exposed pixels in one view can be leveraged to 
reconstruct badly exposed pixels in a different view , pro 
vided that they image the same 3D scene locations . This 
method allows solutions that neither involve approximative 
methods , nor hardware modifications . 
[ 0074 ] Vignetting can be estimated from the correspond 
ing white image in one embodiment , whereas it is more 
accurate to model it using Eq . ( 3 ) , i . e . , m , ( 0 ) for each pixel 
p . Then better reconstruction of high dynamic range light 
fields can be achieved by more accurate modeling of vignett 

Taking the negative of the natural logarithm of the right side 
of Eq . ( 10 ) leads to 

ing . 
( Eq . ( 11 ) ) @ . « W ) = argmin ( cm , 10 . ) – w , 9 127 ou p = 1 

which is equivalent to the following optimization problem as 
n is a scalar : 

( Eq . ( 12 ) ) 
min ( mp ( 0 % ) - Wp ) 2 
Ou pal 

Further , the feasible space of 0 , = { f , fi , o } can be added to 
the above optimization : 

fz0 

f120 
0 , 50502 , oe N 

Here o may be constrained to a discrete set of natural 
numbers N bounded by o , and o , to reduce the searching 
space . Hence , the final optimization problem is : 

( Eq . ( 13 ) ) 
min ( molf , f1 , 0 ) – W . ) ? 

[ 0075 ] The FIG . 2 presents a flowchart of a method 
executed by a processor of an electronic device for calibrat 
ing a plenoptic camera , according to one embodiment of the 
disclosure . 
[ 0076 ] More precisely , an electronic device obtains in a 
step referenced 201 a raw image acquired by a plenoptic 
camera to be calibrated . 
[ 0077 ] Then , in a step referenced 202 , the electronic 
device obtains a white image with the same acquisition 
parameters used for acquiring the raw image mentioned 
previously . 
10078 ] In a step referenced 203 , the electronic device uses 
the model described in Eq . ( 3 ) for calibrating the plenoptic 
camera . More precisely , the electronic device obtains a first 
subset of parameters from the set of parameters o = { F , f , f , 
Cm , c , , " , { ca ' , cy ' } = 1 " , d , p , o } . 
[ 0079 ] Such first subset corresponds to the union of the set 
0x = { F , d , p } and 0 . = { c " , " , " , { cx ' s cx } = 1 " } . More pre 
cisely , in one embodiment of the disclosure , the set 0 , = { F , 
d , p } is obtained by reading or receiving the values of these 
parameters . The values of the parameters of 0 = = { cz " , c , " , 
{ ca ' , c , } } can be either determined by said electronic 
device according to known techniques as mentioned previ 
ously , or by receiving ( or reading in a memory ) explicitly the 
values of these parameters determined by another electronic 
device . 
[ 0080 ] Then , in a step referenced 204 , the electronic 
device obtains ( i . e . it determines or computes ) a second 
subset of parameters ( i . e . the subset 0 , = { f , f , o } of the set 
of parameters associated with the model of Eq . ( 3 ) . In 
order to determine the parameters of 0 , = { f , f , o } , the 
electronic device performs a maximum likelihood estima 
tion . As there is few parameters to determine , such process 
is not complex from a computational point of view . 
10081 ] Then , in one embodiment of the disclosure , the 
electronic device outputs the values of the parameters of the 
set O . In one embodiment , these parameters are stored in a 
memory unit of the electronic device . Then , they can be used 
for post - processing purpose . 
[ 0082 ] The FIG . 3 presents an example of device that can 
be used to perform a method disclosed in the present 
document . 
[ 0083 ] Such device referenced 300 comprises a computing 
unit ( for example a CPU , for “ Central Processing Unit ' ' ) , 
referenced 301 , and one or more memory units ( for example 
a RAM ( for “ Random Access Memory ” ) block in which 
intermediate results can be stored temporarily during the 
execution of instructions a computer program , or a ROM 
block in which , among other things , computer programs are 
stored , or an EEPROM ( “ Electrically - Erasable Program 
mable Read - Only Memory ' ' ) block , or a flash block ) refer 
enced 302 . Computer programs are made of instructions that 
can be executed by the computing unit . Such device 300 can 

subject to f 20 
fi 20 
?? ?s?2 , ?? ? 

This is a nonlinear optimization problem , and may be solved 
by a nonlinear least - squares solver , such as the function 
“ Isqnonlin ” in Matlab . 
[ 0071 ] Finally , note that , as f , and o remain the same for 
one plenoptic camera , after they are estimated , the param 
eters to estimate for new target images are only { f , cx " , c , , 
{ cz ' s c , ' } = 1 \ } . As { cm , c , " { cx ' s cy } = 1 * } may be estimated 
by efficient existing algorithms , the only parameter to be 
estimated via optimization is f , which significantly simpli 
fies the estimation process . 
[ 0072 ] The estimated parameters enable a variety of appli 
cations , especially when deployed together with the 
extended 4D model in Eq . ( 3 ) . A novel example is the 
reconstruction of high dynamic range light fields from a 
single plenoptic capture by exploiting vignetting , where 
vignetting may be modeled by Eq . ( 3 ) . 
[ 0073 ] Specifically , vignetting appears in each micro - im 
age as illuminance attenuation relative to the corresponding 
lenslet center . As a consequence , well - exposed pixels in one 
view may be over - or under - exposed in some other views . can be 
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also comprise a dedicated unit , referenced 303 , constituting 
an input - output interface to allow the device 300 to com - 
municate with other devices . In particular , this dedicated 
unit 303 can be connected with an antenna ( in order to 
perform communication without contacts ) , or with serial 
ports ( to carry communications " contact ) . It should be 
noted that the arrows in FIG . 3 signify that the linked unit 
can exchange data through buses for example together . 
[ 0084 ] In an alternative embodiment , some or all of the 
steps of the method previously described , can be imple 
mented in hardware in a programmable FPGA ( " Field 
Programmable Gate Array ” ) component or ASIC ( “ Appli 
cation - Specific Integrated Circuit ” ) component . 
[ 0085 ] In one embodiment of the disclosure , the electronic 
device depicted in FIG . 3 can be comprised in a camera 
device that is configure to capture images ( i . e . a sampling of 
a light field ) . These images are stored on one or more 
memory units . Hence , these images can be viewed as bit 
stream data ( i . e . a sequence of bits ) . Obviously , a bit stream 
can also be converted on byte stream and vice versa . 

pitch size , and where parameter à is a depth parameter , and 
parameter d corresponds to a lenslet aperture size . 

3 . The method according to claim 2 , wherein said first 
subset of parameters value comprises Ox = { F , d , p } and 
0 = { cx " , , " , { cz ' , c , ' } = 1 \ } , where parameter F corresponds 
to the main lens F - number , parameter ( c = " , , " ) corresponds 
to the coordinates of the main lens optical center , and said 
second subset of parameters values comprises 0 , = { f , fj , o } , 
where parameter f corresponds to a main lens focal length , 
and parameter o corresponds to an angular exponent that is 
a parameter defining the function p . 

4 . The method according to claim 3 , wherein parameters 
values comprised in 0s are known camera metadata . 

5 . The method according to claim 3 , wherein parameters 
values comprised in , are obtained from calibration tech 
niques . 

6 . The method according to claim 2 , wherein functions 
Bm ( * : , • , • , · ) and B , ( * : • ) are defined according to the following 
equations : 

Bm ( x , y , u , v ) = 

{ sico » . [ v - fq « » c . ) – + 1 ] + [ v - gvo - 4 , – c ] = 0 ) 
10 , otherwise 

and 

Bfx - ci , v = 0 ) { sz ( x , y ) , ( x = ¢£j } + ( v = c ! ) ? = ( d ) 0 , otherwise 

1 . A method for calibrating a plenoptic camera , said 
plenoptic camera comprising a lenslet array placed between 
a main lens and a photosensor , said lenslet array comprising 
a plurality of lenslets , the method being characterized in that 
it comprises : 

obtaining a white image W and a model that describes 
light scene occlusion induced by the main lens and each 
lenslet , for a given pixel of said photosensor , wherein 
said model is represented by a set of parameters ; 

obtaining a first subset of parameters values from said set 
of parameters in said model ; 

obtaining a second subset of parameters value from said 
set of parameters in said model by performing a maxi 
mum likelihood estimation method based on said 
model , said white image and said first subset of param 
eters values , and wherein a union of said first and said 
second subsets of parameters corresponds to said set of 
parameters . 

2 . The method according to claim 1 , wherein , for said 
given pixel , said model specifies that it records a light 
intensity I ( x y ) according the following equation : 

where s? ( x , y ) and sz ( x , y ) are function that describe the effect 
on the luminance of incoming light rays due to respectively 
the main lens and the lenslet , and where parameter D 
corresponds to a main lens aperture size , and where param 
eter ( cx " , c , " ) corresponds to the coordinates of the main 
lens optical center , where parameter f corresponds to a main 
lens focal length , and where u and v have the special forms 
of 

* = * ope and v = vom 
I ( Xp , Yp ) = L ( x + , y + Av ) x Bm ( x , y , jl , v ) 

Jx = - J y = - Ju = - Jy = 

Bata se proced - festa for tys ) 
plfi x + fl , fi ' y + v ) dv d? dy dx , 

where function L ( . . . ) is a source light field , and functions 
Bm ( : , : , , · ) and B , ( , ) are circular functions for modeling 
respectively occlusion of the main lens and the 1 - th lenslet , 
and function rect ( ) is a 2D rectangular function , and 
function p ( " , ) is an 2D function that describes the angular 
profile of the sensor , and where coordinates ( x , y , u , v ) are 
coordinates induced by a two plane parametrization , a first 
plane being positioned at the photosensor level , and a second 
plane being positioned at the lenslet array level , and where 
parameter ( ca ' , c , ) corresponds to the coordinates of the 
lenslet l ' s optical center , parameter f , corresponds to lenslet 
focal length , and where p corresponds to the photosensor 

7 . The method according to any claim 1 , wherein the 
performing of the maximum likelihood estimation method 
based on said model is done according to some constrains on 
said parameters of said second subset of parameters . 

8 . An electronic device for calibrating a plenoptic camera , 
said plenoptic camera comprising a lenslet array placed 
between a main lens and a photosensor , said lenslet array 
comprising a plurality of lenslets , the electronic device 
comprising a memory , and at least one processor coupled to 
the memory , the at least one processor being characterized in 
that it is configured to : 

obtain a white image W and a model that describes light 
scene occlusion induced by the main lens and each 
lenslet , for a given pixel of said photosensor , wherein 
said model is represented by a set of parameters ; 

obtain a first subset of parameters values from said set of 
parameters in said model ; 
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obtain a second subset of parameters value from said set 
of parameters in said model by performing a maximum 
likelihood estimation based on said model , said white 
image and said first subset of parameters values , and 
wherein a union of said first and said second subsets of 
parameters corresponds to said set of parameters . 

* * * * * 


