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(57) ABSTRACT

Provided is an environment for providing information for
supporting adjustment of the respective parts for position-
ing. A position detecting apparatus includes: an image
processing unit that detects, through image processing, a
position of a feature portion from image data imaged and
acquired when the feature portion of an object is positioned
at the respective target positions by a moving mechanism; a
position storage unit that stores the detected positions
detected at the target positions in association with the
respective target positions; and a display data generation
unit that generates data for displaying information related to
the detected positions on a display unit. The display data
generation unit generates data for displaying the respective
target positions and the respective detected positions, which

GO6T 7/70 (2006.01) are stored in association with the target positions, in the
GO6T 1/60 (2006.01) same coordinate space.
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O Camera
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> RC
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POSITION DETECTING APPARATUS AND
COMPUTER-READABLE RECORDING
MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the priority benefit of Japan
application serial no. 2017-186021, filed on Sep. 27, 2017.
The entirety of the above-mentioned patent application is
hereby incorporated by reference herein and made a part of
this specification.

BACKGROUND

Technical Field

[0002] The present disclosure relates to a position detect-
ing apparatus and a program for measuring a position of an
object, which is moved by a moving mechanism, using
image processing and outputting information related to the
measured position.

Description of Related Art

[0003] In the field of factory automation (FA), automatic
control technologies using visual sensors have been widely
used. For example, automated processing of operating vari-
ous control devices by imaging an object such as a work-
piece and executing image measurement processing such as
pattern matching on the captured image has been realized.
[0004] In a case in which such visual sensors are used,
calibration is needed in order to output results measured by
the visual sensors to control devices. For example, Japanese
Unexamined Patent Application Publication No. 6-137840
(Patent Document 1) discloses a simple and highly precise
calibration method with no restriction of camera arrange-
ment. Also, Japanese Unexamined Patent Application Pub-
lication No. 2003-50106 (Patent Document 2) discloses a
positioning device based on calibration that does not require
an input or adjustment of parameters by an operator.

PATENT DOCUMENTS

[0005] [Patent Document 1] Japanese Laid-open No.
6-137840

[0006] [Patent Document 2] Japanese Laid-open No.
2003-50106

[0007] In acase in which required positioning precision is
not satisfied during running or activation of the positioning
device, the cause is sought out. However, seeking out the
cause requires knowhow of a person skilled in the position-
ing, and takes time. In addition, a user who has poor
knowledge about the positioning does not know where to
look. Although the cause of such insufficient positioning
precision is insufficient calibration precision in many cases,
it is difficult to find the cause. Therefore, it has been desired
to shorten the aforementioned time taken to find the cause
and to facilitate identification of places to look.

SUMMARY

[0008] The present disclosure is directed to such a need,
and one objective thereof is to provide an environment for
providing information for supporting adjustment of the
respective parts for positioning.

Mar. 28, 2019

[0009] According to an example of the present disclosure,
there is provided a position detecting apparatus including: an
image storage portion that stores image data obtained by
imaging an object when a feature portion is positioned at a
plurality of respective target positions by a moving mecha-
nism configured to change the position of the object in which
the feature portion for positioning is provided; an image
processing portion that detects a position of the feature
portion included in the image data from the image data
through image processing; a position storage portion that
stores the detected positions detected by the image process-
ing portion in association with the target positions from the
image data of the object positioned at the respective target
positions; and a display data generation portion that gener-
ates data for displaying information related to the detected
positions on a display unit. The display data generation
portion generates data for displaying the respective target
positions and the respective detected positions, which are
stored in association with the target positions, in the same
coordinate space.

[0010] In the aforementioned disclosure, the object is
moved to the respective target positions a plurality of times
by the moving mechanism, and the detected positions stored
in association with the respective target positions in the
position storage portion include a plurality of detected
positions detected from the image data imaged and acquired
by being moved to the target positions a plurality of times.
[0011] In the aforementioned disclosure, the coordinate
space has multidimensional coordinate axes, and the display
data generation portion generates data for displaying the
target positions and the detected positions associated with
the target positions on at least one coordinate axis from
among the multidimensional coordinate axes.

[0012] In the aforementioned disclosure, the data for dis-
playing the respective detected positions includes data for
displaying the plurality of associated detected positions in a
form of scatter plots in the coordinate space for each of the
target positions.

[0013] In the aforementioned disclosure, the data for dis-
playing the respective detected positions includes data for
displaying the plurality of associated detected positions in a
form of a chronological order that follows relative time
elapse from a start of the detection of the plurality of
detected positions for each of the target positions.

[0014] In the aforementioned disclosure, the data for dis-
playing the respective detected positions includes data for
displaying line segments that indicate relative positional
relationships between the respective target positions and the
detected positions associated with the target positions.
[0015] Inthe aforementioned disclosure, the line segments
that indicate the relative positional relationships include data
for displaying a line segment connecting the detected posi-
tions associated with the respective target positions in an
order of the moving to the target positions by the moving
mechanism or data for displaying a line segment connecting
the respective target positions in the order of the moving by
the moving mechanism.

[0016] In the aforementioned disclosure, the moving
includes rotational movement of rotating about a predefined
target center position, the target positions include the target
center position, and the detected positions include an esti-
mated center position of the rotation, which is estimated
from the respective detected positions associated with the
respective target positions.
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[0017] In the aforementioned disclosure, the data for dis-
playing the respective detected positions includes data for
displaying the respective target positions on a circumferen-
tial line around the target center position at the center or data
for displaying the detected positions associated with the
respective target positions on a circumferential line around
the estimated center position at the center.

[0018] In the aforementioned disclosure, the data for dis-
playing the respective detected positions includes data for
displaying the detected positions with differences from the
associated target positions exceeding a threshold value in a
predefined form.

[0019] In the aforementioned disclosure, the image pro-
cessing portion detects an inclination angle from a pre-
defined posture of the feature portion from the image of the
feature portion, and the data for displaying the respective
detected positions includes data for displaying the detected
positions associated with the target positions as a mark that
indicates the inclination angle.

[0020] In the aforementioned disclosure, the object is
moved to the respective target positions a plurality of times
by the moving mechanism, the detected positions stored in
association with the respective target positions in the posi-
tion storage portion include a plurality of detected positions
detected from the image data imaged and acquired by being
moved to the target positions a plurality of times, and the
display data generation portion generates data for displaying
statistical values of the plurality of detected positions at the
target positions in association with the respective target
positions.

[0021] In the aforementioned disclosure, the statistical
values include at least a maximum value, a minimum value,
and an average value of differences between the plurality of
detected positions and the associated target positions.
[0022] In the aforementioned disclosure, the display data
generation portion generates data for displaying differences
of the plurality of detected positions associated with the
target positions from the target positions in a form of a
chronological order that follows relative time elapse from a
start of the detection of the plurality of detected position.
[0023] In the aforementioned disclosure, the display data
generation portion associates differences of the plurality of
detected positions associated with the target positions from
the target positions with predefined threshold values of the
differences and generates data for displaying the respective
detected positions in the form of the chronological order that
follows the relative time elapse from the start of the detec-
tion of the plurality of detected positions.

[0024] In the aforementioned disclosure, the display data
generation portion includes a portion that generates data for
displaying the image data of the feature portion at which the
detected positions are detected.

[0025] In the aforementioned disclosure, the display data
generation portion further includes a portion that displays
the target positions and the detected positions associated
with the target positions in an enlarged manner.

[0026] In the aforementioned disclosure, the image pro-
cessing includes correction parameters for correcting the
image data from an amount of movement of the moving
mechanism in order to detect a position of the feature portion
from the image data, and the detected positions associated
with the target positions include respective detected posi-
tions obtained in image processing before and after appli-
cation of the correction parameters.

Mar. 28, 2019

[0027] According to an example of the present disclosure,
there is provided a position detecting apparatus including: an
image storage portion that stores image data obtained by
imaging an object when a feature portion is positioned at a
plurality of target positions by a moving mechanism con-
figured to change a position of the object in which the
feature portion for positioning is provided; an image pro-
cessing portion that detects a position of the feature portion
that is included in the image data from the image data
through image processing; a position storage portion that
stores the detected positions detected by the image process-
ing portion in association with the target positions from the
image data of the object positioned at the respective target
positions; a cause storage portion that stores a plurality of
predefined cause data items that have evaluation content that
represents evaluation of positional differences from the
target positions in a coordinate system and an estimated
cause estimated for the position differences in linkage with
the evaluation content; an evaluation portion that evaluates
detection differences that are differences between the target
positions and the associated detected positions in the coor-
dinate system in the position storage portion on the basis of
a predefined reference; and a display data generation portion
that generates data for displaying information related to the
evaluation on a display unit. The display generation portion
generates data for displaying the estimated cause in the
cause storage portion, which corresponds to the evaluation
content that represents evaluation by the evaluation portion.
[0028] In the aforementioned disclosure, the cause storage
portion stores a countermeasure for addressing the estimated
cause in linkage with the estimated cause, and the display
data generation portion further generates data for displaying
the countermeasure that corresponds to the estimated cause.
[0029] In the aforementioned disclosure, the object is
moved to the respective target positions a plurality of times
by the moving mechanism, and the detected positions stored
in association with the respective target positions in the
position storage portion include a plurality of detected
positions detected from the image data imaged and acquired
by being moved to the target positions a plurality of times.
[0030] In the aforementioned disclosure, the detection
differences include statistical values of the differences
between the target positions and the plurality of associated
detected positions in the position storage portion.

[0031] In the aforementioned disclosure, the statistical
values include at least one of values that indicate an average
value, a maximum value, a minimum value, and a variation
in the differences from the plurality of detected positions.
[0032] In the aforementioned disclosure, the estimated
cause can include at least one of a condition for driving the
moving mechanism, a parameter for the image processing,
and a condition for imaging.

[0033] In the aforementioned disclosure, the display data
generation portion generates data for displaying the respec-
tive target positions and the respective detected positions
stored in association with the target positions in the same
coordinate space.

[0034] According to an example of the present disclosure,
there is provided a program for causing a computer to
execute a position detecting method. The position detecting
method includes the steps of: detecting a position of a
feature portion that is included in image data from the image
data acquired by imaging an object through image process-
ing when the feature portion is positioned at a plurality of
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respective target positions by a moving mechanism config-
ured to change a position of the object in which the feature
portion for positioning is provided; storing the detected
positions detected through the image processing in associa-
tion with the target positions from the image data of the
object positioned at the respective target positions; and
generating data for displaying information related to the
detected positions on a display unit, and the generating of
the display data includes generating data for displaying the
respective target positions and the respective detected posi-
tioned stored in association with the target positions in the
same coordinate space.

[0035] According to an example of the present disclosure,
there is provided a program for causing a computer to
execute a position detecting method. The computer includes:
a cause storage unit that stores a plurality of predefined
cause data items that have evaluation content that represents
evaluation of positional differences from the target positions
in a coordinate system and an estimated cause estimated for
the positional differences in linkage with the evaluation
content. The position detecting method includes the steps of:
detecting a position of a feature portion that is included in
image data from image data acquired by imaging an object
through image processing when the feature portion is posi-
tioned at a plurality of respective target positions by a
moving mechanism configured to change a position of the
object in which the feature portion for positioning is pro-
vided; storing the detected positions detected through the
image processing in association with the target positions
from the image data of the object positioned at the respective
target positions; evaluating detection differences that are
differences in the coordinate system between the stored
target positions and the associated detected positions on a
basis of a predefined reference; and generating data for
displaying information related to the evaluation on a display
unit. The generating of the data for displaying the informa-
tion includes the step of generating data for displaying an
estimated cause. In the generating of the data to be dis-
played, data for displaying the estimated cause, which
corresponds to the evaluation content that represents the
evaluation in the evaluating, in the cause storage unit is
generated.

BRIEF DESCRIPTION OF THE DRAWINGS

[0036] FIG. 1 a diagram schematically illustrating an
example of a scenario in which a position detecting appa-
ratus 100 according to an embodiment is applied.

[0037] FIG. 2 is a diagram illustrating an overall configu-
ration of a position control system 1 according to the
embodiment.

[0038] FIG. 3 is a diagram illustrating a hardware con-
figuration of the position detecting apparatus 100 according
to the embodiment.

[0039] FIG. 4 is a diagram illustrating a hardware con-
figuration of a motion controller 400 according to the
embodiment.

[0040] FIG. 5 is an explanatory diagram of a relationship
between a camera coordinate system and an actual coordi-
nate system according to the embodiment.

[0041] FIG. 6 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.
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[0042] FIG. 7 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.

[0043] FIG. 8 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.

[0044] FIG. 9 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.

[0045] FIG. 10 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.

[0046] FIG. 11 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.

[0047] FIG. 12 is an explanatory diagram of a relationship
between the camera coordinate system and the actual coor-
dinate system according to the embodiment.

[0048] FIG. 13 is an explanatory flowchart illustrating
calibration processing in association with positioning pro-
cessing when executed, according to the embodiment.
[0049] FIG. 14 is an explanatory flowchart illustrating the
calibration processing in FIG. 13 in association with other
processing.

[0050] FIG. 15A, FIG. 15B, FIG. 15C and FIG. 15D are
diagrams illustrating an example of a position associating
screen according to the embodiment.

[0051] FIG. 16 is a diagram illustrating an example of the
position associating screen according to the embodiment.
[0052] FIG. 17 is a diagram illustrating an example of the
position associating screen according to the embodiment.
[0053] FIG. 18 is a diagram illustrating an example of the
position associating screen that displays variations in sam-
pling positions according to the embodiment.

[0054] FIG. 19 is a diagram illustrating an example of the
position associating screen that displays variations in the
sampling positions according to the embodiment.

[0055] FIG. 20 is a diagram illustrating an example of the
position associating screen that displays an effect of distor-
tion correction according to the embodiment.

[0056] FIG. 21 is a diagram illustrating an example of the
position associating screen obtained by sampling based on
linear movement according to the embodiment.

[0057] FIG. 22 is a diagram illustrating an example of the
position associating screen obtained by sampling based on
rotation movement according to the embodiment.

[0058] FIG. 23 is a diagram illustrating another example
of the position associating screen obtained by sampling
based on rotation movement according to the embodiment.
[0059] FIG. 24 is a diagram illustrating another example
of the position associating screen obtained by sampling
based on rotation movement according to the embodiment.
[0060] FIG. 25 is a diagram illustrating another example
of the position associating screen obtained by sampling
based on rotation movement according to the embodiment.
[0061] FIG. 26 is a diagram illustrating an example of
cause data Ri according to the embodiment.

[0062] FIG. 27 is a diagram illustrating an example of the
cause data Ri according to the embodiment.

[0063] FIG. 28 is a diagram illustrating an example of the
cause data Ri according to the embodiment.

[0064] FIG. 29 is a diagram illustrating an example of the
cause data Ri according to the embodiment.
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[0065] FIG. 30 is a diagram illustrating an example of the
cause data Ri according to the embodiment.

[0066] FIG. 31 is a diagram illustrating an example of the
cause data Ri according to the embodiment.

[0067] FIG. 32 is a diagram exemplifying a user interface
(UI) screen that is displayed during calibration according to
the embodiment of the present disclosure.

[0068] FIG. 33 is a diagram exemplifying the Ul screen
that is displayed during the calibration according to the
embodiment of the present disclosure.

[0069] FIG. 34 is a diagram exemplifying the Ul screen
that is displayed during the calibration according to the
embodiment of the present disclosure.

[0070] FIG. 35 is a diagram exemplifying the Ul screen
that is displayed during the calibration according to the
embodiment of the present disclosure.

DESCRIPTION OF THE EMBODIMENTS

[0071] According to the disclosure, it is possible to display
the detected position of the feature portion, which is detected
from the image data acquired by imaging the object moved
to the respective target positions while the feature portion for
the positioning that the object has is positioned at the
plurality of target positions by the moving mechanism, in
association with the target positions in the same coordinate
space. Such display information can be provided as support
information for improving calibration precision in a case of
performing the calibration by using the position detecting
apparatus.

[0072] According to the disclosure, it is possible to display
the plurality of detected positions that are detected by being
moved to the respective target positions a plurality of times
in association with the target positions in the same coordi-
nate space.

[0073] According to the disclosure, it is possible to display
the respective target positions and the detected positions
associated with the target positions in association in the
coordinate space defined by at least one or more coordinate
axes.

[0074] According to the disclosure, it is possible to cause
the detected positions associated with the respective target
positions to be displayed in the form of scattered plots that
indicate a variation.

[0075] According to the disclosure, it is possible to cause
the plurality of detected positions associated with the respec-
tive target positions to be displayed in the form of the
chronological order that follows the relative time elapse
from the start of the detection of the plurality of detected
positions.

[0076] According to the disclosure, it is possible to cause
the respective target positions and the detected positions
associated with the target positions by line segments that
indicate the relative positional relationships therebetween.
[0077] According to the disclosure, it is possible to cause
the relative positional relationship between the respective
target positions and the detected positions associated with
the target positions to be displayed by the line segments
connecting the detected positions in the order of the moving
to the target positions by the moving mechanism or the line
segments connecting the respective target positions in the
order of the moving by the moving mechanism.

[0078] According to the disclosure, it is possible to cause
the target center position that is the center of the rotation
movement and the estimated center position of the rotation
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estimated from the detected positions associated with the
target positions to be displayed in the associated manner in
the same coordinate space in a case in which the rotation
movement is performed by the moving mechanism.

[0079] According to the disclosure, it is possible to cause
the respective target positions to be displayed on the cir-
cumferential line around the target center position as the
center and to cause the detected positions associated with the
respective target positions to be displayed on the circum-
ferential line around the estimated center position as the
center in a case in which the rotation movement is performed
by the moving mechanism.

[0080] According to the disclosure, it is possible to cause
the detected positions with the differences from the target
positions exceeding the threshold value from among the
detected positions associated with the target positions to be
displayed in the predefined form.

[0081] According to the disclosure, it is possible to cause
the image of the feature portion at the detected positions to
be displayed by the mark that indicates the inclination angle
from the predefined posture.

[0082] According to the disclosure, it is possible to cause
the statistical values acquired from the plurality of detected
positions associated with the respective target positions to be
displayed.

[0083] According to the disclosure, it is possible to cause
one of the maximum value, the minimum value, and the
average value of the differences between the detected posi-
tions and the associated target positions to be displayed as
statistical values acquired from the plurality of detected
positions associated with the respective target positions.
[0084] According to the disclosure, it is possible to cause
the differences of the plurality of detected positions associ-
ated with the target positions from the target positions to be
displayed in the form of the chronological order that follows
the relative time elapse from the start of the detection of the
plurality of detected positions.

[0085] According to the disclosure, it is possible to cause
the differences of the plurality of respective detected posi-
tions associated with the target positions from the target
positions to be displayed in association with the predefined
threshold values of the differences in the form of the
chronological order that follows the relative time elapse
from the start of the detection of the plurality of detected
positions.

[0086] According to the disclosure, it is possible to display
the image of the feature portion detected at the detected
positions.

[0087] According to the disclosure, it is possible to cause
the target positions and the detected positions associated
with the target positions to be displayed in the enlarged
manner.

[0088] According to the disclosure, it is possible to cause
the detected positions before the correction parameters for
correcting the image data from the amount of movement of
the moving mechanism is applied and the detected positions
detected by applying the correction parameters to be dis-
played as the detected positions associated with the target
positions.

[0089] According to the disclosure, it is possible to evalu-
ate the position differences between the detected position of
the feature portion detected from the image data acquired by
imaging the object that has moved to the respective target
positions and to cause the cause associated in advance with
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the evaluation content and estimated to lead to the position
differences to be displayed in a case in which the feature
points for the positioning that the object has are moved while
being positioned at the plurality of respective target posi-
tions.

[0090] According to the disclosure, it is possible to cause
the aforementioned estimated cause and the countermeasure
for addressing the cause to be displayed.

[0091] According to the disclosure, it is possible to use the
plurality of detected positions detected by being moved to
the target positions a plurality of times as the detected
positions associated with the respective target positions.
[0092] According to the disclosure, it is possible to use the
aforementioned statistical values as the detection differ-
ences.

[0093] According to the disclosure, it is possible to use at
least one of the average value, the maximum value, the
minimum value, and the variation of the differences from the
plurality of respective detected positions as the statistical
values of the detection differences.

[0094] According to the disclosure, it is possible to display
at least one of the condition for driving the moving mecha-
nism, the parameter for the image processing, and the
condition for imaging.

[0095] According to the disclosure, it is possible to cause
the detected position of the feature portion detected from the
image data acquired by imaging the object that has moved
to the respective target positions to be displayed in associa-
tion with the target positions in the same coordinate space in
a case in which the object is moved by the moving mecha-
nism while the feature portion for positioning is positioned
at the plurality of respective target positions.

[0096] According to the present disclosure, it is possible to
cause the detected portions of the feature portion detected
from the image data acquired by imaging the object that has
moved to the respective target positions to be displayed in
association with the target positions in the same coordinate
space in a case in which the object is moved by the moving
mechanism while the feature portion for positioning is
positioned at the plurality of respective target positions if the
program is executed.

[0097] According to an example of the present disclosure,
it is possible to provide an environment which provides
information for supporting adjustment of the respective parts
for positioning.

[0098] An embodiment of the present disclosure will be
described in detail with reference to the drawings. Note that
the same reference numerals will be applied to the same or
corresponding parts in the drawings and description thereof
will not be repeated;

A. APPLICATION EXAMPLE

[0099] First, an example of a scenario to which the present
disclosure is applied will be described with reference to FIG.
1. FIG. 1 is a diagram schematically illustrating an example
of a scenario to which a position detecting apparatus 100
according to an embodiment is applied. Calibration, for
example, is performed in the position detecting apparatus
100 according to the embodiment. The calibration is per-
formed when the position detecting apparatus 100 is actually
operated for alignment, for example.

[0100] Inthe calibration, the position of an arbitrary object
that is moved by a moving mechanism (for example, a servo
motor 300, which will be described later, or the like) is
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detected. The position detecting apparatus 100 can be
assembled in a visual sensor, for example. The moving
mechanism can include various actuators such as a servo
motor 300, which will be described later, for example. The
object can include a workpiece or the like that can be a target
of an inspection using image processing performed by the
visual sensor during the actual operation, for example.
[0101] As illustrated in FIG. 1, the position detecting
apparatus 100 includes an image storage unit 60 that stores
image data 10 acquired by imaging the object when the
feature portion is positioned at a plurality of respective target
positions 21 by the moving mechanism configured to change
the position of the object in which a feature portion (for
example, a mark 14, which will be described later, or the
like) for positioning is provided, an image processing unit
50, a position storage unit 80, and a display data generation
unit 85. The aforementioned feature portion for positioning
is more typically a target mark of the calibration, and a
dedicated target mark for the calibration or the like may be
used. Alternatively, a feature portion for a positioning opera-
tion may be used.

[0102] The image processing unit 50 detects the positions
of the feature portion that is included in the image data 10
from the captured image data 10 through image processing.
The position storage unit 80 stores the detected positions
(that is, sampling positions 20) detected from the image data
10 of the object positioned at the respective target positions
21 through the aforementioned image processing in asso-
ciation with the target positions 21. The display data gen-
eration unit 85 generates data for displaying the respective
target positions 21 and the respective detected positions
(sampling positions 20) stored in association with the target
positions 21 in the same coordinate space on a display unit.
The aforementioned coordinate space on the display unit can
include a two-dimensional coordinate space of multidimen-
sional axes, for example, an X axis and a Y axis, or a
coordinate space of a one-dimensional axis, namely, an X
axis (Y axis).

[0103] In addition, a command unit 95 controls the mov-
ing mechanism such that the feature portion of the object is
positioned at the respective target positions 21 by providing
a control command 96 to the moving mechanism (for
example, the servo motor 300 or the like) by using the
plurality of target positions 21. The control command 96 can
correspond to a control command (for example, a drive pulse
or the like) to the servo motor 300, for example. The image
acquisition unit 40 acquires the image data 10 imaged by a
camera 104 via an image buffer 1224, which will be
described later, in synchronization with an output of the
control command 96. In this manner, the position detecting
apparatus 100 can acquire the image data 10 imaged by the
camera 104 every time the object moves to the respective
target positions 21.

[0104] In the position detecting apparatus 100 according
to the embodiment, the target positions 21 and the detected
position of the feature portion detected in a case in which the
object is moved by the moving mechanism such that the
feature portion is positioned at the target positions can be
acquired and can be displayed in the same coordinate space
in the associated manner. In this manner, it is possible to
present relative positional relationships between the respec-
tive target positions 21 and the detected positions (sampling
positions 20), which have been detected through the image
processing, of the feature portion moved to be positioned at
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the respective target positions to a user. The positional
relationships can include errors of the detected positions
from the target positions 21. Therefore, the position detect-
ing apparatus 100 can provide the presented positional
relationships as information for supporting adjustment in a
case in which the user adjusts setting or imaging conditions
(illumination, an imaging posture (angle), and the like) for
the moving mechanism or the image processing, for
example.

[0105] In addition, the position detecting apparatus 100
according to the embodiment includes a cause storage unit
90 that stores a plurality of predefined cause data items Ri
(i=1, 2, 3, . . . ) that have evaluation content RA that
represents evaluation of the positional differences that are
differences from the target positions 21 in the coordinate
system and an estimated cause RB estimated for the posi-
tional differences in linkage with the evaluation content, and
an evaluation unit 70 that evaluates differences between the
target positions 21 and the associated detected positions in
the coordinate system in the position storage unit 80 with a
predefined reference (corresponding to reference data 35). In
the embodiment, the aforementioned coordinate system is an
actual coordinate system (unit: mm) obtained by transform-
ing a camera coordinate system (unit: pix (pixels)) obtained
by imaging by using a function (affine transformation,
distortion correction, or the like), for example. In addition,
the amount (unit: mm) of movement of the moving mecha-
nism, for example, can be expressed by the amount of
movement in the actual coordinate system in the embodi-
ment. The display data generation unit 85 generates data for
displaying, on the display unit, the estimated cause RB,
which corresponds to the evaluation content RA that repre-
sents the evaluation by the evaluation unit 70, in the cause
storage unit 90.

[0106] Although the image storage unit 60, the position
storage unit 80, and the cause storage unit 90 correspond to,
for example, a storage region such as a RAM 112 in FIG. 3,
which will be described later, in the embodiment, the image
storage unit 60, the position storage unit 80, and the cause
storage unit 90 are not limited to the RAM 112.

[0107] The position detecting apparatus 100 according to
the embodiment can evaluate the differences of the detected
positions (sampling positions 20) from the target positions
21 with a predefined reference as errors in the detection. The
evaluation result can be displayed as a cause estimated to
cause the errors on the display unit. In the embodiment, the
estimated cause can include a condition for driving the
moving mechanism, a parameter for image processing, a
condition for imaging, or the like. In this manner, the
position detecting apparatus 100 can provide the estimated
cause to be displayed as information for supporting adjust-
ment of the setting of the correction parameter, the imaging
condition, or the like for the moving mechanism or the
image processing, for example, by the user.

[0108] Hereinafter, a more detailed configuration and pro-
cessing of the position detecting apparatus 100 according to
the embodiment will be described as a more specific appli-
cation example of the present disclosure.

B. OVERALL CONFIGURATION EXAMPLE OF
POSITION CONTROL SYSTEM

[0109] FIG. 2 is a diagram illustrating an overall configu-
ration of the position control system 1 according to the
embodiment. Referring to FIG. 2, the position control sys-
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tem 1 performs alignment by using image processing when
the position control system 1 is actually operated in a
production line of industrial products or the like. The
alignment typically means processing of arranging work-
pieces at original positions on the production line. A work-
piece 4 has a feature portion for positioning. In an example
of such alignment, the position control system 1 specifies a
feature image that is a partial image corresponding to the
feature portion from image data obtained by imaging an
object (workpiece 4) arranged on an upper surface of a stage
2, detects the position of the specified feature image, and
arranges (positions) the workpiece 4 at an accurate position
by controlling the stage 2 on the basis of the detected
position data (position coordinates in the embodiment).
[0110] As illustrated in FIG. 2, the position control system
1 includes the position detecting apparatus 100, a motion
controller 400, and the stage 2. The position detecting
apparatus 100 acquires image data imaged by the camera
104 and detects the position of the mark 14 for positioning
that is included in the acquired image data, thereby speci-
fying the position of the feature portion in the workpiece 4.
The camera 104 can include a charge coupled device (CCD)
camera, for example. The position detecting apparatus 100
outputs a command for arranging the workpiece 4 at an
accurate position on the basis of the specified positions to the
motion controller 400.

[0111] The motion controller 400 provides a command to
the stage 2 in accordance with the control command 96 from
the position detecting apparatus 100, thereby realizing align-
ment of the workpiece 4.

[0112] The stage 2 may have any degree of freedom as
long as the stage 2 is a mechanism capable of arranging the
workpiece 4 at the accurate position. In the embodiment, the
stage 2 can provide displacement in the horizontal direction
and displacement of rotation, for example, to the workpiece
4.

C. OVERALL CONFIGURATION OF POSITION
DETECTING APPARATUS

[0113] FIG. 3 is a diagram illustrating a hardware con-
figuration of the position detecting apparatus 100 according
to the embodiment. As illustrated in FIG. 3, the position
detecting apparatus 100 typically has a structure that is
compatible with a general-purpose computer architecture
and realizes various kinds of processing as will be described
later by a processor executing a program installed in
advance.

[0114] More specifically, the position detecting apparatus
100 includes a processor 110 such as a central processing
unit (CPU) or a micro-processing unit (MPU), a random
access memory (RAM) 112, a display controller 114, a
system controller 116, an input/output (I/0) controller 118,
a hard disk 120, a camera interface 122, an input interface
124, a motion controller interface 126, a communication
interface 128, and a memory card interface 130. These
respective parts are connected around the system controller
116 at the center such that the respective parts can commu-
nicate with each other.

[0115] The processor 110 exchanges programs (codes) or
the like with the system controller 116 and executes them in
a predetermined order, thereby realizing target arithmetic
processing.

[0116] The system controller 116 is connected to the
processor 110, the RAM 112, the display controller 114, and
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the 1/O controller 118 via a bus, exchanges data and the like
with the respective parts, and manages the entire processing
performed by the position detecting apparatus 100.

[0117] The RAM 112 is typically a volatile storage device
such as a dynamic random access memory (DRAM) and
holds programs read from the hard disk 120, camera images
(image data) acquired by the camera 104, data (manually
input coordinates and the like) related to the image data,
workpiece data, and the like.

[0118] The display controller 114 is connected to a display
unit 132 and outputs a signal for displaying various kinds of
information to the display unit 132 in accordance with an
internal command, such as display data, from the system
controller 116.

[0119] The /O controller 118 controls exchange of data
with a recording medium or an external device connected to
the position detecting apparatus 100. More specifically, the
1/O controller 118 is connected to the hard disk 120, the
camera interface 122, the input interface 124, the motion
controller interface 126, the communication interface 128,
and the memory card interface 130.

[0120] The hard disk 120 is typically a non-volatile mag-
netic storage device, and various setting values and the like
are stored therein in addition to the control program 150
such as algorithms executed by the processor 110. The
control program 150 installed in the hard disk 120 is
distributed in a state in which the control program 150 is
stored in a memory card 136 or the like. Note that a
semiconductor storage device such as a flash memory or an
optical storage device such as a digital versatile disk random
access memory (DVD-RAM) may be employed instead of
the hard disk 120.

[0121] The camera interface 122 acquires the image data
obtained by imaging the workpiece and relays data transfer
between the processor 110 and the camera 104. The camera
interface 122 includes an image buffer 122a for temporarily
accumulating the image data from the camera 104.

[0122] The input interface 124 relays data transfer
between the processor 110 and an input device such as a
keyboard 134, a mouse 138, a touch panel, or a dedicated
console.

[0123] The motion controller interface 126 relays data
transfer between the processor 110 and the motion controller
400.

[0124] The communication interface 128 relays data trans-
fer between the processor 110 and another personal com-
puter, a server device, or the like, which are not illustrated
in the drawing. The communication interface 128 is typi-
cally Ethernet (registered trademark), a universal serial bus
(USB), or the like.

[0125] The memory card interface 130 relays data transfer
between the processor 110 and the memory card 136 that is
a recording medium. The memory card 136 is distributed in
a state in which the control program or the like to be
executed by the position detecting apparatus 100 is stored,
and the memory card interface 130 reads the control pro-
gram 150 from the memory card 136. The memory card 136
is a general-purposed semiconductor storage device such as
a secure digital (SD), a magnetic recording medium such as
a flexible disk, an optical recording medium such as a
compact disk read only memory (CD-ROM), or the like.
Alternatively, a program downloaded from a distribution
server or the like may be installed in the position detecting
apparatus 100 via the communication interface 128.
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[0126] In a case in which a computer that has a structure
compatible with the aforementioned computer architecture
is used, an operating system (OS) for providing basic
functions of a computer may be installed in addition to an
application for providing the functions according to the
embodiment. In this case, the control program according to
the embodiment may be a program for executing processing
by calling necessary modules from among program modules
provided as a part of the OS in a predetermined order and/or
a predetermined timing.

[0127] Further, the control program 150 according to the
embodiment may be provided by being assembled as a part
of another program. The program itself does not include
modules included in another program to be combined as
described above, and the processing is executed in coopera-
tion with another program even in that case. That is, the
control program 150 according to the embodiment may be in
a form in which the control program 150 is assembled in
such another program.

[0128] Note that a part or entirety of the functions pro-
vided by executing the control program 150 may be
mounted on a dedicated hardware circuit such as an appli-
cation specific integrated circuit (ASIC) or a field-program-
mable gate array (FPGA) instead.

D. OVERALL CONFIGURATION OF MOTION
CONTROLLER

[0129] FIG. 4 is a diagram illustrating a hardware con-
figuration of the motion controller 400 according to the
embodiment. As illustrated in FIG. 4, the motion controller
400 includes a main control unit 210 and a plurality of servo
units 240, 242, and 244. An example in which the stage 2 has
servo motors 310, 312, and 314 corresponding to three axes
is illustrated, and the servo units 240, 242, and 244, the
number of which corresponds to the number of axes, are
included in the motion controller 400 in the position control
system 1 according to the embodiment. In a case in which
the servo motors 310, 312, and 314 are not particularly
distinguished, the servo motors 310, 312, and 314 will be
collectively referred to as servo motors 300 in the embodi-
ment.

[0130] The main control unit 210 manages overall control
of the motion controller 400. The main control unit 210 is
connected to the servo units 240, 242, and 244 via an
internal bus 226 and exchanges data with each other. The
servo units 240, 242, and 244 output control commands
(typically, drive pulses and the like) to servo drivers 250,
252, and 254, respectively, in accordance with an internal
command or the like from the main control unit 210. The
servo drivers 250, 252, and 254 drive the servo motors 310,
312, and 314 connected thereto, respectively.

[0131] The main control unit 210 includes a chip set 212,
aprocessor 214, a non-volatile memory 216, a main memory
218, a system clock 220, a memory card interface 222, a
communication interface 228, and an internal bus controller
230. The chip set 212 and other components are linked to
each other via various buses.

[0132] The processor 214 and the chip set 212 typically
have configurations that are compatible with a general-
purposed computer architecture. That is, the processor 214
interprets and executes order codes that are sequentially
supplied from the chip set 212 in accordance with an internal
clock. The chip set 212 exchanges internal data with various
components connected thereto and generates order codes
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necessary for the processor 214. The system clock 220
generates a system clock of a predefined cycle and supplies
the system clock to the processor 214. The chip set 212 has
a function of caching data and the like obtained as a result
of executing arithmetic processing by the processor 214.
[0133] The main control unit 210 has the non-volatile
memory 216 and the main memory 218. The non-volatile
memory 216 holds an OS, a system program, a user pro-
gram, data definition information, log information, and the
like in a non-volatile manner. The main memory 218 is a
volatile storage display region, holds various programs to be
executed by the processor 214, and is also used as a working
memory during execution of the various programs.

[0134] The main control unit 210 has the communication
interface 228 and the internal bus controller 230 as com-
munication portions. These communication circuits transmit
and receive data.

[0135] The communication interface 228 exchanges data
with the position detecting apparatus 100. The internal bus
controller 230 controls the exchange of data via the internal
bus 226. More specifically, the internal bus controller 230
includes a buffer memory 236 and a dynamic memory access
(DMA) control circuit 232.

[0136] The memory card interface 222 connects a detach-
able memory card 224 and the chip set 212 to the main
control unit 210.

E. RELATIONSHIP BETWEEN CAMERA
COORDINATE SYSTEM AND ACTUAL
COORDINATE SYSTEM

[0137] FIGS. 5 to 12 are explanatory diagrams of a
relationship between the camera coordinate system and an
actual coordinate system according to the embodiment. In
the embodiment, processing of transforming the camera
coordinate system (unit: pix pixels) that is a two-dimen-
sional coordinate system that is defined by image data
imaged by the camera 104 in the field of view of the camera
in FIG. 5 into an actual coordinate system is performed.
[0138] In the embodiment, the actual coordinate system is
an XY two-dimensional coordinate system (unit: mm) in
which the stage 2 (or the workpiece 4) moves with the
amount of movement (the moving direction, the distance,
and the like) changed due to the amount of rotation (the
rotation direction, the rotation angle, and the like) of the
servo motors 300 that are moving mechanisms. Note that
although the actual coordinate system and the camera coor-
dinate system are virtual coordinate spaces defined by
two-dimensional coordinate axes (XY axes) in the embodi-
ment, the actual coordinate system and the camera coordi-
nate system may be coordinate spaces defined by multidi-
mensional coordinate axes (XYZ axes and the like) of three
or more dimensions. In calibration according to the embodi-
ment, detecting the position of the object by the image
processing unit 50 from the image data imaged and acquired
is also referred to as “sampling”, and the detected positions
(unit: pix) are also referred to as “sampling points”.
[0139] First, the camera coordinate system of parallel
movement will be described. If the servo motors 310, 312,
and 314 are driven by an internal command from the main
control unit 210, and the stage 2 is moved in the X direction
in parallel by the predefined amount (unit: mm) of move-
ment of the stage in a state in which a mark TM is arranged
at a reference position on the stage 2 as illustrated in FIG.
6, the position of the mark TM in the camera coordinate
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system moves from the reference position (X1, Y1) to the
position (X2, Y2) (see FIG. 7).

[0140] Similarly, if the stage 2 is caused to be moved in
parallel in the Y direction by the predefined amount (unit:
mm) of movement of the stage, the mark TM in the camera
coordinate system moves from the reference position (X1,
Y1) to the position (X3, Y3) (see FIG. 8). In this manner, the
camera coordinate system (see FIG. 9) of the parallel
movement is generated.

[0141] Next, the camera coordinate system of rotation
movement as illustrated in FIGS. 10 and 11 will be
described. First, if the servo motors 310, 312, and 314 are
driven by an internal command from the main control unit
210, and the stage 2 is rotationally moved in a horizontal
plane by a predefined amount of movement (angles 61 and
02) in a state in which the mark TM is arranged at the
reference position on the stage 2 as illustrated in FIG. 10, the
mark TM in the camera coordinate system moves from the
reference position (X1, Y1) to the position (XR1, YR1) and
then to the position (XR2, YR2) (see FIG. 10).

[0142] The image processing unit 50 calculates coordi-
nates of a rotation center C of the camera coordinate system
from the angles 61 and 82 and the positions (X1, Y1), (XR1,
YR1), and (XR2, YR2). The image processing unit 50
moves an origin of the camera coordinate system to the
aforementioned rotation center C. In this manner, the camera
coordinate system of the rotation movement in FIG. 11 in
consideration of the rotation center is generated.

[0143] The relationship between the camera coordinate
system and the actual coordinate system according to the
embodiment is schematically illustrated in FIG. 12. In a case
in which the stage 2 (or the workpiece 4) is moved in parallel
by the moving mechanism, the image processing unit 50
detects the position (unit: pix) of the mark 14 in the camera
coordinate system in FIG. 9 and transforms the detected
position into the position (unit: mm) in the actual coordinate
system in FIG. 12. In this manner, the sampling position
(unit: mm) of the mark 14 in the actual coordinate system is
detected, and it becomes possible to compare the sampling
position (unit: mm) with the target position (unit: mm) of the
mark 14 in the actual coordinate system.

[0144] In addition, in a case in which the stage 2 (or the
workpiece 4) is rotationally moved by the moving mecha-
nism, the image processing unit 50 detects the position (unit:
pix) of the mark 14 in the camera coordinate system in FIG.
11 and transforms the detected position into the position
(unit: mm) in the actual coordinate system in FIG. 12. In this
manner, the sampling position (unit: mm) of the mark 14 in
the actual coordinate system is detected, and it becomes
possible to compare the sampling position (unit: mm) with
the target position (unit: mm) of the mark 14 in the actual
coordinate system.

[0145] In the embodiment, the image processing unit 50
uses predefined function, for example, a function for cor-
recting various kinds of distortion such as affine transfor-
mation, trapezoidal distortion correction, and lens distortion
correction for mapping (that is, correcting) the camera
coordinate system in the actual coordinate system in order to
transform the camera coordinate system into the actual
coordinate system as described in FIGS. 5 to 12. Note that
the correction function to be applied to the transformation is
not limited thereto.

[0146] FIG. 12 illustrates an example of a parameter table
121 according to the embodiment. A parameter table 121
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includes parameters used for the aforementioned correction
function. The parameter table 121 can be displayed on the
display unit 132 and can switch a parameter setting pattern
by changing values of the parameter in the parameter table
121 through a user’s operation of the keyboard 134 or the
like. The image processing unit 50 calculates the sampling
position in accordance with the parameter setting pattern and
the aforementioned function. In this manner, it is possible to
cause precision in detecting the sampling position to be
improved by changing the setting pattern.

F. CALIBRATION PROCESSING AND
PROCESSING DURING OPERATION

[0147] FIG. 13 is an explanatory outline flowchart of
calibration processing and positioning processing during
operations including the calibration according to the
embodiment. FIG. 14 is an explanatory flowchart illustrating
the calibration processing in FIG. 13 in association with
other processing. Referring to FIG. 13, if the calibration
processing (Steps T1 and T2) according to the embodiment
is performed, and the calibration is completed, the position
control system 1 is actually operated.

[0148] In addition, the calibration may be performed in
processing (Steps T3 and T5) for the actual operations. A
program that follows the flowchart in FIG. 13 or 14 can be
included in the control program 150.

[0149] (F-1. Calibration Processing)

[0150] FIG. 14 illustrates the calibration processing along
with other processing (evaluation processing (Step S9),
cause analysis and output processing (Step S15), and adjust-
ment processing (S17)) related to the calibration. In the
calibration processing in FIG. 14, the sampling is performed
at the respective target positions 21 while the workpiece 4
that has the mark 14 as the feature amount is imaged by the
camera 104 as illustrated in FIG. 5 and the mark 14 of the
workpiece 4 is moved to the predefined plurality of respec-
tive target positions 21 in the actual coordinate system by the
moving mechanism.

[0151] Specifically, the workpiece 4 is imaged by the
camera 104 (Step S1) when the workpiece is moved to the
target position 21 by the moving mechanism, the image
acquisition unit 40 acquires the image data 10 imaged and
obtained, the image processing unit 50 specifies the feature
portion (mark 14) from the acquired image data 10 through
image processing such as pattern matching, detects the
position of the specified feature portion in the camera
coordinate system, and transforms the detected position into
the sampling position 20 in the actual coordinate system in
accordance with the aforementioned mapping function and
the parameter setting pattern (Step S3). In addition, the
position detecting apparatus 100 stores the sampling posi-
tion 20 in association with the corresponding target position
21 and the feature image 22 of the specified feature portion
(mark 14) in the position storage unit 80, and stores the
image data 10 in association with the sampling position 20
in the image storage unit 60. In this manner, the imaged
image data 10, the feature image 22 specified from the image
data 10, the sampling position 20, and the corresponding
target position 21 are mutually stored in association every
time the workpiece 4 moves to the target position 21.
[0152] The position detecting apparatus 100 determines
whether or not a predefined plurality of samplings for the
calibration have been performed (Step S5). If it is deter-
mined that the predefined plurality of samplings have not
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ended, (“COLLECTION NOT ENDED” in Step S5), the
position detecting apparatus 100 calculates the amount of
control, such as the amount of movement of the stage 2 to
the next target position 21 (Step S13), and outputs a moving
command including the calculated amount of movement to
the motion controller 400 (Step S14). In the motion con-
troller 400, the moving mechanism is driven by the control
command in accordance with the moving command, and the
workpiece 4 moves to the next target position 21. Thereafter,
the processing returns to Step S1, and the processing in and
after Step S3 is performed.

[0153] Meanwhile, if the position detecting apparatus 100
determines that the predefined plurality of samplings have
ended (“COLLECTION ENDED” in Step S5), the evalua-
tion unit 70 performs evaluation processing of evaluating the
sampling position 20 stored in association with the target
position 21 in the position storage unit 80 by using reference
data 35 (Step S9). The evaluation processing is processing of
evaluating whether or not the calibration has reasonably
(appropriately) performed, and details thereof will be
described later.

[0154] The position detecting apparatus 100 determines
whether or not the evaluation result of the evaluation pro-
cessing indicates “reasonable (OK)” (Step S11). When the
position detecting apparatus 100 determines that the evalu-
ation result indicates “reasonable” (OK in Step S11), the
series of calibration processing ends, and the aforemen-
tioned operation processing is performed.

[0155] Meanwhile, if the position detecting apparatus 100
determines that the evaluation result of the evaluation pro-
cessing does not indicate reasonable (OK) (NG in Step S11),
an output requiring cause analysis is provided (Step S15).

[0156] Specifically, the display data generation unit 85
generates data for displaying each sampling position 20
stored in the position storage unit 80 and the target position
21 associated with the sampling position 20 in the same
coordinate space in Step S15 and outputs the generated
display data to the display controller 114 (Step S7). In this
manner, a screen for displaying each sampling position 20
and the target position 21 in an associated manner in the
same coordinate space is output to the display unit 132.

[0157] In addition, the evaluation unit 70 retrieves the
cause storage unit 90 and specifies cause data Ri including
evaluation content RA corresponding to the evaluation result
in Step S15. Then, the evaluation unit 70 outputs the
specified cause data Ri to the display data generation unit 85.
The display data generation unit 85 generates display data
from the cause data Ri and outputs the generated display
data to the display controller 114. In this manner, it is
possible to display the cause data Ri (an estimated cause RB
or a countermeasure) that is considered to have caused the
unreasonable calibration on the display unit 132.

[0158] The user adjusts the respective parts (Step S17).
Specifically, it is possible to provide information for sup-
porting adjustment of calibration to the user from the content
displayed on the display unit 132, that is, from a screen
(hereinafter, also referred to as a position associating screen)
in which each sampling position 20 and the target position
21 are associated in the same coordinate space or the cause
data Ri (the estimated cause RB or the countermeasure RC)
in Step S17. After the user performs the adjustment, the
position detecting apparatus 100 can be caused to perform
the calibration again.
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[0159] (F-2. Operation Processing)

[0160] Inthe embodiment, actual operations for alignment
by the position detecting apparatus 100 are performed after
the aforementioned adjustment through the calibration is
completed. Specifically, referring to FIG. 13, the position
detecting apparatus 100 specifies a feature image that is a
partial image corresponding to the feature portion from
image data obtained by imaging the object (workpiece 4)
arranged on the upper surface of the stage 2, detects the
position of the specified feature image (Step T3), and
outputs a control command for the moving mechanism on
the basis of the detected position. In this manner, the stage
2 moves such that the workpiece 4 can be arranged (aligned)
at an accurate position.

[0161] In addition, it is possible to perform the calibration
using the position detecting apparatus 100 provided in an
actual operation environment as illustrated in FIG. 13
according to the embodiment. That is, the position detecting
apparatus 100 stores one or a plurality of image data items
10 imaged at each target position 21 in advance in the image
storage unit 60 and stores position data 30 based on the
detection from each image data item 10 in the position
storage unit 80. During actual operations, the evaluation unit
70 performs evaluation on the calibration (determination of
reasonability) by using content in the image storage unit 60
and the position storage unit 80. In this manner, it is possible
to omit the number of processes related to the processing of
storing the image data 10 in the image storage unit 60 and
the processing of storing the position data 30 in the position
storage unit 80, that is, the processing in Steps S1, S3, S13,
and S14 in FIG. 14 even if the calibration is performed in the
actual operations.

G. DISPLAY EXAMPLE OF POSITION
ASSOCIATING SCREEN

[0162] FIGS. 15A-15D, 16, and 17 are diagrams illustrat-
ing examples of the position associating screen according to
the embodiment. In the associating screen in FIGS. 15A, 16,
and 17, each target position 21 and the sampling position 20
associated with the target position 21 in the position storage
unit 80 are represented by different icons (icons of plus
marks, for example) in the actual coordinate system that is
an XY two-dimensional space.

[0163] In addition, in FIG. 15B, the feature image 22
associated with the target position 21 in the position storage
unit 80 is displayed at each target position 21 in the similar
actual coordinate system.

[0164] The position associating screen in FIG. 15C is
different from that in FIG. 15A in that each target position
21 and the sampling position 20 associated with the target
position 21 in the position storage unit 80 are represented by
different icons (plus icons, for example) in a coordinate
system in a monoaxial (an X axis, for example) direction in
the actual coordinate system. In addition, on the position
associating screen in FIG. 15D, the minimum difference and
the maximum difference from among differences (errors)
between the respective target positions 21 in a coordinate
system in a monoaxial (an X axis, for example) direction in
the actual coordinate system and the plurality of respective
sampling positions 20 associated with the target positions 21
in the position storage unit 80 are represented in an associ-
ated manner by using a data table.

[0165] In the case of the calibration illustrated in FIGS.
15A to 17, the evaluation unit 70 calculates the differences
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between the plurality of sampling positions 20 and the
associated target positions 21 in the position storage unit 80
and evaluates the calculated differences by using reference
data 35, for example, in the evaluation processing. The
reference data 35 includes a threshold value of the differ-
ences, for example. The evaluation unit 70 outputs “reason-
able (OK)” as a result of the evaluation when the evaluation
unit 70 determines that a condition (the calculated differ-
ences <the threshold for the differences) is satisfied for all
the target positions 21 while the evaluation unit 70 outputs
“not reasonable (OK)” as a result of the evaluation in a case
in which the evaluation unit 70 determines that the condition
(the calculated differences <the threshold for the differences)
is not satisfied for all the target positions 21, for example.
[0166] (G-1.Example of Screen that Displays Precision of
Variations in Repeated Samplings)

[0167] FIGS. 18 and 19 are diagrams illustrating an
example of the position associating screen that displays
variations in the sampling positions according to the
embodiment. The user can cause the position associating
screen in FIG. 18 that represents results of sampling per-
formed a plurality of times at the respective target positions
21 to be displayed by operating a tab 180 on the screen.
[0168] The position associating screen in FIG. 18 is an
example of the screen in a case in which the plurality of
sampling positions 20 are detected for the respective target
positions 21 by repeating the calibration. The screen in FIG.
18 includes sampling data tables 181 and 182 and a display
region 183 of the sampling positions 20.

[0169] The sampling data tables 181 and 182 include
sampling result checking information, sampling result com-
parison information, and display forms to improve visibility
of the information, for example. Specifically, the sampling
result checking information includes all data items (posi-
tions, difference values, and the like) related to the sampling
positions 20 and statistical values (values such as a maxi-
mum value, a minimum value, an average value, a standard
deviation indicating a degree of variation and the like) of the
sampling positions 20, for example. The measurement result
comparison information includes information for comparing
the target positions 21 and the sampling positions 20 in the
form of a table and information for comparing acquired data
including the sampling positions 20 obtained by the cali-
bration performed in the past and acquired data including the
sampling positions 20 obtained by the calibration performed
this time in the form of a table, for example.

[0170] For the improvement in the visibility of the infor-
mation, the measurement results (values indicating varia-
tions in the sampling positions 20, the sampling positions
20, and the like) that are equal to or greater than a specific
value are displayed in a form (emphasized display, for
example) that is different from that for the other values in the
tables, for example, and the statistical values of the sampling
positions 20 are displayed in a form (emphasized display, for
example) that is different from that for the other values, for
example, in the sampling data tables 181 and 182.

[0171] In addition, the display region 183 of the sampling
positions 20 includes information for checking the sampling
positions 20 in association with the target positions 21,
comparison information, and display form for improving the
visibility. For example, the plurality of associated sampling
positions 20 are displayed in the form of scatter plots for
each target position 21 in the two-dimensional coordinate
space.
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[0172] On the basis of such comparison information,
marks of the target positions 21 and the sampling positions
20 are presented by being displayed in an overlapping
manner or an aligned manner at the target positions 21. In
addition, comparison display between the calibration data
obtained in the past and the calibration data obtained this
time is presented (displayed in an overlapping manner or in
an aligned manner).

[0173] In addition, as the display form to improve the
visibility, the sampling positions 20 or the values of the
variations thereof that are equal to or greater than a specific
value are displayed in a form (emphasized display) that is
different from that for the other value, and the statistical
values of the sampling positions 20 are displayed in a form
(emphasized display) that is different from that for the other
values in a manner similar to that in the sampling data tales
181 and 182. Circular marks around the target positions 21
are displayed in the display region 183. The diameter of the
marks corresponds to the aforementioned specific threshold
value. Therefore, sampling positions that have variations
with differences of less than the specific threshold value
from the target positions 21 are marked inside the circles
while the sampling positions 20 that vary with the differ-
ences of equal to or greater than the specific threshold value
are marked outside the circles. Therefore, it is possible to
visually provide the degrees of variations of the sampling
positions 20 relative to the respective target positions 21 to
the user.

[0174] FIG. 19 illustrates a modification example of the
position associating screen in FIG. 18. The screen in FIG. 19
includes a display region 192 of the feature image 22, a
display region 191 of the sampling results, and an enlarged
display region 183A in which the sampling positions 20 are
displayed in an enlarged manner.

[0175] The display region 192 of the image displays the
image data 10 or the feature image 22 that is actually
imaged, for example. In this manner, the information for
checking the sampling results is provided.

[0176] The display region 192 of the image displays
information for comparing the sampling results, for
example. For example, the display region 192 provides
information for comparing a plurality of image data items by
displaying, in a comparative manner (displayed in the over-
lapping manner or in the aligned manner), ideal image data
(reference image data), the image data acquired by the
calibration performed in the past, and new image data. For
example, the detected images (the image data 10 or the
feature image 22) and the ideal image are displayed in the
comparative manner (displayed in the overlapping manner
or in the aligned manner).

[0177] The display region 192 displays an image (the
image data 10 or the feature image 22) associated with a
sampling position 20 with the maximum difference from the
target position 21 and an image (the image data 10 or the
feature image 22) associated with a sampling position 20
with the minimum difference in the comparative form (dis-
played in the overlapping manner or in the aligned manner).

[0178] In addition, the display region 192 displays the
feature image 22 in association with the reference image of
the target positions 21 in a graphically comparative manner
(displays them in the overlapping manner or in the aligned
manner). The reference image of the target positions 21 is
included in the reference data 35.
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[0179] The enlarged display region 183 A of the sampling
positions 20 displays information that is similar to that
displayed in the display region 183A in FIG. 18.

[0180] The display region 191 displays changes in the
sampling positions 20 by a graph in a coordinate space. For
example, differences of the respective sampling positions 20
associated with the target positions 21 from the target
positions 21 are displayed in a form of a chronological order
that follows relative time eclapse from the start of the
plurality of samplings. For example, the differences from the
sampling positions 20 or the target positions 21 or the like
are displayed in a chronological order in accordance with the
sampling order. Alternatively, the horizontal axis of the
coordinates is assigned to a sampling time or a relative time
from the first measurement, and a situation (a time required
for convergence or the like) in which a difference of a
sampling position 20 associated with a certain target posi-
tion 21 from the target position 21 (see the broken line in the
drawing) converges to be less than a specific threshold value
(see the solid line in the drawing) indicated by the reference
data 35 is visually presented in the display region 191 as
illustrated in FIG. 19.

[0181] (G-2. Example of Screen that Displays Effects of
Distortion Correction)

[0182] FIG. 20 is a diagram illustrating an example of the
position associating screen that displays effects of the dis-
tortion correction according to the embodiment. The user
can cause the screen in FIG. 20 to be displayed by operating
a tab 200 on the screen.

[0183] The screen in FIG. 20 includes sampling data
tables 201, 202, and 203, display regions 204 and 205 of the
sampling positions 20, and a current setting pattern 206 set
by a parameter table 121 or the like. In the embodiment, it
is possible to set patterns “No. 17 to “No. 4” in the sampling
data table 201, for example, and data of the setting pattern
No. 3, for example, among them is displayed in FIG. 20.
Note that the number of setting patterns is not limited to
these four patterns. In addition, the setting patterns of the
data displayed on the screen in FIG. 20 can be switched.
[0184] The sampling data table 201 includes the maximum
value and the minimum value of differences in the X axis
direction so as to correspond to the respective setting
patterns for correction processing based on the parameter
table 121 or the like. The sampling data table 202 includes
differences in the X axis direction in association with the
respective target positions 21 in calibration in the setting
patterns so as to correspond to the respective setting patterns
in the sampling data table 202. The sampling data table 203
includes differences in the Y axis direction in association
with the respective target positions 21 in the calibration in
the setting patterns so as to correspond to the respective
setting patterns of the sampling data table 202. Note that the
sampling data tables 201 to 203 can include all the data
items about the sampling positions 20 (for example, the
differences from the target positions 21, the target positions
21, the sampling positions 20, and the like) and statistical
values of all the data items, for example, in association with
the respective setting patterns.

[0185] The sampling data tables 201. 202, and 203 can
display information related to comparison between setting
patterns for correction and data (for example, the target
positions 21 and the sampling positions 20) after the cor-
rection processing and comparison between the sampling
positions 20 in the past and the latest sampling positions 20.
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Differences that are equal to or greater than a specific value
obtained by setting a threshold value or the maximum value
of the differences, the minimum value of the differences, and
the like are displayed in a form (for example, emphasized
display) that is different from that for the other data.
[0186] The display region 204 displays the position asso-
ciating screen. For example, the display region 204 displays
the respective target positions 21 and the sampling positions
20 associated with the target positions 21 in a two-dimen-
sional coordinate space. Further, the display region 204 can
display the sampling positions 20 before and after the
correction using setting parameters as the sampling positions
20. In addition, the display region 204 displays auxiliary
lines for making it easier to check the respective sampling
positions 20, for example.

[0187] In the embodiment, the auxiliary lines can include
line segments 207 and 208 that indicate relative positional
relationships between the target positions 21 and the sam-
pling positions 20, for example. For example, the auxiliary
lines can include a line segment 207 connecting the sam-
pling positions 20 associated with the respective target
positions 21 in an order of the movement to the respective
target positions 21 by the moving mechanism. Alternatively,
the auxiliary lines can include a line segment 208 connecting
the respective target positions 21 in an order of the move-
ment by the moving mechanism, for example.

[0188] In addition, the sampling positions 20 with differ-
ences that are equal to or greater than a specific threshold
value can be displayed in a form (emphasized display) that
is different from that for the other data in the display region
204.

[0189] In addition, the display region 204 displays the
position associating screen for each setting pattern, for
example. Specifically, image processing performed by the
image processing unit 50 includes parameters (correction
parameters) for a correction function (affine transformation,
distortion correction, or the like) for correcting the image
data 10 from the amount of movement by the moving
mechanism in order to detect the position of the feature
portion (mark 14) from the image data 10 in the embodi-
ment. The image processing unit 50 can detect the respective
sampling positions 20 obtained by the image processing
before and after the application of the correction function
(and/or the correction parameters) as the sampling positions
20 associated with the target positions 21. In the display
region 204, the sampling positions 20 associated with the
target positions 21 can include the respective sampling
positions 20 obtained by the image processing before and
after the application of the correction function (and/or the
correction parameters).

[0190] In addition, the image processing unit 50 can detect
the sampling positions 20 by applying setting patterns with
different correction parameters in the embodiment. The
image processing unit 50 can specify a setting pattern to
calculate a sampling position 20 capable of minimizing a
difference (or a statistical value) from the target position 21
from among the respective setting patterns and display the
position associating screen for the sampling positions 20 and
the target positions 21 detected by the specific setting pattern
in a display form (for example, emphasized display) that is
different from that for the position associating screen based
on the other setting patterns.

[0191] The display region 205 displays a pair selected by
the user in an enlarged manner from among pairs of the
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target positions 21 and the sampling positions 20 associated
on the position associating screen in the display region 204.
The user can check, in detail, degrees of differences (for
example, degrees of differences due to differences in setting
patterns) in the detection of the target positions 21 and the
sampling positions 20 at the target positions 21 from such
enlarged display.

[0192] (G-3.Example of Screen that Displays Precision of
Linearity of Sampling)

[0193] FIG. 21 is a diagram illustrating an example of the
position associating screen obtained by sampling based on
linear movement according to the embodiment. The user can
display the screen in FIG. 21 by operating a tab 240 on the
screen. The screen in FIG. 21 includes sampling data tables
241 and 242, a display region 243 of the sampling positions
20, an image display region 253, and an enlarged display
region 254.

[0194] The sampling data tables 241 and 242 include all
data items (for example, differences in the amounts of
movement of the stage 2 (differences from the target posi-
tions 21), the target positions 21, the sampling positions 20,
target angles, detection angles, and the like) of the sampling
positions 20. The detection angles are inclination angles of
the feature image 22 obtained by the image processing unit
50 and indicate inclination angles from a predefined posture
of the mark 14 (feature portion).

[0195] In addition, the sampling data tables 241 and 242
can include statistical values and the like of all the data items
about the sampling positions 20.

[0196] The sampling data tables 241 and 242 can include
data display in the comparative form of data about the target
positions 21 and the sampling positions 20 or data display in
the comparative form between all the data items about the
sampling positions 20 obtained by the calibration performed
in the past and all the data items about the sampling
positions 20 obtained by the calibration performed this time,
for example.

[0197] In addition, the sampling data tables 241 and 242
display differences that are equal to or greater than a specific
threshold value or the sampling positions 20 with the
differences in a form (emphasized display) that is different
from that for the other data, display the maximum value or
the minimum value of the differences in a form (emphasized
display) that is different from that for the other data, or
display distances between two points, namely the target
position 21 and the sampling position 20 with a difference
that is equal to or greater than a specific threshold value in
a form (emphasized display) that is different from the other
data.

[0198] The display region 243 displays a mark 256 at each
target position 21 with a predefined posture at each target
position 21 in a two-dimensional coordinate space and
displays the mark 255 at a sampling position 20 associated
with the target position 21 with an inclination angle from the
aforementioned predefined posture. The inclination angle
corresponds to an inclination angle of the feature image 22
specified from the image data 10 from the predefined
posture.

[0199] In addition, the target positions 21 and the sam-
pling positions 20 are displayed by using marks in the
overlapping manner or in the aligned manner, for example,
in the comparative form in the display region 243. Also, data
of the sampling positions 20 obtained by the calibration
performed in the past and data of the sampling positions 20
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obtained by the calibration performed this time are displayed
by using marks in the overlapping manner or in the aligned
manner, for example, in the comparative form in the display
region 243.

[0200] In addition, the display region 243 displays a mark
14 of a sampling position 20 that has not been sampled at the
position, the angle, or the like at the target position 21 in a
display form (for example, emphasized display) that is
different from that for the other marks. In addition, the
distance between two points, namely a target position 21 and
a sampling position 20 with a difference that is equal to or
greater than a specific threshold value is displayed in a
display form (for example, emphasized display) that is
different from that for the other distances. In addition,
auxiliary lines (for example, the broken lines in the display
region 243) for making it easier to check the respective
sampling positions 20 can be displayed in the display region
243.

[0201] The image display region 253 displays a sampling
image (the feature image 22 or the image data 10 that is
actually imaged) or a target image (a reference feature image
or image data). In this case, the sampling image and the
target image can be displayed in the comparative form
(displayed in the overlapping manner or in the aligned
manner). In addition, the sampling image obtained by the
calibration performed in the past and the sampling image
obtained by the calibration performed this time can be
displayed in the comparative manner (displayed in the
overlapping manner or in the aligned manner) in the image
display region 253. In addition, an image and graphics
(display and enlarged display of the sampling positions 20)
can be displayed on the comparative form (displayed in the
overlapping manner or in the aligned manner).

[0202] The enlarged display region 254 displays the target
positions 21 and the sampling positions 20 associated with
the target positions 21 as marks in an enlarged manner. In
that case, both the marks can be displayed in the compara-
tive manner (displayed in the overlapping manner or in the
aligned manner). Targets of the enlarged display can include
the sampling positions 20 obtained by the calibration per-
formed in the past and the sampling positions 20 obtained by
the calibration performed this time. In addition, marks that
have not been sampled at the target positions 21 or at the
target angle or the like are displayed in a display form (for
example, emphasized display) that is different from that for
the other distances in the enlarged display.

[0203] (G-4. Example of Screen that Displays Precision of
Sampling During Rotation Movement)

[0204] FIG. 22 is a diagram illustrating an example of the
position associating screen obtained by sampling based on
rotation movement according to the embodiment. The user
can cause the screen in FIG. 22 to be displayed by operating
a tab 270 on the screen. The screen in FIG. 22 includes the
sampling data tables 181 and 182 that are similar to those in
FIG. 18 and a display region 273 of the sampling positions
20. In the display region 273, display of the sampling
positions 20 (display of the sampling positions 20 associated
with the target positions 21) can be switched to graphic
display of rotation sampling in a case in which the moving
mechanism is driven to rotate.

[0205] FIG. 23 is a diagram illustrating another example
of the position associating screen obtained by sampling
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based on rotation movement according to the embodiment.
The display screen in FIG. 23 is a modification example of
the screen in FIG. 22.

[0206] The screen in FIG. 23 includes the sampling data
tables 181 and 182, the display region 192 of the feature
image 22 that is similar to that in FIG. 19, a sampling result
display region 191, and an enlarged display region 284 of the
sampling positions 20. The enlarged display region 284
displays information that is similar to that in the display
region 273 in FIG. 22.

[0207] (G-5. Example of Screen that Displays Effects of
Correction During Rotation Movement)

[0208] FIG. 24 is a diagram illustrating another example
of the position associating screen obtained by the sampling
based on rotation movement according to the embodiment.
The user can cause the screen in FIG. 24 to be displayed by
operating a tab 200 on the screen. The screen in FIG. 24
includes the sampling data tables 201, 202, and 203 and the
current setting pattern 206 set by the parameter table 121 or
the like that are similar to those in FIG. 20. Further, the
screen in FIG. 24 includes a display region 294 of the
sampling positions 20 and an enlarged display region 304 of
the sampling positions 20. FIG. 24 illustrates a case in which
the rotation center C of the stage 2 has not accurately been
estimated by the current setting pattern 206.

[0209] The display region 294 displays the rotation center
C estimated from the sampling positions 20 in a case in
which the stage 2 rotates and a target rotation center CT set
by the parameter table 121 in a distinguishable form (for
example, displays them with a changed display color or with
a changed line type) and displays a difference therebetween.
The display region 294 includes data for displaying the
respective target positions 21 on a circumferential line 296
around the target center position (target rotation center CT)
or data for displaying the sampling positions 20 associated
with the respective target positions 21 on a circumferential
line 295 around an estimated center position (that is, the
estimated rotation center C). The display region 294 displays
the estimated rotation center C and the target rotation center
CT in the distinguishable form (for example, with a changed
display color or with a changed line type). In addition, the
display region 294 displays the circumferential line 295
connecting the sampling positions 20 sampled during the
rotation movement around the estimated rotation center C as
a center and the circumferential line 296 connecting the
target positions 21 around the target rotation center C as a
center in the distinguishable form (for example, with a
changed display color or with a changed line type).

[0210] In addition, the enlarged display region 304 dis-
plays the sampling positions 20 obtained by the rotation
movement in the enlarged manner. For example, the marks
indicating the target positions 21 and the marks indicating
the sampling positions 20 associated with the target posi-
tions 21 are displayed in the distinguishable form (for
example, displayed with a changed display color or with a
changed line type).

[0211] (G-6. Another Example of Screen that Displays
Effects of Correction During Rotation Movement)

[0212] FIG. 25 is a diagram illustrating another example
of the position associating screen obtained by sampling
based on rotation movement according to the embodiment.
The user can cause the screen in FIG. 25 to be displayed by
operating a tab 320 on the screen. The screen in FIG. 25
includes the sampling data tables 241 and 242 that are
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similar to those in FIG. 21, a display region 323 of the
sampling positions 20, an enlarged display region 333 of the
sampling positions 20, and a feature display region 334. In
FIG. 25, the sampling data tables 241 and 242 can further
include all data items (including the sampling positions 20,
the target positions 21, and the position of the estimated
rotation center C, for example) of the sampling positions 20.
[0213] In FIG. 25, the sampling data tables 241 and 242
can further include all data about the sampling positions 20
(for example, the sampling positions 20, the target positions
21, and the estimated position of the rotation center C).
[0214] The display region 323 displays the positions of the
estimated rotation center C and the target center CT with
marks, for example, and displays a target sampling circum-
ferential line. Information that is similar to that in the
enlarged display region 254 and the image display region
253 in FIG. 21 can be displayed in the enlarged display
region 333 and the feature display region 334, respectively.
[0215] The user can provide support information to deter-
mine that only a part of the image data 10 has been able to
be calibrated, that the rotation center C of the stage 2 has not
appropriately been estimated, that the detected posture (in-
clination angle) of the feature portion indicated by the
results of sampling is not appropriate (the rotation center C
of the stage 2 has not appropriately been estimated), that
sampling intervals are not equal intervals, and that sampling
has not been done at the target positions 21 from the screen
in FIG. 23.

H. EVALUATION OF CALIBRATION

[0216] Evaluation processing performed by the evaluation
unit 70 in Step S9 in FIG. 14 will be described. In the
embodiment, the evaluation unit 70 evaluates the sampling
positions 20 by mainly comparing differences between the
target positions 21 and the sampling positions 20 associated
with the target positions 21 with the threshold value indi-
cated by the reference data 35 by using predefined evalua-
tion conditions. In addition, the evaluation unit 70 retrieves
the cause storage unit 90 on the basis of the evaluation
obtained by the evaluation processing and reads the cause
data Ri associated with evaluation content RA that represent
the evaluation from the cause storage unit 90 through the
retrieval.

[0217] FIGS. 26 to 31 are diagrams illustrating examples
of the cause data Ri according to the embodiment. The
evaluation processing and the cause data Ri will be
described with reference to FIGS. 26 to 31.

[0218] (H-1. Evaluation of Sampling Positions 20 Using
Feature Image 22)

[0219] The evaluation unit 70 calculates differences (also
referred to as detection differences) between the respective
target positions 21 and the sampling positions 20 associated
with the target positions 21 and matches the feature image
22 associated with the sampling positions 20 with a refer-
ence image of the mark 14. Note that the reference data 35
has the reference image of the mark 14. The evaluation unit
70 evaluates that “there are points at which the target
positions and the sampling position 20 do not coincide”
when the evaluation unit 70 detects sampling positions 20
that satisfy predefined conditions ((a detection difference a
specific threshold value of reference data 35) and (incon-
sistent with feature image 22)) from among the sampling
positions 20 associated with the respective target positions
21. The evaluation unit 70 reads cause data R1 (FIG. 26)
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associated with the aforementioned evaluation (evaluation
content RA) from the cause storage unit 90.

[0220] The user can check that the calibration is “not
reasonable” and acquire information about the estimated
cause RB (for example, erroneous detection of a background
portion other than a target mark at an inconsistent point) and
the countermeasure to address the cause (to adjust search
setting (a model image, a setting parameter, or the like) by
the cause data R1 being displayed.

[0221] In this case, the screens in FIG. 15A and FIG. 15B
can also be displayed, for example. The user can check that
the sampling has failed at a target position 21 at the upper
right end in the field of view of the camera from the position
associating screen in FIG. 15A. In addition, the user can
determine that the background image instead of the feature
image 22 has been specified by the image processing at the
target position 21 from the screen in FIG. 15B.

[0222] In addition, the position associating screen illus-
trated in FIG. 18 or 19 may be displayed as the position
associating screen.

[0223] (H-2. Evaluation of Trend of Differences in Sam-
pling Positions 20)

[0224] The evaluation unit 70 calculates the detection
differences between the respective target positions 21 and
the sampling positions 20 associated with the target posi-
tions 21 and evaluates that “the amount of deviation of a
sampling position increases by a specific amount in the X
direction”, for example, when the evaluation unit 70 detects
that a detection difference of the sampling position 20,
which satisfies a predefined condition (detection difference
a specific threshold value of reference data 35), has a trend
to appear in the X direction or the Y direction. The evalu-
ation unit 70 reads cause data R2 (FIG. 26) associated with
the evaluation (evaluation content RA) from the cause
storage unit 90.

[0225] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, a driving condition of the moving mecha-
nism (the amount of movement of the stage is inappropriate,
for example)) and the countermeasure RC (to check the
control of the stage, for example) to address the cause by the
cause data R2 being displayed.

[0226] In this case, the position associating screen in FIG.
16, for example, can be displayed. The user can check that
there is a trend that differences occur in the X direction from
the target positions 21 in the field of view of the camera from
the screen in FIG. 16. In addition, the position associating
screen illustrated in FIG. 18 or 19 may be displayed as the
position associating screen.

[0227] (H-3. Evaluation of Difference from Target Posi-
tion 21 at Image End Portion)

[0228] The evaluation unit 70 calculates detection differ-
ences between the respective target positions 21 and the
sampling positions 20 associated with the target positions 21
and evaluates that “there is a point at which the target
position and the sampling position do not coincide at an
image end” when the evaluation unit 70 determines that a
sampling position 20 that satisfies a predefined condition
(the detection difference the specific threshold value of the
reference data 35) is detected at the end portion of the image.
The evaluation unit 70 reads cause data R3 (FIG. 26)
associated with the evaluation (evaluation content RA) from
the cause storage unit 90.
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[0229] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, an imaging condition (for example, an
influence of camera lens distortion)) and the countermeasure
RC (for example, to change the lens to a lens with no strain
in the field of view) to address the cause by the cause data
R3 being displayed.

[0230] In this case, the screen in FIG. 17, for example, can
also be displayed. The user can check that the sampling has
failed at the target position 21 at the end portion of the field
of view (image) of the camera from the position associating
screen in FIG. 17. In addition, the position associating
screen illustrated in FIG. 29 may be displayed as the position
associating screen.

[0231] (H-4. Evaluation of Variations in Differences from
Target Positions 21)

[0232] The evaluation unit 70 calculates the detection
differences between the respective target positions 21 and
the sampling positions 20 associated with the target posi-
tions 21 and evaluates that variations in sampling are large
when the evaluation unit 70 determines that a predefined
condition (a value of variation in the detection difference a
specific threshold value of the reference data 35) is satisfied.
The evaluation unit 70 reads cause data R4 (FIG. 27)
associated with the evaluation (evaluation content RA) from
the cause storage unit 90. Note that the variation values are
values that indicate magnitudes of variations, and the evalu-
ation unit 70 can calculate the variation values from a
standard deviation of the detection differences, for example.
[0233] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB indicated by the cause data R4 and the countermeasure
RC to address the cause by the cause data R4 being
displayed.

[0234] In this case, the screens in FIGS. 18 and 19, for
example, can also be displayed. The user can check the
variation values from the position associating screens in
FIGS. 18 and 19.

[0235] (H-5. Evaluation of Differences from Target Posi-
tions 21 Before and after Correction Processing)

[0236] In the embodiment, it is possible to perform cali-
bration while changing the setting pattern of a function
parameter for mapping the camera coordinate system to the
actual coordinate system. Therefore, the evaluation unit 70
can compare the detection differences between the target
positions 21 and the sampling positions 20 in a case in which
the calibration is performed after the setting pattern is
changed to a new setting pattern and the detection differ-
ences of the target positions 21 in a case in which the
calibration is performed by the setting pattern before the
change.

[0237] Specifically, the evaluation unit 70 evaluates that
“the error of the sampling is still large even with the setting
for the correction processing” when the evaluation unit 70
determines that a predefined condition (a detection differ-
ence after the change of the setting pattern a detection
difference before the change) is satisfied. The evaluation unit
70 reads cause data R5 (FIG. 27) associated with the
evaluation (evaluation content RA) from the cause storage
unit 90.

[0238] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, the setting of the image processing is
inappropriate) indicated by the cause data R5 and the
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countermeasure RC (setting of the image correction pro-
cessing is checked and adjusted) to address the cause by the
cause data R5 being displayed.

[0239] In this case, the position associating screen in FIG.
20, for example, can also be displayed. The user can check
a change of differences between the target positions 21 and
the sampling positions 20 before and after the change of the
setting pattern from the position associating screen in FIG.
20.

[0240] (H-6. Evaluation of Differences from Target Posi-
tions 21 with Angles)

[0241] The evaluation unit 70 detects an inclination of the
feature image 22 associated with the sampling positions 20
by matching the feature image 22 with the reference image
that the reference data 35 has and evaluates that “the posture
(angle) of the sampling is not constant” when the evaluation
unit 70 determines that the detected inclination satisfies a
predefined condition (the magnitude of the inclination =za
specific threshold value of the reference data 35). The
evaluation unit 70 reads cause data R6 (FIG. 28) associated
with the evaluation (evaluation content RA) from the cause
storage unit 90.

[0242] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, parameters for image processing (for
example, setting for detecting the rotating object is inappro-
priate (setting for detecting a rotating object is employed for
an object that does not rotate)) indicated by the cause data
R6 and the countermeasure RC (to adjust search setting
related to detection of the rotating target) by the cause data
R6 being displayed. In this case, the screen in FIG. 21 can
be displayed as the position associating screen. The user can
specifically check the degree of the magnitude of the incli-
nation from the position associating screen in FIG. 21.
[0243] (H-7. Evaluation of Calibration Range from Dit-
ferences from Target Positions 21)

[0244] The evaluation unit 70 evaluates whether or not the
sampling has been performed at the respective target posi-
tions 21 on the basis of whether or not the sampling
positions 20 have been stored in association with the respec-
tive target positions 21 in the position storage unit 80. When
the evaluation unit 70 determines that the sampling positions
20 have not been stored, the evaluation unit 70 evaluates that
“the calibration has been able to be done only for a part of
the image”. The evaluation unit 70 reads cause data R7 (FIG.
28) associated with the evaluation (evaluation content RA)
from the cause storage unit 90.

[0245] The user can check that the calibration is “not
reasonable” and acquire information of estimated cause RB
(for example, a parameter (for example, setting of a cali-
bration (sampling) range is inappropriate and is excessively
narrow) of the image processing) indicated by the cause data
R7 and the countermeasure RC (for example, the setting of
the calibration range is reviewed, and the setting is adjusted)
to address the cause along with specific information RC1
about the countermeasure by the cause data R7 being
displayed.

[0246] (H-8. Evaluation of Variations of Differences from
Target Positions 21 During Rotation Movement)

[0247] The evaluation unit 70 calculates detection differ-
ences between the respective target positions 21 and the
sampling positions 20 associated with the target positions 21
during the rotation movement and evaluates that “variations
in sampling are large (stopping of the rotation of the stage
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has not accurately been estimated)” when the evaluation unit
70 determines that a predefined condition (variation values
of'the detection differences =a specific threshold value of the
reference data 35) is satisfied. The evaluation unit 70 reads
cause data R8 (FIG. 29) associated with the evaluation
(evaluation content RA) from the cause storage unit 90.
[0248] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB indicated by the cause data R8 and the countermeasure
RC to address the cause by the cause data R8 being
displayed.

[0249] In this case, the position associating screens in
FIGS. 22 and 23, for example, can also be displayed. The
user can check the degrees of variations from the position
associating screens in FIGS. 22 and 23.

[0250] (H-9. Evaluation of Differences from Target Posi-
tions 21 Before and after Correction Processing During
Rotation Movement)

[0251] The evaluation unit 70 evaluates that “the sampling
error is large even with the setting for the correction pro-
cessing” when the evaluation unit 70 determines that a
predefined condition (differences after the change of the
setting pattern differences before the change) is satisfied
during the rotation movement. The evaluation unit 70 reads
cause data R9 (FIG. 29) associated with the evaluation
(evaluation content RA) from the cause storage unit 90.
[0252] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, the setting for the image correction
processing is inappropriate) indicated by the cause data R9
and the countermeasure RC (the setting for the image
correction processing is checked and adjusted) to address the
cause by the cause data R9 being displayed.

[0253] In this case, the position associating screen in FIG.
24, for example, can also be displayed. The user can check
the changes in the differences between the target positions
21 and the sampling positions 20 before and after the change
of the setting pattern from the position associating screen in
FIG. 24.

[0254] (H-10. Evaluation of Calibration Range from Dit-
ferences from Target Positions 21 During Rotation Move-
ment)

[0255] The evaluation unit 70 evaluates whether or not the
sampling has been performed at the respective target posi-
tions 21 during the rotation movement on the basis of
whether or not the sampling positions 20 have been stored
in association with the respective target positions 21 in the
position storage unit 80. When the evaluation unit 70
determines that the sampling positions 20 have not been
stored, the evaluation unit 70 evaluates that “the calibration
has been able to be performed only on a part of the image
(the rotation center of the stage has not accurately been
estimated)”. The evaluation unit 70 reads cause data R10
(FIG. 30) associated with the evaluation (evaluation content
RA) from the cause storage unit 90.

[0256] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (a driving condition of the moving mechanism and
parameter setting for the image processing (for example, the
setting value of the sampling angle range is inappropriate))
indicated by the cause data R10 and the countermeasure RC
to address the cause (for example, whether or not the setting
value of the angle range is reasonable (in particular, whether
or not the angle range is too small) is checked, and the
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setting is adjusted) along with specific information RC1 of
the countermeasure by the cause data R10 being displayed.
In this case, the screen in FIG. 25 can be displayed as the
position associating screen.

[0257] (H-11. Evaluation of Differences from Target Posi-
tions 21 During Rotation Movement with Angles)

[0258] The evaluation unit 70 detects the inclination of the
feature image 22 associated with the sampling positions 20
during the rotation movement by matching the feature image
22 with the reference image that the reference data 35 has
and evaluates that “the posture (angle) of the sampling result
is not appropriate (the rotation center of the stage has
inappropriately been estimated)” when the evaluation unit
70 determines that the detected inclination satisfies a pre-
defined condition (the magnification of the inclination a
specific threshold value of the reference data 35). The
evaluation unit 70 reads cause data R11 (FIG. 30) associated
with the evaluation (evaluation content RA) from the cause
storage unit 90.

[0259] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, the setting for detecting a rotating object
is in appropriate) indicated by the cause data R11 and the
countermeasure EC (for example, search setting related to
detection of the rotating object is adjusted) along with the
specific information RC1 of the countermeasure by the
cause data R11 being displayed.

[0260] In a case in which the cause data R10 or R11 is
output, the screen in FIG. 25 can be displayed as the position
associating screen. The user can visually check the estimated
rotation center of the stage and the error thereof form the
position associating screen in FIG. 25.

[0261] (H-12. Evaluation of Sampling Intervals)

[0262] In the embodiment, it is estimated that the sam-
pling is also performed at equal intervals in a case in which
the target positions 21 are set at equal intervals.

[0263] In regard to this point, the evaluation unit 70
calculates intervals between the sampling positions 20 and
variations in the intervals and evaluates that “the sampling
intervals are not equal intervals (linearity)” when it is
determined that a predefined condition (a magnitude of the
variations =a specific threshold value of the reference data
35) is satisfied. The evaluation unit 70 reads cause data R12
(FIG. 31) associated with the evaluation (evaluation content
RA) from the cause storage unit 90.

[0264] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB (for example, an imaging condition (for example, the
camera is not installed perpendicularly to the calibration
target)) indicated by the cause data R12 and the counter-
measure RC (for example, the installation angle of the
camera is checked and adjusted) along with the specific
information RC1 of the countermeasure by the cause data
R12 being displayed. The user can acquire support infor-
mation for adjusting an attachment posture of the camera
104 from the cause data R12 displayed.

[0265] Ina case in which the cause data R12 is output, the
position associating screen in FIG. 21 can be displayed in a
case of linear movement, and the position associating screen
in FIG. 25 can be displayed in a case of rotation movement,
as the position associating screen. The user can visually
check the variations in the intervals between the sampling
positions 20 from the position associating screen in FIG. 21
or 25.
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[0266] (H-13. Evaluation of Sampling Positions from Dif-
ferences from Target Positions 21)

[0267] The evaluation unit 70 calculates differences
between the respective target positions 21 and the associated
sampling positions 20 and evaluates that “the measurement
has not been able to be performed at ideal sampling positions
(linearity) when the evaluation unit 70 determines that the
statistical values of the calculated differences satisfy a
predefined condition (statistical values =a specific threshold
value of the reference data 35). The evaluation unit 70 reads
cause data R13 (FIG. 31) associated with the evaluation
(evaluation content RA) from the cause storage unit 90.
[0268] The user can check that the calibration is “not
reasonable” and acquire information of the estimated cause
RB indicated by the cause data R13 and the countermeasure
RC by the cause data R13 being displayed. The cause data
R13 indicates estimation that the estimated cause RB is in
the moving mechanism of the stage, for example, and
indicates information that an inspection related to the pre-
cision of the stage, for example, is to be performed as the
countermeasure RC.

[0269] In a case in which the cause data R13 is output, the
position associating screen in FIG. 21 can be displayed in
the case of linear movement, and the position associating
screen in FIG. 25 can be displayed in the case of rotation
movement, as the position associating screen. The user can
visually check the differences of the respective sampling
positions 20 from the target positions 21 from the position
associating screen in FIG. 21 or 25.

[0270] <1. Illustration of User Interface (UI) Screen>
[0271] FIGS. 32 to 35 are diagrams of a user interface (UI)
screen as illustration to be displayed during the calibration
according to the embodiment. First, FIGS. 32 and 33 illus-
trate screens that represent results of sampling performed a
plurality of times at the respective target positions 21, and
the screens in FIGS. 32 and 33 are displayed by clicking a
tab 360.

[0272] In FIG. 32, information of a target position 21
specified with the position No. 3, for example, is displayed.
Specifically, values of a plurality of sampling positions 20
obtained by sampling performed a plurality of times at the
target position 21 with the position No. “3” are represented
by scatter plots 363, and an image of the feature image 22
associated with the target position 21 with the position No.
“3” is presented. The user can determine degrees of differ-
ences between the target position 21 and the sampling
positions 20 from the scatter plots 363. In addition, if the
user operates a button 362, then a window 361 is displayed,
and the cause data Ri based on the evaluation performed by
the evaluation unit 70 is output. In the window 361, vibra-
tion of the apparatus is estimated as the estimated cause RB
since the differences greatly vary in the scatter plots 363, for
example, and information that a duration time before the
start of the sampling is to be elongated after completion of
the movement of the stage 2 is displayed as the counter-
measure RC.

[0273] In FIG. 33, a chronological graph 371 is displayed
instead of the scatter plots 363 in FIG. 32. The chronological
graph 371 displays differences of the respective sampling
positions 20 associated with the target position 21 from the
target position 21 in a form of a chronological order that
follows relative time elapse from the start of the detection of
the plurality of sampling positions 20. According to the
chronological graph 371, a change in values of the plurality

Mar. 28, 2019

of sampling positions 20 associated with the target position
21 designated by the position No. “3”, for example, with
elapse of time. The chronological graph 371 in FIG. 33
illustrates that the sampling positions 20 (broken line) at the
target position 21 with the position No. “3” converges to a
reasonable value at a relatively early timing from the start of
the calibration (the start of the detection of the plurality of
sampling positions 20) with reference to a specific threshold
value (solid value) of the differences indicated by the
reference data 35, for example. In this manner, the user can
check that the vibrations of the apparatus do not affect the
sampling.

[0274] Next, FIGS. 34 and 35 illustrate Ul screens for
checking that the camera 104 has been installed under
appropriate imaging conditions or that the driving conditions
of the moving mechanism are appropriate.

[0275] Referring to FIG. 34, the variations in the sampling
positions 20 associated with the target positions 21 are
represented by the scatter plots 391 in association with the
respective target positions 21. In addition, FIG. 35 illustrates
a measurement value graph 411. The measurement value
graph 411 represents changes of the differences between the
respective target positions 21 and the associated sampling
positions 20 due to relative time elapse from the start of the
detection of the plurality of sampling positions 20. The user
can check degrees of the differences between the target
positions 21 and the sampling positions 20 at the respective
target positions 21 or chronological changes in the differ-
ence from the scatter plots 391 or the measurement value
graph 411. In this manner, it is possible to determine whether
or not the imaging conditions or the motions of the moving
mechanism are appropriate.

K. MODIFICATION EXAMPLE

[0276] The aforementioned embodiment can be modified
as follows, for example. For example, it is possible to output,
as files, data collected by the calibration (for example, the
image data 10, the position data 30, various kinds of
statistical information and display data obtained by the
evaluation unit 70, and the like) to an external device in
relation to a file output function.

[0277] In addition, it is possible to reproduce data display
on an external controller by reading the aforementioned
output files by the controller, in relation to a file reading
function.

[0278] Inaddition, it is possible to activate a setting screen
for a unit that has generated data from a data display screen
(for example, a search unit that executes the sampling or
image master calibration that has generated calibration data)
and change the setting pattern from the activated screen. In
addition, it is possible to perform the calibration in the
changed setting pattern and to check new results. In addi-
tion, it is possible to update calibration parameters other than
the aforementioned setting pattern from the activated screen.
In a case in which the results of the calibration using the new
setting pattern or calibration parameters do not show ideal
data, it is also possible to return the data to previous data.
[0279] In addition, it is possible to perform calibration
equivalent to that described above even in a case in which
the image data 10 indicates three-dimensional image data in
the embodiment. In addition, any of image data imaged by
a single camera (a three-dimensional (3D) camera, for
example) or synthesized image data from image data cap-
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tured by a plurality of cameras can be applied as the
three-dimensional image data.

[0280] In addition, the calibration results (for example, the
position associating screen, results of the evaluation per-
formed by the evaluation unit 70, or the like) may be
collected and displayed on the display unit 132 while the
position detecting apparatus 100 is caused to run, or alter-
natively, the calibration results may be displayed without
causing the position detecting apparatus 100 to run, for the
calibration performed by the position detecting apparatus
100. For example, the image data 10 imaged during move-
ment to the respective target positions 21 may be accumu-
lated in the image storage unit 60, and thereafter, image
processing of detecting the sampling positions 20, evalua-
tion processing, and an output using display data may be
performed for the image data 10 associated with the respec-
tive target positions 21 in the image storage unit 60.

L. NOTES

[0281] The aforementioned embodiment includes the fol-
lowing technical ideas:

[Configuration 1]

[0282] A position detecting apparatus including: an image
storage unit (60) that stores image data (10) obtained by
imaging an object when a feature portion is positioned at a
plurality of respective target positions (21) by a moving
mechanism (300) configured to change the position of the
object (4) in which the feature portion (14) for positioning
is provided; an image processing unit (50) that detects
positions of the feature portions included in the image data
from the image data through image processing; a position
storage unit (80) that stores the detected positions detected
by the image processing portion in association with the
target positions from the image data of the object positioned
at the respective target positions; and a display data genera-
tion unit (85) that generates data for displaying information
related to the detected positions on a display unit (132), in
which the display data generation unit generates data for
displaying the respective target positions and the respective
detected positions, which are stored in association with the
target positions, in a same coordinate space (FIGS. 15A-
15D, 16, and 17).

[Configuration 2]

[0283] The position detecting apparatus according to Con-
figuration 1, in which the object is moved to the respective
target positions a plurality of times by the moving mecha-
nism, and the detected positions stored in association with
the respective target positions in the position storage unit
include a plurality of detected positions detected from the
image data imaged and acquired by being moved to the
target positions a plurality of times.

[Configuration 3]

[0284] The position detecting apparatus according to Con-
figuration 2, in which the coordinate space has multidimen-
sional coordinate axes, and the display data generation unit
generates data for displaying the target positions and the
detected positions associated with the target positions on at
least one coordinate axis from among the multidimensional
coordinate axes.
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[Configuration 4]

[0285] The position detecting apparatus according to Con-
figuration 2 or 3, in which the data for displaying the
respective detected positions includes data for displaying the
plurality of associated detected positions in a form of scatter
plots (183) in the coordinate space for each of the target
positions.

[Configuration 5]

[0286] The position detecting apparatus according to Con-
figuration 3 or 4, in which the data for displaying the
respective detected positions includes data (191) for dis-
playing the plurality of associated detected positions in a
form of a chronological order that follows relative time
elapse from a start of the detection of the plurality of
detected positions for each of the target positions.

[Configuration 6]

[0287] The position detecting apparatus according to any
one of Configurations 1 to 5, in which the data for displaying
the respective detected positions includes data for displaying
line segments (207; 208) that indicate relative positional
relationships between the respective target positions and the
detected positions associated with the target positions.

[Configuration 7]

[0288] The position detecting apparatus according to any
one of claims 1 to 6, wherein the line segments that indicate
the relative positional relationships include data for display-
ing a line segment (207) connecting the detected positions
associated with the respective target positions in an order of
the moving to the target positions by the moving mechanism
or data for displaying a line segment (208) connecting the
respective target positions in the order of the moving by the
moving mechanism.

[Configuration 8]

[0289] The position detecting apparatus according to any
one of Configurations 1 to 7, in which the moving includes
rotational movement of rotating about a predefined target
center position (cT) at a center, the target positions include
the target center position, and the detected positions include
an estimated center position (c) of the rotation, which is
estimated from the respective detected positions associated
with the respective target positions.

[Configuration 9]

[0290] The position detecting apparatus according to Con-
figuration 8, in which the data for displaying the respective
detected positions further includes data for displaying the
respective target positions on a circumferential line (296)
around the target center position at the center or data for
displaying the detected positions associated with the respec-
tive target positions on a circumferential line (295) around
the estimated center position at the center.

[Configuration 10]

[0291] The position detecting apparatus according to any
one of Configurations 1 to 9, in which the data for displaying
the respective detected positions includes data for displaying
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the detected positions with differences from the associated
target positions exceeding a threshold value in a predefined

[Configuration 11]

[0292] The position detecting apparatus according to any
one of Configurations 1 to 9, in which the image processing
unit detects an inclination angle from a predefined posture of
the feature portion from the image of the feature portion, and
the data for displaying the respective detected positions
includes data for displaying the detected positions associated
with the target positions as a mark (255) that indicates the
inclination angle.

[Configuration 12]

[0293] The position detecting apparatus according to any
one of Configuration 1 to 11, in which the object is moved
to the respective target positions a plurality of times by the
moving mechanism, the detected positions stored in asso-
ciation with the respective target positions in the position
storage unit include a plurality of detected positions detected
from the image data imaged and acquired by being moved
to the target positions a plurality of times, and the display
data generation unit further generates data for displaying
statistical values of the plurality of detected positions at the
target positions in association with the respective target
positions.

[Configuration 13]

[0294] The position detecting apparatus according to Con-
figuration 12, in which the statistical values include at least
one of a maximum value, a minimum value, and an average
value of differences between the plurality of detected posi-
tions and the associated target positions.

[Configuration 14]

[0295] The position detecting apparatus according to Con-
figuration 12 or 13, in which the display data generation unit
further generates data (191) for displaying differences of the
plurality of respective detected positions associated with the
target positions from the target positions in a form of a
chronological order that follows relative time elapse from a
start of the detection of the plurality of detected position.

[Configuration 15]

[0296] The position detecting apparatus according to any
one of Configurations 12 to 14, in which the display data
generation unit associates differences of the plurality of
detected positions associated with the target positions from
the target positions with predefined threshold values of the
differences and generates data (191) for displaying the
respective detected positions in the form of the chronologi-
cal order that follows the relative time elapse from the start
of the detection of the plurality of detected positions.

[Configuration 16]

[0297] The position detecting apparatus according to any
one of Configurations 1 to 15, in which the display data
generation unit further includes a portion that generates data
(192) for displaying the image data of the feature portion at
which the detected positions are detected.
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[Configuration 17]

[0298] The position detecting apparatus according to any
one of Configurations 1 to 16, in which the display data
generation unit further includes a portion (205) that displays
the target positions and the detected positions associated
with the target positions in an enlarged manner.

[Configuration 18]

[0299] The position detecting apparatus according to any
one of Configurations 1 to 17, in which the image processing
includes correction parameters for correcting the image data
from an amount of movement of the moving mechanism in
order to detect a position of the feature portion from the
image data, and the detected positions associated with the
target positions include respective detected positions
obtained in image processing before and after application of
the correction parameters.

[Configuration 19]

[0300] A position detecting apparatus including: an image
storage portion (60) that stores image data (10) obtained by
imaging an object when a feature portion (14) is positioned
at a plurality of target positions by a moving mechanism
(300) configured to change a position of the object (4) in
which the feature portion for positioning are provided; an
image processing portion (50) that detects positions of the
feature portion that is included in the image data from the
image data through image processing; a position storage
portion (80) that stores the detected positions detected by the
image processing portion in association with the target
positions from the image data of the object positioned at the
respective target positions; a cause storage portion (90) that
stores a plurality of predefined cause data items (Ri) that
have evaluation content (RA) that represents evaluation of
positional differences from the target positions in a coordi-
nate system and an estimated cause (RB) estimated for the
positional differences in linkage with the evaluation content;
an evaluation portion (70) that evaluates detection differ-
ences that are differences between the target positions and
the associated detected positions in the coordinate system in
the position storage portion on a basis of a predefined
reference (35); and a display data generation portion (85)
that generates data for displaying information related to the
evaluation on a display unit, in which the display data
generation portion generates data for displaying the esti-
mated cause in the cause storage portion, which correspond
to the evaluation content that represents evaluation by the
evaluation portion.

[Configuration 20]

[0301] The position detecting apparatus according to Con-
figuration 19, in which the cause storage portion stores a
countermeasure (RC) for addressing the estimated cause in
linkage with the estimated cause, and the display data
generation portion further generates data for displaying the
countermeasure that corresponds to the estimated cause.

[Configuration 21]

[0302] The position detecting apparatus according to Con-
figuration 19, in which the object is moved to the respective
target positions a plurality of times by the moving mecha-
nism, and the detected positions stored in association with
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the respective target positions in the position storage portion
include a plurality of detected positions detected from the
image data imaged and acquired by being moved to the
target positions a plurality of times.

[Configuration 22]

[0303] The position detecting apparatus according to Con-
figuration 21, in which the detection differences include
statistical values of the differences between the target posi-
tions and the plurality of associated detected positions in the
position storage portion.

[Configuration 23]

[0304] The position detecting apparatus according to Con-
figuration 22, in which the statistical values include at least
one of values that indicate an average value, a maximum
value, a minimum value, and a variation in the differences
from the plurality of detected positions.

[Configuration 24]

[0305] The position detecting apparatus according to any
one of Configurations 19 to 23, in which the estimated cause
includes at least one of a condition for driving the moving
mechanism, a parameter for the image processing, and a
condition for imaging.

[Configuration 25]

[0306] The position detecting apparatus according to any
one of Configurations 19 to 24, wherein the display data
generation portion generates data for displaying the respec-
tive target positions and the respective detected positions
stored in association with the target positions in the same
coordinate space (FIGS. 15A-15D, 16, and 17).

[Configuration 26]

[0307] A program for causing a computer (110) to execute
a position detecting method, the position detecting method
including the steps of: detecting (S3) a position of a feature
portion that is included in image data from image data (10)
acquired by imaging an object through image processing
when the feature portion is positioned at a plurality of
respective target positions (21) by a moving mechanism
(300) configured to change a position of the object (4) in
which the feature portion (14) for positioning is provided;
associating and storing the detected positions (20) detected
through the image processing with the target positions from
the image data of the object positioned at the respective
target positions; and generating (S15) data for displaying
information related to the detected positions on a display
unit (132), in which in the generating of the data for
displaying the information, data (FIGS. 15A-15D, 16, and
17) for displaying the respective target positions and the
respective detected positioned stored in association with the
target positions in a same coordinate space is generated.

[Configuration 27]

[0308] A program for causing a computer (110) to execute
a position detecting method, the computer including a cause
storage unit (90) that stores a plurality of predefined cause
data items (Ri) that have evaluation content (RA) that
represents evaluation of positional differences from the
target positions in a coordinate system and an estimated
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cause (RB) estimated for the positional differences in link-
age with the evaluation content, the position detecting
method including the steps of: detecting (S3) a position of a
feature portion that is included in image data from image
data (10) acquired by imaging an object through image
processing when the feature portion is positioned at a
plurality of respective target positions by a moving mecha-
nism (300) configured to change a position of the object in
which the feature portion for positioning is provided; asso-
ciating and storing the detected positions (20) detected
through the image processing with the target positions from
the image data of the object positioned at the respective
target positions; evaluating (S9) detection differences that
are differences in the coordinate system between the stored
target positions and the associated detected positions on a
basis of predefined reference; and generating (S15) data for
displaying information related to the evaluation on a display
unit (132), in which in the generating of the data to be
displayed, data for displaying the estimated cause, which
corresponds to the evaluation content that represents the
evaluation in the evaluating, in the cause storage unit, in the
cause storage unit is generated.

[0309] In the related art, knowhow of a person skilled in
positioning is needed, and it takes a time for the user to seek
out a cause when the precision required for positioning is not
satisfied during running or activation of a positioning
device.

[0310] Meanwhile, since the sampling position 20
detected from the image data 10 obtained by imaging the
workpiece 4 or the like that has moved to each target
position 21 is stored in association with the target position
21, and the data for displaying each stored sampling position
20 and the target position 21 associated with the sampling
position 20 in the same coordinate space is generated in the
calibration, such display information can be support infor-
mation for specifying the aforementioned cause in the
embodiment. In this manner, the time taken to seek out the
aforementioned cause can be shortened.

[0311] In addition, the evaluation unit 70 evaluates a
difference between the sampling position 20 and the target
position 21 stored in association in the position storage unit
80 in association with the predefined reference data 35, a
cause that may cause the difference is estimated by the
evaluation, and the display data for the estimated cause is
generated. In this manner, it is possible to present the
estimated cause as support information when the aforemen-
tioned cause is sought out and to easily specify a final cause.

[0312] It will be apparent to those skilled in the art that
various modifications and variations can be made to the
disclosed embodiments without departing from the scope or
spirit of the disclosure. In view of the foregoing, it is
intended that the disclosure covers modifications and varia-
tions provided that they fall within the scope of the follow-
ing claims and their equivalents. ting apparatus

What is claimed is:
1. A position detecting apparatus comprising:

an image storage portion that stores image data obtained
by imaging an object when a feature portion is posi-
tioned at a plurality of respective target positions by a
moving mechanism configured to change the position
of the object in which the feature portion for position-
ing is provided;
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an image processing portion that detects positions of the
feature portions included in the image data from the
image data through image processing;

a position storage portion that stores the detected posi-
tions detected by the image processing portion in
association with the target positions from the image
data of the object positioned at the respective target
positions; and

a display data generation portion that generates data for
displaying information related to the detected positions
on a display unit,

wherein the display data generation portion generates data
for displaying the respective target positions and the
respective detected positions, which are stored in asso-
ciation with the target positions, in the same coordinate
space.

2. The position detecting apparatus according to claim 1,

wherein the object is moved to the respective target
positions a plurality of times by the moving mecha-
nism, and

the detected positions stored in association with the
respective target positions in the position storage por-
tion include a plurality of detected positions detected
from the image data imaged and acquired by being
moved to the target positions a plurality of times.

3. The position detecting apparatus according to claim 2,

wherein the coordinate space has multidimensional coor-
dinate axes, and

the display data generation portion generates data for
displaying the target positions and the detected posi-
tions associated with the target positions on at least one
coordinate axis from among the multidimensional
coordinate axes.

4. The position detecting apparatus according to claim 2,
wherein the data for displaying the respective detected
positions includes data for displaying the plurality of asso-
ciated detected positions in a form of scatter plots in the
coordinate space for each of the target positions.

5. The position detecting apparatus according to claim 3,
wherein the data for displaying the respective detected
positions includes data for displaying the plurality of asso-
ciated detected positions in a form of a chronological order
that follows relative time elapse from a start of the detection
of the plurality of detected positions for each of the target
positions.

6. The position detecting apparatus according to claim 1,
wherein the data for displaying the respective detected
positions includes data for displaying line segments that
indicate relative positional relationships between the respec-
tive target positions and the detected positions associated
with the target positions.

7. The position detecting apparatus according to claim 1,
wherein the line segments that indicate the relative posi-
tional relationships include data for displaying a line seg-
ment connecting the detected positions associated with the
respective target positions in an order of the moving to the
target positions by the moving mechanism or data for
displaying a line segment connecting the respective target
positions in the order of the moving by the moving mecha-
nism.

8. The position detecting apparatus according to claim 1,

wherein the moving includes rotational movement of
rotating about a predefined target center position at a
center,
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the target positions include the target center position, and

the detected positions include an estimated center position

of the rotation, which is estimated from the respective
detected positions associated with the respective target
positions.

9. The position detecting apparatus according to claim 8,
wherein the data for displaying the respective detected
positions further includes data for displaying the respective
target positions on a circumferential line around the target
center position at the center or data for displaying the
detected positions associated with the respective target posi-
tions on a circumferential line around the estimated center
position at the center.

10. The position detecting apparatus according to claim 1,
wherein the data for displaying the respective detected
positions includes data for displaying the detected positions
with differences from the associated target positions exceed-
ing a threshold value in a predefined form.

11. The position detecting apparatus according to claim 1,

wherein the image processing portion detects an inclina-
tion angle from a predefined posture of the feature
portion from the image of the feature portion, and

the data for displaying the respective detected positions
includes data for displaying the detected positions
associated with the target positions as a mark that
indicates the inclination angle.

12. The position detecting apparatus according to claim 1,

wherein the object is moved to the respective target
positions a plurality of times by the moving mecha-
nism,

the detected positions stored in association with the
respective target positions in the position storage por-
tion include a plurality of detected positions detected
from the image data imaged and acquired by being
moved to the target positions a plurality of times, and

the display data generation portion further generates data
for displaying statistical values of the plurality of
detected positions at the target positions in association
with the respective target positions.

13. The position detecting apparatus according to claim
12, wherein the statistical values include at least one of a
maximum value, a minimum value, and an average value of
differences between the plurality of detected positions and
the associated target positions.

14. The position detecting apparatus according to claim
12, wherein the display data generation portion further
generates data for displaying differences of the plurality of
detected positions associated with the target positions from
the target positions in a form of a chronological order that
follows relative time elapse from a start of the detection of
the plurality of detected position.

15. The position detecting apparatus according to claim
12, wherein the display data generation portion associates
differences of the plurality of detected positions associated
with the target positions from the target positions with
predefined threshold values of the differences and generates
data for displaying the respective detected positions in the
form of the chronological order that follows the relative time
elapse from the start of the detection of the plurality of
detected positions.

16. The position detecting apparatus according to claim 1,
wherein the display data generation portion further includes
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a portion that generates data for displaying the image data of
the feature portion at which the detected positions are
detected.

17. The position detecting apparatus according to claim 1,
wherein the display data generation portion further includes
a portion that displays the target positions and the detected
positions associated with the target positions in an enlarged
manner.

18. The position detecting apparatus according to claim 1,

wherein the image processing includes correction param-
eters for correcting the image data from an amount of
movement of the moving mechanism in order to detect
a position of the feature portion from the image data,
and

the detected positions associated with the target positions
include respective detected positions obtained in image
processing before and after application of the correc-
tion parameters.

19. A position detecting apparatus comprising:

an image storage portion that stores image data obtained
by imaging an object when a feature portion is posi-
tioned at a plurality of respective target positions by a
moving mechanism configured to change a position of
the object in which the feature portion for positioning
is provided;

an image processing portion that detects positions of the
feature portion that is included in the image data from
the image data through image processing;

a position storage portion that stores the detected posi-
tions detected by the image processing portion in
association with the target positions from the image
data of the object positioned at the respective target
positions;

a cause storage portion that stores a plurality of predefined
cause data items that have evaluation content that
represents evaluation of positional differences from the
target positions in a coordinate system and an estimated
cause estimated for the positional differences in linkage
with the evaluation content;

an evaluation portion that evaluates detection differences
that are differences between the target positions and the
associated detected positions in the coordinate system
in the position storage portion on the basis of a pre-
defined reference; and

a display data generation portion that generates data for
displaying information related to the evaluation on a
display unit,

wherein the display data generation portion generates data
for displaying the estimated cause in the cause storage
portion, which corresponds to the evaluation content
that represents evaluation by the evaluation portion.

20. The position detecting apparatus according to claim
19,

wherein the cause storage portion stores a countermeasure
for addressing the estimated cause in linkage with the
estimated cause, and

the display data generation portion further generates data
for displaying the countermeasure that corresponds to
the estimated cause.

21. The position detecting apparatus according to claim

19,

wherein the object is moved to the respective target
positions a plurality of times by the moving mecha-
nism, and
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the detected positions stored in association with the
respective target positions in the position storage por-
tion include a plurality of detected positions detected
from the image data imaged and acquired by being
moved to the target positions a plurality of times.

22. The position detecting apparatus according to claim
21, wherein the detection differences include statistical
values of the differences between the target positions and the
plurality of associated detected positions in the position
storage portion.

23. The position detecting apparatus according to claim
22, wherein the statistical values include at least one of
values that indicate an average value, a maximum value, a
minimum value, and a variation in the differences from the
plurality of detected positions.

24. The position detecting apparatus according to claim
19, wherein the estimated cause includes at least one of a
condition for driving the moving mechanism, a parameter
for the image processing, and a condition for imaging.

25. The position detecting apparatus according to claim
19, wherein the display data generation portion generates
data for displaying the respective target positions and the
respective detected positions stored in association with the
target positions in the same coordinate space.

26. A non-transitory computer-readable recording
medium comprising a program for causing a computer to
execute a position detecting method, the position detecting
method comprising the steps of:

detecting a position of a feature portion that is included in

image data from the image data acquired by imaging an
object through image processing when the feature
portion is positioned at a plurality of respective target
positions by a moving mechanism configured to change
a position of the object in which the feature portion for
positioning is provided;

storing the detected positions detected through the image

processing in association with the target positions from
the image data of the object positioned at the respective
target positions; and

generating data for displaying information related to the

detected positions on a display unit,

wherein the generating of the data for displaying the

information includes generating data for displaying the
respective target positions and the respective detected
positions stored in association with the target positions
in the same coordinate space.

27. A non-transitory computer-readable recording
medium comprising program for causing a computer to
execute a position detecting method, the computer including
a cause storage unit that stores a plurality of predefined
cause data items that have evaluation content that represents
evaluation of positional differences from the target positions
in a coordinate system and an estimated cause estimated for
the positional differences in linkage with the evaluation
content,

the position detecting method comprising the steps of:

detecting a position of a feature portion that is included in
image data from the image data acquired by imaging an
object through image processing when the feature
portion is positioned at a plurality of respective target
positions by a moving mechanism configured to change
a position of the object in which the feature portion for
positioning is provided;
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storing the detected positions detected through the image
processing in association with the target positions from
the image data of the object positioned at the respective
target positions;

evaluating detection differences that are differences in the
coordinate system between the stored target positions
and the associated detected positions on a basis of a
predefined reference; and

generating data for displaying information related to the
evaluation on a display unit,

wherein, in the generating of the data to be displayed, data
for displaying the estimated cause, which corresponds
to the evaluation content that represents the evaluation
in the evaluating, in the cause storage unit is generated.
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