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at least two different timings 1n time series, and a processor
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(21)  Appl. No.: 17/122,810 generate a highlighted image in which a specific structure
under a mucus membrane is highlighted, based on a plurality
o of' images obtained by the emission of the plurality of lights.
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light continuously. The first light has a first wavelength band
Related U.S. Application Dat corresponding to a luminance component of the highlighted
clate ppiicationt Data image. The second light has a second wavelength band that
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ENDOSCOPE APPARATUS, OPERATING
METHOD OF ENDOSCOPE APPARATUS,
AND INFORMATION STORAGE MEDIUM

CROSS REFERENCE TO RELATED
APPLICATION

[0001] This application is a continuation of International
Patent Application No. PCT/JP2018/023316, having an
international filing date of Jun. 19, 2018, which designated
the United States, the entirety of which is incorporated
herein by reference.

BACKGROUND

[0002] Narrow-band light has different absorption and
scattering characteristics depending on its wavelength. A
short-wavelength narrow-band image shows microscopic
blood vessels in a superficial layer under a mucus membrane
and the like. Since these structures are less noticeable in a
white light image, an image having the characteristics of
both the narrow-band image and the white light image
enables more detailed endoscopic observation.

[0003] To create an image having the characteristics of
both the narrow-band image and the white light image,
Japanese Unexamined Patent Application Publication No
2012-125461 teaches capturing an image using white light
and an image using narrow-band light, subjecting the nar-
row-band image to frequency filtering processing, and com-
bining the result of the frequency filtering processing with
the white light image.

SUMMARY

[0004] In accordance with one of some aspects, there is
provided an endoscope apparatus comprising: an illumina-
tion device emitting a plurality of lights with different
wavelength bands at least two different timings in time
series, the plurality of lights comprising a first light and a
second light; and a processor including hardware, wherein
the processor is configured to generate a highlighted image
in which a specific structure under a mucus membrane is
highlighted, based on a plurality of images obtained by the
emission of the plurality of lights, and wherein the illumi-
nation device emits the first light and the second light
continuously, the first light having a first wavelength band
corresponding to a luminance component of the highlighted
image, the second light having a second wavelength band
that enables capturing of an image of the specific structure
with higher contrast than the first light.

[0005] In accordance with one of some aspects, there is
provided an operating method of an endoscope apparatus,
the method comprising: emitting a plurality of lights with
different wavelength bands at least two different timings in
time series, the plurality of lights comprising a first light and
a second light; and generating a highlighted image in which
a specific structure under a mucus membrane is highlighted,
based on a plurality of images obtained by the emission of
the plurality of lights, wherein the emission of the plurality
of lights includes emitting the first light and the second light
continuously, the first light having a first wavelength band
corresponding to a luminance component of the highlighted
image, the second light having a second wavelength band
that enables capturing of an image of the specific structure
with higher contrast than the first light.
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[0006] In accordance with one of some aspects, there is
provided a non-transitory information storage medium stor-
ing a program, the program causing a computer to execute
steps comprising: causing an illumination device to emit a
plurality of lights with different wavelength bands at least
two different timings in time series, the plurality of lights
comprising a first light and a second light; and generating a
highlighted image in which a specific structure under a
mucus membrane is highlighted, based on a plurality of
images obtained by the emission of the plurality of lights,
wherein the step of emitting the plurality of lights includes
emitting the first light and the second light continuously, the
first light having a first wavelength band corresponding to a
luminance component of the highlighted image, the second
light having a second wavelength band that enables captur-
ing of an image of the specific structure with higher contrast
than the first light.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1 illustrates the order of emitting illumination
lights, and highlighted images, as an example of a compara-
tive example.

[0008] FIG. 2 illustrates a configuration example of an
endoscope apparatus.

[0009] FIG. 3 illustrates the order of emitting illumination
lights, and highlighted images, as an example in accordance
with a first embodiment.

[0010] FIG. 4 is a graph indicating an example of spectral
characteristics of an illumination section.

[0011] FIG. 5 is a flowchart describing processing by the
endoscope apparatus.

[0012] FIG. 6 is a flowchart describing highlighted image
generation processing in accordance with the first embodi-
ment.

[0013] FIG. 7 is a flowchart describing highlighted image
generation processing in accordance with the second
embodiment.

[0014] FIG. 8 illustrates the order of emitting illumination
lights, and highlighted images, as an example in accordance
with the second embodiment.

[0015] FIG. 9 is a flowchart describing highlighted image
generation processing in accordance with the third embodi-
ment.

[0016] FIG. 10 illustrates the order of emitting illumina-
tion lights, and highlighted images, as an example in accor-
dance with the third embodiment.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

[0017] The following disclosure provides many different
embodiments, or examples, for implementing different fea-
tures of the provided subject matter. These are, of course,
merely examples and are not intended to be limiting. In
addition, the disclosure may repeat reference numerals and/
or letters in the various examples. This repetition is for the
purpose of simplicity and clarity and does not in itself dictate
a relationship between the various embodiments and/or
configurations discussed. Further, when a first element is
described as being “connected” or “coupled” to a second
element, such description includes embodiments in which
the first and second elements are directly connected or
coupled to each other, and also includes embodiments in
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which the first and second elements are indirectly connected
or coupled to each other with one or more other intervening
elements in between.

[0018] Exemplary embodiments are described below.
Note that the following exemplary embodiments do not in
any way limit the scope of the content defined by the claims
laid out herein. Note also that all of the elements described
in the present embodiment should not necessarily be taken
as essential elements.

1. Method in Accordance with the Present
Embodiments

[0019] In an endoscope apparatus, a frame sequential
method of sequentially emitting a plurality of irradiation
lights has been widely known. For example, the endoscope
apparatus sequentially emits red, green, and blue (ROB)
lights corresponding to three primary colors, combines three
RGB images sequentially acquired from an image sensor,
and thereby outputs a color image. In the following descrip-
tion, a light having an R-band is referred to as a light LR, a
light having a G-band is referred to as a light .G, and a light
having a B-band is referred to as a light LB. Images captured
by emission of the lights LB, LG, and LR are referred to as
an LB image, an .G image, and an LR image, respectively.
[0020] In the endoscope apparatus, also known is a
method of increasing viewability of a predetermined object
by emitting a light whose wavelength band is different from
those of the lights LR, LG, and LB. For example, a narrow-
band light L.nB having a partial wavelength band of the
B-band is known as enabling capturing of a high-contrast
image of a fine vascular structure on a superficial portion of
a mucous membrane.

[0021] The endoscope apparatus generates a display
image by allocating an image to each of a plurality of output
channels. The plurality of output channels is, for example,
three channels, i.e., a B-channel, a G-channel, and an
R-channel. For example, an LB image is allocated to the
B-channel of a base image, an L.G image is allocated to the
G-channel of the base image, and an LR image is allocated
to the R-channel of the base image. The base image corre-
sponds to a display image before highlighting processing
and is image information composed of the RGB channels.
[0022] The endoscope apparatus generates a highlighted
image by performing the highlighting processing on the base
image, based on an L.nB image captured by emission of the
narrow-band light [L.nB. The resulting image can show
superficial blood vessels with an increased viewability in
comparison with the image before the highlighting process-
ing. In the endoscope apparatus, it is a luminance component
that helps a human to recognize a structure or movement of
an object easily, and in a more limited sense, it is the
G-channel. The highlighting processing on the G-channel of
the base image based on the LnB image enables generation
of a display image in which the shape and movement of
superficial blood vessels are easily recognized. More spe-
cifically, information based on the L.nB image is added to
and combined with the L.G image to generate the highlighted
image.

[0023] However, the conventional technique as disclosed
in Japanese Unexamined Patent Application Publication No.
2012-125461 or the like does not consider the order of
emitting a plurality of illumination lights in the frame
sequential method. Thus, the conventional technique may
degrade the quality of a generated display image.
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[0024] FIG. 1 illustrates the order of emitting illumination
lights, and display images, as an example of a comparative
example to be compared with the present embodiments. The
abscissa axis in FIG. 1 represents time. In the example of
FIG. 1, one period corresponds to four frames F1 to F4. The
light LR is emitted in the frame F1, the light LG is emitted
in the frame F2, the light LB is emitted in the frame F3, and
the light LnB is emitted in the frame F4. This cycle is
repeated in the subsequent frames, and the lights LR, LG,
LB, and LnB are sequentially emitted in each period.
[0025] In the frame F1, the LR image is acquired by
emission of the light LR. The base image in the R-channel
is updated with this acquired image, and thereby the display
image is updated. In the endoscope apparatus, as mentioned
above, it is the luminance component that helps a human to
recognize the structure or movement of the object easily.
Thus, the frame F1 shows some change in hue, etc. of the
object, but shows a very small movement of the object.
[0026] In the frame F2, the LG image is acquired by
emission of the light L.G. The base image in the G-channel
is updated with this acquired image, and thereby the display
image is updated. Since the G-channel corresponds to the
luminance component, the movement of the object is likely
to be reflected in the image. The movement of the object is
a relative movement between an insertion section 2 (an
imaging optical system 10) illustrated in FIG. 2 and the
object. The object in this embodiment is an object OB,
whose image can be captured using the light L.G. The object
OB, exemplified in FIG. 1 is a blood vessel having high
sensitivity to the light LG.

[0027] The light LG is absorbed by hemoglobin less than
the light LnB is, and hence has a lower sensitivity to
microscopic blood vessels on the superficial portion of the
mucous membrane. Thus, the image does not show move-
ment of superficial blood vessels OB, ; at a timing of the
frame F2. More specifically, the image allocated to the
G-channel at the timing of the frame F2 is a highlighted
image composed of the LG image that is updated in the
frame F2 and subjected to highlighting processing based on
the LnB image captured at a past timing. The past timing in
this context is an emission timing of the light LnB in the
previous period, and indicates a frame preceding the frame
F1. That is, since past positions of the superficial blood
vessels are maintained, the movement of the superficial
blood vessels OB,z in the frame F2 is considered to be small
enough.

[0028] In the frame F3, the LB image is acquired by
emission of the light LB. The base image in the B-channel
is updated with this acquired image, and thereby the display
image is updated. Thus, similar to the frame F1, the frame
F3 shows some change in a hue, etc. of the object, but shows
a very small movement of the object OB.

[0029] In the frame F4, the LnB image is acquired by
emission of the light LnB. Based on the L.nB image, the
display image is updated by new highlighting processing on
the G-channel of the base image. Since the G-channel
corresponds to the luminance component, the movement of
the object is likely to be reflected in the image. Specifically,
the image shows movement of the superficial blood vessels
OB, ; extracted from the LnB image.

[0030] In the example illustrated in FIG. 1, each period
undergoes one movement of the object OB, whose image
can be captured using the light LG and one movement of the
superficial blood vessels OB,z as an object whose image can
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be captured using the light LnB. At this time, the frame F4
which shows the movement of the superficial blood vessels
is two frames behind the frame F2 which shows the move-
ment of the object whose image can be captured using the
light LG, and this delay degrades image quality. Specifically,
when the background area of the image moves, a portion
corresponding to the superficial blood vessels fails to follow
the movement of the background area, and moves later
alone. Such a delayed separate movement gives a feeling of
strangeness to a user.

[0031] An endoscope apparatus 1 in accordance with the
present embodiments prevents degradation of image quality,
when generating a highlighted image, by controlling the
order of emitting a plurality of illumination lights. The
endoscope apparatus 1 in accordance with the present
embodiments has a configuration to be described later with
reference to, for example, FIG. 2. The endoscope apparatus
1 includes an illumination section 3 and an image processing
section 17. The illumination section 3 emits a plurality of
lights with different wavelength bands at least two different
timings in time series. The image processing section 17
generates a highlighted image in which a specific structure
under a mucus membrane is highlighted, based on a plurality
of' images obtained by the emission of the plurality of lights.
[0032] The plurality of lights with the different wave-
length bands includes the light LR having a wavelength
band corresponding to red, the light [.G having a wavelength
band corresponding to green, and the light LB having a
wavelength band corresponding to blue. Inclusion of the
wavelength bands corresponding to the three primary colors
enables display of a brighter image having a natural hue to
the user. For example, allocation of the LR, LG, and LB
images to the R-, G-, and B-channels of the base image,
respectively, can provide a white light image as an image
before the highlighting processing.

[0033] In the present embodiment, various modifications
can be made to the plurality of lights with the different
wavelength bands. It is possible to omit part or all of the
lights LR, LG, and LB, and/or to add a light having a
different wavelength band. Various modifications can be also
made to the correspondence between the plurality of images
acquired by emission of the respective illumination lights
and the plurality of output channels. As a modification
example, the LG image can be allocated to an output channel
different from the G-channel, and a highlighted display
image does not exclude an image having a hue different from
the white light image, i.e., a pseudocolor image.

[0034] The illumination section 3 of the present embodi-
ment continuously emits, out of the plurality of lights, a first
light having a first wavelength band corresponding to the
luminance component of the highlighted image, and a sec-
ond light having a second wavelength band that enables
capturing of an image of a specific structure with higher
contrast than the first light.

[0035] The first light is, in a more limited sense, a light for
capturing an image allocated to a channel corresponding to
the luminance component out of the plurality of output
channels. The luminance component represents a channel
that has a greater influence on luminance of an output image
(the display image and the highlighted image) than the other
channels out of the plurality of output channels composing
the highlighted image. Specifically, the channel that has a
greater influence on the luminance is the G-channel. Taking
an R-signal value, a G-signal value, and a B-signal value as
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R, G, and B, respectively, a luminance value Y can be
expressed by Y=rxR+gxG+bxB. There are various known
methods of conversion between RGB and YCrCb, and
values of the coefficients r, g, and b depend on the methods
of conversion. In any method, note that g is greater r, and g
is also greater than b. Thus, it can be said that the G-signal
has a relatively higher contribution to the luminance value Y
than the R- and B-signals.

[0036] For example, the first light is the light LG, and the
first wavelength band ranges from 525 nm to 575 nm. An
imaging target of the endoscope apparatus 1 for medical
purposes is the inside of a living body. In consideration of
the absorption characteristics of hemoglobin contained in
blood vessels, the light LG has an important wavelength
band for observation of the living body. Allocation of the
light LG to the G-channel is advantageous, firstly because
the light LG has the wavelength band appropriate for the
observation of the inside of the living body, and secondly
because the light .G makes the hue of the highlighted image
natural. Further in terms of the influence on the luminance
of the highlighted image, the light LG gives a greater
influence than the light LR allocated to the R-channel and
the light LB allocated to the B-channel. In some embodi-
ments, a light different from the light LG may be allocated
to the G-channel of the output. In that case, the first light is
a light allocated to the G-channel, and the first wavelength
band is a wavelength band of this light.

[0037] Note that lights have different absorption and scat-
tering characteristics in the inside of the living body depend-
ing on wavelengths. For example, in terms of the absorption
characteristics, the light LG has lower sensitivity to the
microscopic blood vessels. In some cases, depending on
absorption characteristics of a substance contained in the
object, it may not be easy to differentiate between the
specific structure and another structure in the LG image.
Thus, the second light having the second wavelength band
that enables capturing of the image of the specific structure
with higher contrast than the first light is used for observa-
tion of such a specific structure.

[0038] In this description, “enables capturing of the image
of the specific structure with higher contrast” means that an
image is captured with a higher viewability of the shape of
the specific structure, for example, meaning that a captured
image shows edges of the specific structure more clearly
than the LG image.

[0039] For example, the second light is the light [.nB, and
the second wavelength band is a wavelength band centering
on 410 nm. Note that determination of the second wave-
length band depends on a depth at which the specific
structure exists, and also on the absorption characteristics of
a substance contained in the specific structure. Therefore, a
specific wavelength band can be changed variously in accor-
dance with a structure to be focused.

[0040] FIG. 3 illustrates the order of emitting the illumi-
nation lights, and highlighted images, as an example in
accordance with a first embodiment. In the example in FIG.
3, one period corresponds to four frames F1 to F4. The light
LR is emitted in the frame F1, the light LG is emitted in the
frame F2, the light LnB is emitted in the frame F3, and the
light LB is emitted in the frame F4. This cycle is repeated in
the subsequent frames, and the lights LR, LG, LnB, and LB
are sequentially emitted in each period.

[0041] Inthe example in FIG. 3, the lights LG and LnB are
emitted in consecutive two frames (F2 and F3). Note that the
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frame in which the light L.G is emitted and the frame in
which the light L.nB is emitted only need to be consecutive,
and the two consecutive frames may be the frames F1 and
F2 or the frames F3 and F4. Considering the continuity of
the periods, it is also possible to emit the light LnB in the
frame F1 and to emit the light .G in the frame F4. The order
of emitting the other illumination lights, more specifically,
the order of emitting the lights LR and LB may be freely
selected. Further alternatively, emission of the light LnB
may precede emission of the light LG in consecutive frames,
as described later in a second embodiment with reference to
FIG. 7.

[0042] With this configuration, the movement of the spe-
cific structure (OB, ;) whose image is captured using the
light LnB is one frame behind the movement of the object
(OB,) whose image is captured using the light LG. If the
imaging frame rate is 60 fps (frames per second), the time
difference is Y60 second. If the imaging frame rate is 120 fps,
the time difference is Y120 second. In contrast, the delay in
the comparative example in FIG. 1 corresponds to two
frames. That is, the method according to the present embodi-
ment can reduce the time difference in moving timing of the
objects, and can output a highlighted image with a reduced
feeling of strangeness to the user.

[0043] The specific structure in the present embodiments
is, for example, blood vessels. Blood vessels are a useful
index of the state of the object (test subject). For example,
the number, density, etc. of blood vessels in a captured
image are known to vary with the degree of progression of
a given lesion. The method in accordance with the present
embodiments enables the user to observe even blood vessels
which are hard to be observed using the first light, in a highly
viewable manner. In a case where the light L.nB is used as
the second light, the fine vascular structure on the superficial
portion of the mucous membrane is highlighted.

[0044] The first to third embodiments will be described
below. The first embodiment describes details of the method
illustrated in FIG. 3. The second and third embodiments
describe image processing methods in accordance with the
order of emitting the lights .G and LnB.

2. First Embodiment

[0045] The first embodiment is now described. First, a
configuration of the endoscope apparatus 1 is described with
reference to FIG. 2, and thereafter details of processing are
described with reference to FIG. 5.

[0046] The configuration of the endoscope apparatus 1
illustrated in FIG. 2 is described in detail. The endoscope
apparatus 1 includes an insertion section 2, a main section 5,
and a display section 6. The main section 5 includes an
illumination section 3 connected to the insertion section 2,
and a processing section 4.

[0047] The insertion section 2 is a portion to be inserted
into the living body. The insertion section 2 includes an
illumination optical system 7 that emits light input from the
illumination section 3 to the object, and an imaging optical
system 10 that captures an image of reflected light from the
object.

[0048] The illumination optical system 7 includes a light
guide cable 8 that guides light entering from the illumination
section 3 to a leading end of the insertion section 2, and an
illumination lens 9 through which light is diffusively emitted
to the object. The imaging optical system 10 includes an
objective lens 11 that collects reflected light from the object
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out of the light emitted by the illumination optical system 7,
and an image sensor 12 that captures an image of light
collected by the objective lens 11. The image sensor 12 can
be implemented by various kinds of sensors such as a
charge-coupled device (CCD) sensor and a complementary
metal-oxide semiconductor (CMOS) sensor. Analog signals
sequentially output from the image sensor 12 are converted
to a digital image by an analog/digital (A/D) conversion
section, which is not illustrated. Note that the A/D conver-
sion section may be included in the image sensor 12 or in the
processing section 4.

[0049] The illumination section 3 includes a plurality of
light emitting diodes (LEDs) 13a to 13d that emits lights
with different wavelength bands, a mirror 14, and dichroic
mirrors 15. The respective lights emitted from the plurality
of LEDs 134 to 134 are made incident on the identical light
guide cable 8 by the mirror 14 and the dichroic mirrors 15.
While FIG. 2 illustrates the example of including four LEDs,
the number of LEDs is not limited thereto.

[0050] FIG. 4 is a graph indicating spectral characteristics
of the LEDs 13a to 134. The illumination section 3 in the
present embodiment includes three LEDs that respectively
emit the light LB having a blue wavelength band, the light
LG having a green wavelength band, and the light LR
having a red wavelength band. For example, the blue
wavelength band ranges from 450 nm to 500 nm, the green
wavelength band ranges from 525 nm to 575 nm, and the red
wavelength band ranges from 600 nm to 650 nm. Note that
the RGB wavelength bands are not limited thereto, and
various modifications can be made. To give an example, the
blue wavelength band may range from 400 nm to 500 nm,
the green wavelength band may range from 480 nm to 600
nm, and the red wavelength band may range from 580 nm
to 700 nm. The illumination section 3 in the present embodi-
ment further includes an LED that emits the light LnB which
is a blue narrow-band light. For example, the blue narrow
band is a wavelength band centering on 410 nm, and in a
more limited sense, a band of about 410 nm+10 nm.
[0051] The processing section 4 includes a memory 16, an
image processing section 17, and a control section 18. The
memory 16 stores an image signal acquired by the image
sensor 12 for each wavelength of a corresponding illumi-
nation light. The memory 16 is a semiconductor memory
such as a static random-access memory (SRAM) or a
dynamic random-access memory (DRAM), but may alter-
natively be a magnetic storage device or an optical storage
device.

[0052] The image processing section 17 performs various
types of image processing on image signals stored in the
memory 16. The image processing section 17 includes a
highlighting amount calculation section 174 and a highlight-
ing processing section 175. The highlighting amount calcu-
lation section 17a is, for example, a highlighting amount
calculation circuit, and in a more limited sense, includes a
filter circuit that extracts a predetermined spatial frequency
component from an image. The highlighting processing
section 175 is, for example, a highlighting processing cir-
cuit.

[0053] The highlighting amount calculation section 174
calculates a highlighting amount for the highlighting pro-
cessing, based on the LnB image captured by the emission
of the light L.nB. The highlighting processing section 175
performs the highlighting processing based on the calculated
highlighting amount, and outputs a highlighted image. The
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highlighting processing as mentioned herein is to increase
viewability of a given object in the highlighted image in
comparison with the image before the highlighting process-
ing. The highlighted image in the present embodiment is an
output image from the processing section 4, and is a display
image to be displayed on the display section 6. The image
processing section 17 may perform other types of image
processing on an image acquired from the image sensor 12.
For example, as preprocessing or post-processing of the
highlighting processing, the image processing section 17
may perform known processing such as white balance
processing and noise reduction processing.

[0054] The control section 18 performs control to syn-
chronize an imaging timing of the image sensor 12 and a
lighting timing of the LEDs 13a to 134d. The control section
18 is, for example, a control circuit or a controller.

[0055] The display section 6 sequentially displays high-
lighted images output from the image processing section 17.
That is, the display section 6 displays a video in which the
frame images are the highlighted images. The display sec-
tion 6 is, for example, a liquid crystal display, an electrolu-
minescence (EL) display, or the like.

[0056] An external interface (I/F) section 19 is an interface
by which a user performs an input or like operation to the
endoscope apparatus 1. That is, the external I/F section 19 is,
for example, an interface for operating the endoscope appa-
ratus 1, or an interface for setting operations of the endo-
scope apparatus 1. For example, the external I/F section 19
includes an adjustment button to adjust a parameter for the
image processing.

[0057] Note that the endoscope apparatus 1 in accordance
with the present embodiment may be configured as
described below. That is, the endoscope apparatus 1 (in a
more limited sense, the processing section 4) includes a
memory that stores information, and a processor that oper-
ates based on the information stored in the memory. The
information is, for example, a program and various kinds of
data. The processor performs image processing including
the highlighting processing, and controls emission of light
from the illumination section 3. The highlighting processing
herein is to determine a highlighting amount based on the
LnB image and to highlight the base image based on the
highlighting amount.

[0058] The processor may implement functions of the
respective sections, for example, by individual hardware or
by integrated hardware. For example, the processor includes
hardware, and the hardware can include at least one of a
digital signal processing circuit and an analog signal pro-
cessing circuit. For example, the processor can be composed
of one or more circuit devices mounted on a circuit board,
or one or more circuit elements. The circuit device is, for
example, an integrated circuit (IC) or the like. The circuit
element is, for example, a resistor, a capacitor, or the like.
The processor may be, for example, a central processing unit
(CPU). Note that the processor is not limited to the CPU, but
can be any of various other processors such as a graphics
processing unit (GPU) and a digital signal processor (DSP).
The processor may be a hardware circuit that includes an
application specific integrated circuit (ASIC). The processor
may include an amplifier circuit, a filter circuit, or the like
for processing an analog signal. The memory may be a
semiconductor memory such as an SRAM or a DRAM, or
may be a register. The memory may be a magnetic storage
device such as a hard disk drive, or may be an optical storage
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device such as an optical disk device. For example, the
memory stores a computer-readable instruction, and the
processor executes the instruction to implement a function
of each section of the processing section 4 as processing.
The instruction may be an instruction set that is included in
a program, or may be an instruction that instructs the
hardware circuit included in the processor to operate.
[0059] Each section of the processing section 4 in the
present embodiment may be implemented as a module of a
program that operates on the processor. For example, the
image processing section 17 is implemented as an image
processing module. The control section 18 is implemented
as a control module for performing, for example, synchro-
nization control between the emission timing of the illumi-
nation light and the image capturing timing of the image
sensor 12.

[0060] Furthermore, the program implementing the pro-
cessing performed by each section of the processing section
4 in the present embodiment can be stored, for example, in
a computer-readable information storage medium. The
information storage medium can be implemented by an
optical disk, a memory card, a hard disk drive (HDD), or a
semiconductor memory, for example. The semiconductor
memory is, for example, a read-only memory (ROM). The
processing section 4 performs various kinds of processing
for the present embodiment, based on the program stored in
the information storage medium. That is, the information
storage medium stores the program causing a computer to
function as each section of the processing section 4. The
computer is a device including an input device, a processing
section, a storage section, and an output section. The pro-
gram causes the computer to execute the processing of each
section of the processing section 4.

[0061] Inother words, the method according to the present
embodiment can be implemented as a program that causes a
computer to execute steps of causing the illumination sec-
tion 3 to emit a plurality of lights with different wavelength
bands at least two different timings in time series, and
generating a highlighted image in which a specific structure
under a mucus membrane is highlighted, based on a plurality
of' images obtained by the emission of the plurality of lights.
In the step of emitting the plurality of lights, the program
causes the computer to cause the illumination section 3 to
continuously emit a first light having a first wavelength band
having a great influence on the luminance of the highlighted
image, and a second light having a second wavelength band
that enables capturing of an image of the specific structure
with higher contrast than the first light.

[0062] FIG. 5 is a flowchart describing processing in
accordance with the present embodiment. When this pro-
cessing starts, the illumination section 3 emits a plurality of
lights with different wavelength bands to a living body in a
specific order under control of the control section 18 (step
S101). The lights with the plurality of wavelength bands in
accordance with the present embodiment are, for example,
the light LnB having the blue narrow band centering on 410
nm, the light LR having the R-band, the light LG having the
G-band, and the light LB having the B-band, which are
illustrated in FIG. 4.

[0063] The illumination section 3 emits the light LnB
immediately after the emission of the light .G as controlled
by the control section 18. A specific example of the order of
emission is illustrated in FIG. 3. The illumination section 3
emits the lights in the order of “LR, LG, LnB, and LB”.
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[0064] In step S102, the processing section 4 acquires an
image based on the emission of each light described in step
S101. Processing in step S102 includes A/D conversion
processing of output signals from the image sensor 12 and
processing of storing the image in the memory 16.

[0065] Subsequently, in step S103, the image processing
section 17 generates a highlighted image based on each
image acquired in step S102. In step S103, the image
processing section 17 combines information about the LnB
image with the base image composed of the LR, .G, and LB
images.

[0066] FIG. 6 is a flowchart describing processing in step
S103 of FIG. 5. When this processing starts, the image
processing section 17 first determines whether the image
acquired in step S102 is an L.nB image (step S201). If the
acquired image is not an LnB image (NO in step S201), the
procedure goes to step S202, where the image processing
section 17 updates any one of the channels of the base
image. Specifically, if the image acquired in step S102 is an
LR image, the image processing section 17 allocates the LR
image to the R-channel of the base image to update the
R-channel of the base image. Similarly, if the acquired
image is an LG image, the image processing section 17
allocates the LG image to the G-channel of the base image
to update the G-channel of the base image. If the acquired
image is an LB image, the image processing section 17
allocates the LB image to the B-channel of the base image
to update the B-channel of the base image. Then, in step
S204, the image processing section 17 performs the high-
lighting processing on the updated base image, based on an
acquired highlighting amount, to generate a highlighted
image.

[0067] Ifthe acquired image is an L.nB image (YES in step
S201), the procedure goes to step S203, where the high-
lighting amount calculation section 17a of the image pro-
cessing section 17 detects superficial blood vessels from the
LnB image. The detection method is not specifically limited.
For example, structure information may be detected by filter
processing using a bandpass filter. In other words, the
highlighting amount used in the highlighting processing in
FIG. 6 corresponds to an output from the bandpass filter.
Thereafter, in step S204, the highlighting processing section
1754 highlights the base image using information about the
superficial blood vessels detected in step S203. The high-
lighting method is not specifically limited. For example, the
base image is highlighted by addition of the information
about the detected superficial blood vessels to the G-channel
of the base image. In this case, the highlighting processing
performed by the highlighting processing section 175 is
addition of the output from the bandpass filter to the base
image.

[0068] As a result of the processing described in FIGS. 5§
and 6, a corresponding channel of the base image is updated
in the frame in which any one of the lights [.B, LG, and LR
is emitted. The base image is highlighted in the frame in
which the light LnB is emitted. After the update of the given
channel of the base image in step S202 or after the detection
of the superficial blood vessels in step S203, the highlighted
image is updated by the highlighting processing on the base
image, based on the information about the detected super-
ficial blood vessels. That is, in the example in FIG. 6, the
highlighted image is updated in all the frames regardless of
the acquired images. As mentioned above, it is the G-chan-
nel that helps the user to recognize the movement of the
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object easily. That is, from the user’s view, the object OB,
whose image is captured using the light LG moves in the
frame in which the light LG is emitted, and the superficial
blood vessels OB, ; move in the frame in which the light
LnB is emitted.

[0069] In the present embodiment, the order of emission is
as illustrated in FIG. 3. Since the illumination section 3
emits the lights in the order of “LR, LG, LnB, and LB”, the
delay time of the movement of the superficial blood vessels
from the movement of the other object corresponds to one
frame. Accordingly, the present embodiment can improve
image quality in comparison with the comparative example
in FIG. 1.

[0070] Note that the specific order of emission may be
subjected to various modifications. For example, only if the
light LG is emitted immediately before the light LnB, a
different order such as “LLB, LG, LnB, and LR” is applicable.
The method in accordance with the present embodiment
only needs to reduce the time difference between the moving
timing of the object OB, and the moving timing of the
superficial blood vessels OB, 5, and the order of emitting the
lights LG and LnB may be replaced with each other. For
example, the lights may be in the order of “LR, LnB, LG,
and LR”. Also in this case, only if the light [.nB is emitted
immediately before the light LG, a different order such as
“LB, LnB, LG, and LR” is applicable.

[0071] As the highlighting processing based on the LnB
image, the method of adding the output from the bandpass
filter to the G-channel has been described, but specific
processing is not limited thereto. The highlighting amount
calculation section 17a may determine the coefficient, as the
highlighting amount, by referring to a lookup table based on
the output from the bandpass filter. The lookup table may be
stored in advance in the memory 16 or may be acquired from
the outside using a network or the like. Alternatively, the
highlighting amount calculation section 17¢ may perform
division using the output from the bandpass filter and the
LnB image, and determine the coefficient based on the result
of the division. For example, the memory 16 stores a
function for calculating the coefficient from the result of the
division, and the highlighting amount calculation section
17a outputs the coefficient based on the function. While the
bandpass filter is employed in the above description to detect
the superficial blood vessels, various modifications can be
made also in this respect. For example, known image
processing for edge detection may be applied to detect the
superficial blood vessels. Additionally, the highlighting pro-
cessing section 176 may multiply the base image by the
coeflicient output from the highlighting amount calculation
section 17a.

[0072] As described above, the image processing section
17 (the highlighting amount calculation section 174) detects
the specific structure, based on the second image (the LnB
image) acquired by the emission of the second light (the
light LnB). Further, the image processing section 17 (the
highlighting processing section 175) combines the informa-
tion based on the detection result, with the first image (the
LG image) acquired by the emission of the first light (the
light L.G), and thereby generates the highlighted image in
which the specific structure is highlighted. The information
based on the detection result may be a detection result itself
such as the output from the bandpass filter, or may be
information determined based on the detection result, i.e.,
the coefficient as exemplified above. The combining pro-
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cessing may be addition or multiplication. As far as the
information based on the detection result is added to the LG
image, the combining processing may be performed in a
different manner. The present embodiment can thereby dis-
play the specific structure in a highly viewable manner to the
user.

3. Second Embodiment

[0073] A second embodiment is described below. The
configuration of the endoscope apparatus 1 is similar to that
of the example described with reference to FIG. 2. The
process flow is similar to the one illustrated in FIG. 5, except
that the highlighted image generation processing described
in step S103 is different from that of the first embodiment.
[0074] FIG. 7 is a flowchart describing the highlighted
image generation processing in accordance with the present
embodiment. When this processing starts, the image pro-
cessing section 17 first determines whether the image
acquired in step S102 is an L.nB image (step S301). If the
acquired image is an L.nB image (YES in step S301), the
procedure goes to step S302, where the highlighting amount
calculation section 174 of the image processing section 17
detects superficial blood vessels from the L.nB image. There-
after, in step S303, the highlighting amount calculation
section 17a stores a result of the detection in the memory.
The processing ends after step S303. That is, in the frame in
which the L.nB image is acquired, the present embodiment
performs the processing up to the calculation of the high-
lighting amount, but performs neither the highlighting pro-
cessing nor the update of the highlighted image.

[0075] If the acquired image is not an L.nB image (NO in
step S301), the procedure goes to step S304, where the
image processing section 17 updates any one of the channels
of the base image. Specifically, if the acquired image is an
LR image, the image processing section 17 allocates the LR
image to the R-channel of the base image to update the
R-channel of the base image. Similarly, if the acquired
image is an LG image, the image processing section 17
allocates the LG image to the G-channel of the base image
to update the G-channel of the base image. If the acquired
image is an LB image, the image processing section 17
allocates the LB image to the B-channel of the base image
to update the B-channel of the base image.

[0076] After the processing in step S304, the highlighting
processing section 176 performs the highlighting processing
on the updated base image, based on information about the
superficial blood vessels stored in the memory (step S305).
The processing in step S305 is to highlight the G-channel of
the base image, based on the highlighting amount stored in
the memory by the processing in step S303.

[0077] As a result of the processing described in FIG. 7, a
corresponding channel of the base image is updated in the
frame in which either of the light LB or LR is emitted, and
the highlighted image is also updated in this frame. The
highlighting amount for the highlighting processing is cal-
culated in the frame in which the light L.nB is emitted. In the
frame in which the light L.G is emitted, the base image is
updated, and the highlighted image is updated by the high-
lighting processing using the highlighting amount calculated
at a past timing.

[0078] FIG. 8 illustrates the order of emitting illumination
lights, and highlighted images, as an example in accordance
with the present embodiment. In the present embodiment,
the light LR is emitted in the frame F1, the light LnB is
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emitted in the frame F2, the light LG is emitted in the frame
F3, and the light LB is emitted in the frame F4. This cycle
is repeated in the subsequent frames, and the lights LR, L.nB,
LG, and LB are sequentially emitted in each period.
[0079] In the frame F1, the LR image is acquired by
emission of the light LR. The base image in the R-channel
is updated with this acquired image, and thereby the display
image is updated. The frame F1 is similar to that of the first
embodiment illustrated in FIG. 3.

[0080] In the frame F2, the LnB image is acquired by
emission of the light LnB. Based on the L.nB image, the
highlighting amount is calculated, or, in a more limited
sense, the superficial blood vessels are detected. At a timing
of'the frame F2, however, the present embodiment performs
only the detection of the superficial blood vessels, and does
not perform the highlighting processing. Eventually, unlike
the example illustrated in FIG. 3, the highlighted image is
not updated in the frame F2, and the movement of the
superficial blood vessels OB, ; does not occur in the frame
F2, either.

[0081] In the frame F3, the LG image is acquired by
emission of the light L.G. The present embodiment generates
a highlighted image in the frame in which the LG image is
acquired, by performing both the update of the G-channel of
the base image and the highlighting processing on the base
image. Information to be used for the highlighting process-
ing is information about the superficial blood vessels
detected at the timing of the frame F2. Consequently, in the
method of the present embodiment, the movement of the
object OB, whose image is captured using the light LG
occurs simultaneously with the movement of the superficial
blood vessels OB, in the frame F3.

[0082] In the frame F4, the LB image is acquired by
emission of the light LB. The base image in the B-channel
is updated with this acquired image, and thereby the display
image is updated. The frame F4 is similar to that of the first
embodiment illustrated in FIG. 3.

[0083] Inthe present embodiment, the illumination section
3 emits the second light (the light L.nB) in the first frame, and
emits the first light (the light LG) in the second frame
following the first frame. In the example in FIG. 8, the first
frame is the frame F2, and the second frame is the frame F3.
In the first frame, the image processing section 17 acquires
the second image (the LnB image) by the emission of the
second light, and skips the processing of generating the
highlighted image based on the second image. Then, in the
second frame, the image processing section 17 generates the
highlighted image by performing the highlighting process-
ing on the first image (the LG image) acquired by the
emission of the first light, based on the second image
acquired in the first frame.

[0084] In this embodiment, “skipping the processing of
generating the highlighted image” means, for example, that
the superficial blood vessels are detected from the LnB
image, but the information about the superficial blood ves-
sels is not added to the base image. As a possible modifi-
cation, the processing in the first frame is limited to the
acquisition of the L.nB image, and the processing of detect-
ing the superficial blood vessels and the highlighting pro-
cessing of adding the information about the superficial blood
vessels to the base image are performed at the timing of the
second frame.

[0085] The method in accordance with the present
embodiment delays the timing of highlighting the superficial
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blood vessels until the frame corresponding to the emission
of the light LG. Accordingly, in the highlighted display
image, the movement of the superficial blood vessels occurs
simultaneously with the movement of the object whose
image is captured using the light L.G. Since the movement
of the superficial blood vessels is not delayed from the
movement of the object whose image is captured using the
light LG, it is possible to display an image with higher
viewability and a reduced feeling of strangeness.

[0086] Note that the information about the superficial
blood vessels to be used for the highlighting processing in
the frame F3 is the information detected from the L.nB image
captured at the timing of the frame F2. Thus, the actual
position of the superficial blood vessels at the timing of the
frame F3 may possibly deviate from the displayed position
of the superficial blood vessels on the highlighted image.
However, by emitting the light LnB immediately before the
emission of the light LG, the present embodiment can reduce
the positional deviation between the displayed position and
the actual position. Specifically, the positional deviation,
which corresponds to the amount of movement in a period
of'one frame, is considered small enough to pose no problem
on image display.

4. Third Embodiment

[0087] A third embodiment is described below. The con-
figuration of the endoscope apparatus 1 is similar to that of
the example described with reference to FIG. 2. The process
flow is similar to the one illustrated in FIG. 5, except that the
highlighted image generation processing described in step
S103 is different from that of the first and second embodi-
ments.

[0088] FIG. 9 is a flowchart describing the highlighted
image generation processing in accordance with the present
embodiment. When this processing starts, the image pro-
cessing section 17 first determines whether the image
acquired in step S102 is an L.nB image (step S401). If the
acquired image is not an LnB image (NO in step S401), the
procedure goes to step S402, where the image processing
section 17 determines whether the acquired image is an LG
image.

[0089] If the acquired image is an LR image or an LB
image (NO in step S402), the procedure goes to step S403,
where the image processing section 17 updates the base
image. Specifically, if the acquired image is an LR image,
the image processing section 17 allocates the LR image to
the R-channel of the base image to update the R-channel of
the base image. Similarly, if the acquired image is an LB
image, the image processing section 17 allocates the LB
image to the B-channel of the base image to update the
B-channel of the base image. Further, in step S404, the
highlighting processing section 175 performs the highlight-
ing processing on the updated base image and thereby
updates the highlighted image.

[0090] If the acquired image is an LG image (YES in step
S402), the procedure goes to step S405, where the image
processing section 17 stores the .G image in the memory 16
and then ends the processing. That is, in the frame in which
the LG image is acquired, the present embodiment updates
neither the base image nor the highlighted image.

[0091] Ifthe acquired image is an L.nB image (YES in step
S401), the procedure goes to step S406, where the high-
lighting amount calculation section 17a of the image pro-
cessing section 17 updates the base image with the LG
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image stored in the memory 16. Further, the image process-
ing section 17 detects superficial blood vessels from the
acquired L.nB image (step S407), and then performs the
highlighting processing on the base image, based on a result
of the detection (step S404).

[0092] As a result of the processing described in FIG. 9, a
corresponding channel of the base image is updated in the
frame in which either of the light LB or LR is emitted, and
thereby the highlighted image is also updated in this frame.
In the frame in which the light LG is emitted, the processing
is limited to the acquisition of the LG image, and neither the
base image nor the highlighted image is updated. In the
frame in which the LnB light is emitted, the highlighted
image is updated by execution of both of the update of the
base image with the LG image acquired in a past frame and
the highlighting processing based on the L.nB image.
[0093] FIG. 10 illustrates the order of emitting illumina-
tion lights, and highlighted images, as an example in accor-
dance with the present embodiment. In the present embodi-
ment, the light LR is emitted in the frame F1, the light LG
is emitted in the frame F2, the light LnB is emitted in the
frame F3, and the light LB is emitted in the frame F4. This
cycle is repeated in the subsequent frames, and the lights LR,
LG, LnB, and LB are sequentially emitted in each period.
Note that the order of emission is not limited thereto. Only
if the light LnB is emitted immediately after the emission of
the light LG, a different order such as “LB, LG, LnB, and
LR” is applicable.

[0094] In the frame F1, the LR image is acquired by
emission of the light LR. The base image in the R-channel
is updated with this acquired image, and thereby the display
image is updated. The frame F1 is similar to that of the first
and second embodiments.

[0095] In the frame F2, the LG image is acquired by
emission of the light LG. In the present embodiment, the
acquired LG image is simply stored in the memory 16.
Eventually, unlike the example illustrated in FIG. 3, the
highlighted image is not updated at the timing of the frame
F2, and the movement of the object OB, whose image is
captured using the light LG does not occur at this timing,
either.

[0096] In the frame F3, the LnB image is acquired by
emission of the light LnB. In the present embodiment, the
base image is updated in the frame F3 with the LG image
acquired and stored at the timing of the frame F2. The
highlighting processing on the base image is also performed
in the frame F3, based on the LnB image. Consequently, in
the method according to the present embodiment, the move-
ment of the object OB whose image is captured using the
light LG occurs simultaneously with the movement of the
superficial blood vessels OB, ; in the frame F3.

[0097] In the frame F4, the LB image is acquired by
emission of the light LB. The base image in the B-channel
is updated with this acquired image, and thereby the display
image is updated. The frame F4 is similar to that of the first
and second embodiments.

[0098] Inthe present embodiment, the illumination section
3 emits the first light (the light LG) in the first frame, and
emits the second light (the light LnB) in the second frame
following the first frame. In the example in FIG. 10, the first
frame is the frame F2, and the second frame is the frame F3.
In the first frame, the image processing section 17 acquires
the first image (the LG image) by the emission of the first
light, and skips the processing of generating the highlighted
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image based on the first image. Then, in the second frame,
the image processing section 17 generates the highlighted
image by performing the highlighting processing on the first
image acquired in the first frame, based on the second image
(the LnB image) acquired by the emission of the second
light.

[0099] In this embodiment, “skipping the processing of
generating the highlighted image” means that the acquired
LG image is not allocated to the base image, i.e., not
allocated to any one of the output channels.

[0100] The method in accordance with the present
embodiment delays the timing of updating the G-channel
corresponding to the luminance component of the output
until the timing of highlighting the superficial blood vessels.
Accordingly, in the highlighted display image, the move-
ment of the superficial blood vessels occurs simultaneously
with the movement of the object whose image is captured
using the light LG. Since the movement of the superficial
blood vessels is not delayed from the movement of the
object whose image is captured using the light LG, it is
possible to display an image with higher viewability and a
reduced feeling of strangeness.

[0101] Note that the LG image to be used for updating the
base image at the timing of the frame F3 is the image
captured in the frame F2. Thus, as for the object whose
image is captured using the light LG, the actual position of
the object at the timing of the frame F3 may possibly deviate
from the displayed position of the object on the highlighted
image. However, by emitting the light LG immediately
before the emission of the light LnB, the present embodi-
ment can sufficiently reduce the positional deviation.
[0102] As described by the second and third embodiments,
the image processing section 17 of the endoscope apparatus
1 performs different types of image processing depending on
the order of emission of the first light and the second light.
When the first light is emitted earlier, the image processing
section 17 performs the processing in FIG. 9 as described in
the third embodiment. When the second light is emitted
earlier, the image processing section 17 performs the pro-
cessing in FIG. 7 as described in the second embodiment.
This enables appropriate image processing in accordance
with the order of emission, thereby enabling generation of
the highlighted image having less degraded image quality.

5. Modification

[0103] Some modifications are described below.

[0104] In the foregoing description, the plurality of illu-
mination lights with the different wavelength bands is com-
posed of four lights LB, LG, LR, and LnB. Note that the
plurality of illumination lights in accordance with the pres-
ent embodiments only needs to include the first light corre-
sponding to the luminance component of the output, and the
second light enabling capturing of the image of the specific
structure with higher contrast. Specific combinations of the
illumination lights can be modified in various manners.
[0105] For example, it is possible to add a narrow-band
light LnR corresponding to the red wavelength band and/or
to add a narrow-band light LnG corresponding to the green
wavelength band. The number of narrow-band lights corre-
sponding to each color is not limited to one. For example, it
is possible to add two narrow-band lights [LnG1 and L.nG2
corresponding to the green wavelength band.

[0106] Alternatively, part or all of the lights LB, LG, and
LR can be omitted. For example, the illumination section 3
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emits the lights LG, LR, and LnB. The image processing
section 17 allocates the LnB image to the B-channel of the
base image, and also uses the LnB image for the highlighting
processing on the G-channel of the base image.

[0107] Each of the above-described examples allows, in
each frame, one LED to emit light and one illumination light
to be emitted to the object. However, emission control is not
limited thereto, and a plurality of illumination lights may be
emitted in each frame. For example, the lights LB and L.nB
are emitted together in the frame F4 in FIG. 3. The image
captured by combined emission of the lights LB and L.nB is
brighter with higher viewability than the image captured by
single emission of the light L.B. Then, the image captured by
the combined emission of the lights LB and LnB is allocated
to the B-channel of the base image to improve viewability of
the highlighted image. However, it is not easy to extract a
component corresponding to the [.nB image singly from the
image captured by the combined emission of the lights LB
and LnB. Accordingly, in this case, it is desirable to perform
emission of the lights LB+LnB for acquiring the base image
and emission of the light LnB for the highlighting process-
ing in different frames. For example, where one period is
composed of four frames, the illumination section 3 emits
the lights in the order of “LR, LG, LnB, and LB+LnB”.

[0108] The number of “the plurality of lights with the
different wavelength bands” may, but does not have to,
match the number of times of emitting the lights (the number
of frames) in one period. This is because the illumination
section 3 may emit a plurality of lights in one frame, or emit
the same light more than once in one period. In the present
embodiment, the number of frames per period simply needs
to be two or greater. Note that, as the number of frames in
one period increases, it is highly probable that the interval
between the emission of the first light (the light .GG) and the
emission of the second light (the light LnB) is greater, which
may make the delayed movement conspicuous. Thus, the
method according to the present embodiment produces a
significant effect especially when one period includes many
frames. The number of frames per period is three or greater
in a limited sense, and four or greater in a more limited
sense.

[0109] Regarding the illumination section 3, FIG. 2 illus-
trates the example of providing a plurality of light sources
respectively emitting the lights LR, LG, LB, and LnB.
However, the configuration of the illumination section 3 is
not limited thereto. For example, the illumination section 3
includes a white light source and a rotating filter. The white
light source emits a white light having an even intensity for
each wavelength in a visible range. The white light source is,
for example, an LED or a xenon lamp. The rotating filter
includes a plurality of color filters with different transmis-
sion wavelength bands. The rotating filter transmits the
white light while rotating, and thereby sequentially emits
lights with different wavelength bands to the guide cable 8.
In the example of emitting the four lights LR, L.G, LB, and
LnB, the rotating filter includes four color filters with
different transmission wavelength bands for the respective
lights.

[0110] The description has been given on the assumption
that the image sensor 12 is a monochrome filter without a
color filter. Instead, the image sensor 12 may be a sensor
having a color filter. The color filter may be a color filter in
a well-known Bayer’s arrangement, a complementary color
filter, or a color filter in another arrangement.
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[0111] As the types of endoscope apparatus, the present
disclosure may assume a type in which a scope is connected
to a control device and operated by a user to capture an
image of the inside of the living body. However, the present
disclosure is not limited to this type of endoscope apparatus,
and is also assumed to be applicable, for example, to an
endoscope apparatus in a surgery support system using a
robot.
[0112] Such a surgery support system includes, for
example, a control device, a robot, and a scope. The scope
is, for example, a rigid scope. The control device is a device
that controls the robot. That is, the user operates an operation
section of the control device to move the robot, and performs
surgery on a patient through the robot. In addition, the user
operates the operation section of the control device to
manipulate the scope through the robot and capture images
of a surgical region. The control device includes the pro-
cessing section 4 illustrated in FIG. 2. The user operates the
robot while watching images displayed on a display device
by the processing section 4. The present embodiments can
be applied to the control device in such a surgery support
system. The control device may be integrated in the robot.
[0113] Although the embodiments to which the present
disclosure is applied and the modifications thereof have been
described in detail above, the present disclosure is not
limited to the embodiments and the modifications thereof,
and various modifications and variations in components may
be made in implementation without departing from the spirit
and scope of the present disclosure. The plurality of ele-
ments disclosed in the embodiments and the modifications
described above may be combined as appropriate to imple-
ment the present disclosure in various ways. For example,
some of all the elements described in the embodiments and
the modifications may be deleted. Furthermore, elements in
different embodiments and modifications may be combined
as appropriate. Thus, various modifications and applications
can be made without departing from the spirit and scope of
the present disclosure. Any term cited with a different term
having a broader meaning or the same meaning at least once
in the specification and the drawings can be replaced by the
different term in any place in the specification and the
drawings.
What is claimed is:
1. An endoscope apparatus comprising:
an illumination device emitting a plurality of lights with
different wavelength bands at least two different tim-
ings in time series, the plurality of lights comprising a
first light and a second light; and
a processor including hardware,
wherein the processor is configured to generate a high-
lighted image in which a specific structure under a
mucus membrane is highlighted, based on a plurality of
images obtained by the emission of the plurality of
lights, and
wherein the illumination device emits the first light and
the second light continuously, the first light having a
first wavelength band corresponding to a luminance
component of the highlighted image, the second light
having a second wavelength band that enables captur-
ing of an image of the specific structure with higher
contrast than the first light.
2. The endoscope apparatus as defined in claim 1,
wherein the processor generates the highlighted image in
which the specific structure is highlighted, by executing
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processing including: detecting the specific structure
based on a second image acquired by the emission of
the second light; and combining information based on
a result of the detection, with a first image acquired by
the emission of the first light.

3. The endoscope apparatus as defined in claim 1,

wherein the processor executes different image process-
ing in accordance with an emission order of the first
light and the second light.

4. The endoscope apparatus as defined in claim 3,

wherein the illumination device emits the second light in
a first frame and to emit the first light in a second frame
following the first frame,

wherein, in the first frame, the processor acquires a
second image by the emission of the second light and
to skip processing of generating the highlighted image
based on the second image, and

wherein, in the second frame, the processor generates the
highlighted image by performing highlighting process-
ing on a first image acquired by the emission of the first
light, based on the second image acquired in the first
frame.

5. The endoscope apparatus as defined in claim 3,

wherein the illumination device emits the first light in a
first frame and to emit the second light in a second
frame following the first frame,

wherein, in the first frame, the processor acquires a first
image by the emission of the first light and to skip
processing of generating the highlighted image based
on the first image, and

wherein, in the second frame, the processor generates the
highlighted image by performing highlighting process-
ing on the first image acquired in the first frame, based
on a second image acquired by the emission of the
second light.

6. The endoscope apparatus as defined in claim 1,

wherein the plurality of lights with the different wave-
length bands includes a light having a wavelength band
corresponding to red, a light having a wavelength band
corresponding to green, and a light having a wave-
length band corresponding to blue.

7. The endoscope apparatus as defined in claim 1,

wherein the specific structure corresponds to blood ves-
sels.

8. An operating method of an endoscope apparatus, the

method comprising;

emitting a plurality of lights with different wavelength
bands at least two different timings in time series, the
plurality of lights comprising a first light and a second
light; and

generating a highlighted image in which a specific struc-
ture under a mucus membrane is highlighted, based on
a plurality of images obtained by the emission of the
plurality of lights,

wherein the emission of the plurality of lights includes
emitting the first light and the second light continu-
ously, the first light having a first wavelength band
corresponding to a luminance component of the high-
lighted image, the second light having a second wave-
length band that enables capturing of an image of the
specific structure with higher contrast than the first

light.
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9. A non-transitory information storage medium storing a
program, the program causing a computer to execute steps
comprising;
causing an illumination device to emit a plurality of lights
with different wavelength bands at least two different
timings in time series, the plurality of lights comprising
a first light and a second light; and

generating a highlighted image in which a specific struc-
ture under a mucus membrane is highlighted, based on
a plurality of images obtained by the emission of the
plurality of lights,

wherein the step of emitting the plurality of lights

includes emitting the first light and the second light
continuously, the first light having a first wavelength
band corresponding to a luminance component of the
highlighted image, the second light having a second
wavelength band that enables capturing of an image of
the specific structure with higher contrast than the first

light.



