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(57) Abrégée/Abstract:

A system for maintaining routing capabillities in a router (100) having a failled control plane provides an active control plane (110) in
the router (100) iIn communication with at least one external node (150, 160, 1/70), the active control plane (110) running at least
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(57) Abrege(suite)/Abstract(continued):

one routing process. A backup control plane (120) may be interconnected with the active control plane (110), so that the active
control plane (110) may periodically transmit synchronization signals (104) to the backup control plane (120). The backup control
plane (120) may update its state based on these synchronization signals (104). Moreover, the backup control plane (120) may be
programmed to take over the routing process of the active control plane (110) If the active control plane (110) falils.
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ABSTRACT

A system for maintaining routing capabilities in a router (100) having a failed control plane
provides an active control plane (110) in the roQter (100) in communication with at least one
external node (150, 160, 170), the active control plane (110) running at least one routing
process. A backup control plane (120) may be interconnected with the active control plane
(110), so that the active control plane (110) may periodically transmit synchronization signals
(104) to the backup control plane (120). The backup control plane (120) may update its state
based on these synchronization signails (104). Moreover, the backup control plane (120) may
be programmed to take over the routing process of the active control plane (110) if the active

control plane (110) fails.
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SYSTEM AND METHOD FOR GRACEFUL RESTART

[0001] < Deleted >

BACKGROUND OF THE INVENTION

-

[0002] Many computer networks, 1ncluding the Internet, may
establish connections between a source and a destination through
one or more routers. These routers may operate according to one

of a variety of protocols, most commonly Border Gateway Protocol

(BGP), Exterior Gateway Protocol (EGP), Intermediate-System to
Intermediate-System (ISIS), Link Aggregation Control Protocol
(LACP), Open Shortest Path First (OSPF), or Routing Information
Protocol (RIP).

[0003] On occasion, a router may fail, thereby causing a
disruption 1n the flow of data Dbetween the source and the
destination. While this connection may often be repaired as the
failed router restarts, 1t nevertheless results in a delay of
transmission of the data. Sometimes, 1t may even result in a 1loss
of data. Current technology may provide for a seamless restart of
a router 1f the outage of that router is announced. For example,
during a planned outage of a BGP node (e.g., during a software
upgrade), that node may announce 1ts "restart" before the event
occurs. Upon receiving this announcement, peer BGP nodes may plan

for the outage Dby preserving outgoing data packets until a

connection with the restarted node i1s reestablished.

[0004] Some network routers may have one active control

plane and one 1nactive control plane. The active control plane

may run different processes, 1including routing modules, such as

BGP. When the active control plane fails unexpectedly, these
processes can "fail over" to the inactive control plane. However,
for example, according to the current BGP standard, all remote
BGP peers of the failed control plane will lose their
transmission control protocol ("TCP") connection with the failed
control plane, and detect that the BGP session 1s down. As a

result, BGP routes must be re-computed, BGP routing updates must

be generated, significant delay occurs, and data may be lost.
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BRIEF SUMMARY OF THE INVENTION

[0005] According to one aspect of the present 1invention
then, there 1is provided a router, comprising a primary control
plane running one or more routing processes, a secondary control
plane interconnected with the primary control plane, wherein the
primary control plane periodically transmits synchronization
signals 1indicating a forwarding state of the primary control
plane to the secondary control plane, and the secondary control
plane updates 1its state based on the synchronization signals,
wherein the synchronization signals are transmitted with a
corresponding sequence number and the secondary control plane 1s
capable of detecting that 1t did not receive a signal based on
the sequence number of a received signal, and wherein 1in the
event that the primary control plane fails, the secondary control
plane takes over the routing processes of the primary control
plane, establishes communication with at least one external node,
synchronizes with the at least one external node, the

synchronizing comprising comparing a checksum value of the at

least one external node with a checksum value of the secondary
control plane, and retransmitting data between the external node

and the secondary control plane 1f the checksum values do not

match.

[0006] According to another aspect of the present invention
then, there 1s provided a router, comprising a primary control
plane running one or more routing processes, a plurality of
secondary control planes 1nterconnected with the primary control

plane 1n a ring topology, wherein each control plane 1s connected

to a downstream neighbor, wherein the primary control plane
periodically transmits synchronization signals 1ndicating a
forwarding state of the primary control plane to the secondary
control planes, the secondary control planes update thelr states
based on the synchronization signals, the synchronization
messages are transmitted i1individually through each control plane
1n the ring, and 1n the event that the primary control plane
fails, 1ts next avallable downstream neighbor takes over the

routing processes of the primary control plane, establishes
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communication with at least one external node, synchronizes with

the at least one external node, the synchronizing comprising

comparing a checksum value of the at least one external node with
a checksum value of the next available downstream neighbor, and
retransmitting data between the external node and the next

avallable downstream neighbor 1f the checksum values do not

match.

[0007] According to another aspect of the present invention

then, there 1s provided a router, comprising a primary control

plane running one or more routing processes, a plurality of
secondary control planes interconnected with the primary control
plane, wherein the primary control plane is serially connected to
each secondary control plane, wherein the primary control plane
periodically transmits synchronization signals 1ndilicating a
forwarding state of the primary control plane to the secondary
control plane, the secondary control planes update their state
based on the synchronization signals, the synchronization
messages are simultaneously transmitted to each secondary control

plane, and 1in the event that the primary control plane fails, a

first one of the plurality of secondary control planes initiates
an election process to elect a secondary control plane to take
over as a new primary control plane, the election process
comprising transmitting a nomination approval request from the
first one of the plurality of secondary control planes to the
other backup control planes, transmitting a first wvalue
representing a synchronization state of the secondary control
plane, comparing the first wvalue at each other backup control
plane with a second value 1ndicative of that other backup control
plane's synchronization state, transmitting an approval message
from each other backup control plane to the first one of the
plurality of secondary control planes 1f the first wvalue 1s

greater than or equal to the second value.

[0008] According to another aspect of the present i1nvention
then, there 1s provided a method for managing routing connections
in a router having an active control plane in communicatlion wilth

at least one external node, and a plurality of backup control
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planes, the method comprising periodically transmitting

synchronization signals from the active control plane to the
plurality of backup control planes, detecting a failure of the
active control plane, electing a first one of the backup control
planes to serve as a new active control plane, establishing
communication between the new active control plane and the at
least one external node, synchronizing the new actlive control
plane with the at least one external node, the synchronizing
comprising comparing a checksum wvalue of the at 1least one
external node with a checksum wvalue of the new active control

plane, and retransmitting data between the external node and the

new active control plane 1f the checksum values do not match.

[0008a] According to another aspect of the present invention
then, there 1s provided a method for managing routing connections
1n a router having an active control plane in communication with
at least one external node, and a plurality of backup control
planes, the method comprising periodically transmitting
synchronization signals from the active control plane to the
plurality of backup control planes, detecting a failure of the
active control plane, electing a first one of the backup control
planes to serve as a new active control plane, the electing
comprising transmitting a self-nomination approval request from
the backup control plane detecting the failure to the other
backup control planes, transmitting with the self-nomination
approval request a first value representing a synchronization
state of the Dbackup control plane detecting the failure,
comparing the first value at each other backup control plane with

a second value 1indicative of that other backup control plane's
synchronization state, transmitting an approval message from each
other backup control plane to the backup control plane detecting
the failure 1f the first wvalue is greater than or equal to the
second value, establishing communication between the new active
control plane and the at 1least one external node, and

synchronizing the new active control plane with the at least one

external node.

-38-
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[0008Db] According to another aspect of the present invention
then, there is provided a method for managing routing connections
in a router having an active control plane in communication with
at least one external node, and a plurality of backup control

planes, the active control plane and the plurality of backup

control planes arranged in a ring topology, the method comprising
periodically transmitting synchronization signals from the active
control plane to the plurality of backup control planes, wherein
the synchronization messages are 1ndividually transmitted
downstream from the active control plane through each of the
backup control planes, detecting a failure of the active control
plane, electing a first one of the backup control planes to serve

as a new active control plane, the electing comprising selecting

a next avallable downstream backup plane, establishing
communication between the new active control plane and the at
least one external node, and synchronizing the new active control
plane with the at least one external node, the synchronizing
comprising comparing a checksum wvalue of the at least one
eXxternal node wilth a checksum value of the new active control
plane, and retransmitting data between the external node and the

new active control plane i1f the checksum values do not match.

[0008c] According to another aspect of the present invention
then, there 1s provided a system for maintaining routing
capabilities 1in a router having a failed control ©plane,
comprlsing an active control plane 1n the router in communication
with at least one external node, the active control plane running

at least one routing process, a backup control plane

interconnected with the active control plane, wherein the active
control plane periodically transmits synchronization signals to
the backup control plane, and the backup control plane updates
1ts state based on the synchronization signals, wherein the
backup control plane 1s programmed to take over the routing
process of the active control plane 1f the active control plane
fails, wherein the at least one node external to the router
includes a peer router, and wherein the backup control plane

establishes a connection with the peer router 1n response to

_3b_
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determining that the active control plane has failed, wherein the
backup control plane synchronlizes with the peer router, the
synchronizing comprising comparing a checksum wvalue of the peer
router with a checksum wvalue of the backup control plane, and
retransmitting data between the peer router and the backup

control plane 1f the checksum values do not match.

[0008d] According to another aspect of the present i1nvention
then, there 1s provided a system for maintaining routing

capabilities 1n a router having a failed control ©plane,

comprising an active control plane in the router in communication
wlth at least one external node, the active control plane running
at least one routing process, a plurality of backup control
planes i1interconnected with the active control plane, each backup
control plane programmed to determine which backup control plane
should take over in the event of a failure of the active control
plane, wherein the active control plane periodically transmits
synchronization signals to the backup control planes, and the
backup control planes updates theilir states based on the
synchronization signals, wherein each backup control plane 1is
programmed to take over the routing process of the active control
plane 1f the active control plane fails, and wherein in the event
that the active control plane fails, a first one of the plurality
of Dbackup control planes 1nitiates an election process, the
election process comprising transmitting a self-nomination
approval request from the first one of the plurality of backup
control planes to the other backup control planes, transmitting
with the self-nomination approval request a first value
representing a synchronization state of the first one of the
plurality of backup control planes; comparing the first wvalue at
each other backup control plane with a second value indicative of
that other Dbackup control plane's synchronization state;
transmitting an approval message from each other backup control
plane to the first one of the plurality of backup control planes

1f the first value is greater than or equal to the second value.

-3Cc-
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BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Fig. 1 1s a system diagram according to an aspect of

the invention.

[0010] Fi1g. 2 1s a system dlagram according to another

aspect of the invention.

[0011] Fig. 3 1s a flow diagram of a process for failing

over according to an aspect of the invention.

[0012] Fig. 4 1s a system diagram corresponding to the

process flow diagram of Fig. 3.

{0013] Fi1g. 5 1s a diagram of a process which backup plane

will take over as an according to an aspect of the invention.

_3d_
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[0014] Fig. © 1s a diagram of a process for determining

which Dbackup plane wi1ill take over as an active plane,
according to an aspect of the invention.

[0015] Fig. 7 1s a system diagram according to another
aspect of the 1nvention.

[0016] Fig. 8 1s a diagram of a system having a failed
backup plane according to the aspect of Fig. 7.

[0017] Fig. 9 1s a diagram of a system having a failed
active plane according to Fig. 7.

[0018] Fig. 10 1s a diagram of a system having a failed

backup plane and a failed active plane according to Fig. 7.

DETAILED DESCRIPTION

[0019] Fig. 1 shows a router 100 1n accordance with an
aspect of the 1nvention. The router 100 1includes control
planes 110, 120, 130. At any time, one of the control planes
110-130 may serve as the "active" plane, while the other
control planes serve as "backup" planes. The control planes
110-130 may Dbe 1nterconnected by any means, for example, a
high speed 1nterconnect.

[0020] According to the example shown 1in Fig. 1, central

plane 110 serves as the active control plane, and control

plane 120, 130 serve as backups. hach control plane 110, 120,

130 may run one Or more routing processes and may have

different routing modules. For example, as shown 1n Fig. 1,
the active control plane 110 runs at 1least BGP, 1ISIS, and
LACP. Similarly, the backup control planes 120, 130 are
capable of running the same processes. For purposes of this

example, the embodiment 1s described with respect to BGP
routing protocol. However, 1t should be understood that the
described system and method may be used 1n connection with any

routing protocol.

[0021] In communication with the router 100, and
particularly with the active control plane 110, are one oOr

more peer routers 150, 160, 170. These peer routers 150-170

may also run one o0Or more processes. For example, tThe BGP
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processes ©of the router 100 may establish BGP sessions 155,

165, 175 with the BGP processes of the peer routers 150-170.

[0022] As further shown in Fig. 1, the active control plane
110 transmits state synchronization messages 104 to the backup
control planes 120, 130. These state synchronlzation messages
104 provide the Dbackup control planes 120, 130 with updates
regarding a forwarding state of the active control plane 110.

For example, the synchronization messages may 1nclude

information regarding data received from peer routers 150-170
and data to be transmitted to peer routers 150-170. According

to one aspect, each synchronization message 104 may have a

corresponding seguence number. In this respect, Dbackup
control planes 120, 130 may determine 1f they have missed any
synchronization messages from the active control plane 110 by

comparing segquence numbers of a received message with the

number o©Of previous messages. If, for example, a backup
control plane 120-130 determines that 1t has receilved a
message with a seqguence number out o0f sequence, that may be an
indication that the active control plane 110 has failed.

[0023] Fig. 2 shows router 200 according to another aspect
of the 1nvention, 1.e., when an active control plan, e.g.,
control plane 210, faills. Accordingly, backup plane 220 may
take over as the active control plane while control plane 210
recovers from 1ts failure to serve as a backup control plane.
Control plane 230, which previously served as a backup, may
continue to serve as a backup. The new active control plane
220, connected to the backup planes 210, 230 by 1interconnect
202, sends state synchronization messages 204, 206 to the

respective backup planes 210, 230. Additionally, new active

control plane 220 establishes sessions with peer BGP routers
250, 260, and 270.

[0024] Fig. 3 shows a method 300 of taking over the
processes of a falled active control plane, such as the plane
210. This method 300 may be performed by one oOr more backup
planes, such as the backup plane 220. According to this
method, the backup control plane detects that the active
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control plane has failed (kblock 310), and then determines a
new control plane. The new control plane establishes
communication with peer routers (block 330), synchronizes, and
begins routing data.

[0025] In block 310, the backup control plane detects that

the active control plane has failed. For example, the backup
control plane may recognize that 1t has not received a signal

from the active control plane for a predetermined amount of

time. The signal may be a state synchronlization message, such
as the message 104 of Fig. 1, or any other type of signal
periodically transmitted by the active control plane. Upon
recognizing that 1s has not receilived such signals, the backup

control plane may transmit a request for signals to the active

control plane. If a complete snapshot of the active plane's
forwarding status 1s not received 1n response to thils regquest,
the backup plane can be assured that the active control plane
has failed, and that the connection between the two planes was
not merely 1nterrupted.

[0026] A new control plane may take over for the failed

control plane 1n block 320. Because several backup planes may

be present 1n the router having the failled plane, the backup

plane which will take over for the falled plane may eilther be
predetermined or may be selected by the backup planes at the
time of faillure. For example, a "next-in—-command" Dbackup

plane may be preselected based upon any number of criteria,

such as the topology of the i1interconnected Dbackup planes.

This method will be described 1n further detail 1n connection

with Figs. 7-10. Alternatively, for example, the backup plane
which first detects failure of the active plane may nominate
1tself as the new active plane and request approval from the
other Dbackup planes. This method of determining the new

active plane will be discussed i1in further detall i1in connection

with Fi1gs. 5-06.
[0027] The new active control plane mavy initiate
communication with 1ts peer routers 1n block 330, and reguest

the status from each peer 1n block 340. The status of the
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peers enables the new active control plane to determine 1f 1t

1s 1n synch with the peers 1n block 350. For example, 1f the

routers are running BGP processes, the new active plane

determines whether 1ts "AdJ-RIB-In" message/information

matches the "AdJ-RIB-Out" of the router from which 1t 1is

recelving 1nformation. Similarly, using the same example, the

new active control plane also determines 1f 1ts Adj]—-RIB-Out

matches the AdJ-RIB-In of the router to which i1t 1s forwarding

information.

[0028] If the new active control plane is not in synch with
one or more of 1ts peers, data 1s resent as shown 1in block
355. The particular data sent and the entity sending the data
may depend on the direction of information flow and/or which

entity 1s lacking the most up to date information. For

example, using the BGP example mentioned above, 1f the new

active control plane determined that 1ts Adj—-RIB-In does not

match the Adj]-RIB-Out o©of the router from which 1t receives

information, that router will resend its Adj-RIB-Out to the

new active control plane. In this regard, the new active

control plane has the most up to date information output from

the router. Similarly, 1f the new active control plane

determines that 1ts Adj]—-RIB-Out does not match the Adj—-RIB-In

of the router to which 1t 1s forwarding 1nformation, the new

active control plane may resend 1ts Adj—-RIB-Out. Therefore,

that router will have the most up to date 1Information passing

through the new active control plane.

[0029] Once 1t 1s determined that the new active control
plane 1s up to date, the router (e.g., the router 200 of
F1g. 2) 1ncluding the new active control plane (220) may
continue to route i1nformation.

[0030] Fig. 4 shows a diagram providing details on the
exchange of 1nformation between a new active control plane 420
and 1ts peer routers 450 and 470 when the new active control
plane 420 has been elected to take over for a failed control

plane 410. This example relates particularly to routers

running BGP processes, but i1t should be understood that the
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communication exchange may be performed 1n relation to other
processes with only minor modification.

[0031] As shown 1n Fig. 4, a route 1s established from the
router 470 to the router 400 to the router 450. For example,
data may flow to the router 470 from a source node Oor another
router (not shown) wvia connection 476. Once thils data passes
through the router 400 to the router 450, 1t may continue to a

destination node or another router (not shown) via connection

456. However, 1f a control plane fails, such as control plane

410, a new active control plane 420 must take over to contilinue

this routing. In order to perform this takeover, or "faill-
over", the new active control plane 420 initiates
communication with peer routes 450, 470.

[0032] The new active control plane 420 may 1nitiate

communication with each peer router 450, 470. For example, a

BGP router may pre—assign a TCP port number for each control

plane 410, 420, 430. The BGP process on the control plane 420

uses 1ts assigned TCP port to establish a new TCP session to

the remote BGP peers 450, 470. For example, the router 400

may advertise the 1list of TCP port numbers to the remote BGP

peers 450, 470 1n an "OPEN" message. The "OPEN" message,
described 1n greater detail followlng this example, may also
indicate to the peer routers 450, 470 that the router 400 1s

capable of "graceful restart," 1.e., failing over to a backup

control plane as described herein.

[0033] According to an alternative aspect, where TCP port

numbers are not pre—assigned, a separate user datagram

protocol ("UDP") Dbased control channel may be established

between the Dback-up BGP processes and each remote BGP peer

450, 470. The new active BGP process 420 may thus use this

channel to announce the fail-over. Accordingly, the remote

BGP peers 450, 470 receiving this announcement may 1nitiate a

new BGP session wilith the new active BGP process 420.

[0034] In initiating communication with its peers 450, 470,
the new active control plane 420 may reqgquest a checksum. The

checksum may be a wvalue corresponding to the most recent
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information received at or transmitted by the router 450, 470.

For example, 1t may be a value 1ndicative of the contents of

an AdjJj—-RIB-In of the router 450, or a value 1indicative of the

Ad]-RIB-0Out of the router 470.

[0035] In response to this request, the peer routers 450,
470 may transmit thelr checksum wvalues to the router 400, and
particularly to the new active control plane 420. The new
active control plane 420 compares the checksums from the peer
routers 450, 470 to 1ts own checksum to determine 1f 1t 1s up

to date. Accordingly, the new active control plane 420 will

elther determine that 1ts checksum matches the peer, such as
shown 1n the exchange with the router 450, or the new active
control plane 420 may determine that there 1s a mismatch, as

shown 1n the exchange with peer router 470.

[0036] In the event that the checksum from the router 450

matches the checksum of the new active control plane 420, the

new active control plane may establish a BGP process with the
router 450. Moreover, the router 400 may continue routiling

data to the peer router 450.

[0037] In the event that the checksum of the router 470 and
the new active control plane 420 do not match, the new active
control plane 420 may reguest an update from the peer router
4770, The update provided by the router 470 may be the last
information transmitted by the router, or some combination of
information already transmitted and 1information ready to Dbe

transmitted. For example, the router 470 may send to the new

active control plane 420 the contents of i1ts Adj—-RIB-0Out.

[0038] Upon recelving the update provided by the peer

router 470, the new active control plane 420 may update 1ts

processes and establish a BGP session with the router 470.
Accordingly, the router 470 may continue to route data through

the router 400.

[0039] According to one aspect, 1t 1s possible that a

remote peer 450 or 470 detects that the BGP session 1s down

before the failil-over of Dbackup BGP processes, (L.e., the

takeover by the new active control plane 420) completes. If
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the TCP port numbers of backup BGP process are pre—assigned,

the remote BGP peers 450, 470 may walt for the new active

control plane 420 to 1nitiate a new BGP session from one of
these pre—-assigned ports. Alternatively, the remote peers 450,

470 may walt for a "fail-over" announcement from the UDP

control channel, and 1nitiate a new BGP session with the new

active control plane 420. In both cases, the remote peers 450,

470 may preserve theilir forwarding states for a predefined

duration. Therefore, the router continues to forward packets

during the fail-over of BGP process.

[0040] According to one aspect, the "OPEN" message sent by
the router 400 may 1nclude the following syntax to announce

1ts graceful failover capability:

Fail—-over Timer 1n seconds (12 bits)

Backup BGP process port list length (1 octet)
Backup BGP process port list (1o bits * Number of Backup BGP processes)

[0041] "Fail-over Timer 1in  seconds” 1s the estimated

duration of the fail-over of a BGP process on a router (e.g.,

the router 400). This can Dbe wused to speed up routlng

convergence by peers 450, 470 1n case no backup BGP processes

are avallable on tThe router 400 after the failure of active

BGP process. For example, 1f a new active control plane 420

does not take over and reestablish connections wlth peer
routers 450, 470 within 12 seconds, 1t may be determined that
none of the backup planes 420, 430 are avalilable to take over
for the failed active plane 410. Accordingly, the router 00
may shut down and a new route may be determined between peer

routers 470 and 450.

[0042] "Backup BGP process port list" specifies the 1list of

TCP port numbers assigned to the BGP processes runnling on the

BGP speaker. The number of TCP port numbers 1s specified 1in

"Backup BGP process port 1list length.” If the "Backup BGP

process port 1list length" 1s 0, the remote BGP peer 1s

required to notify the BGP speaker of a UDP port number of the

control channel to receive an announcement of failil—-over and a

TCP port number of new active BGP process.

_lo_
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[0043] To set up a UDP control channel between a BGP

speaker supporting graceful failover and a remote BGP peer,

the remote BGP peer replies to the "OPEN" message of BGP

router advertising (graceful failover capability with a

"NOTIFICATION" message. For example, 1f the open message
received from a Dbackup control plane 420 1ndilicates a

capability of graceful restart, the remote routers 450, 470

may transmit the followling notification message:

Error Code = 7 (8 bits) Error Subcode = 0 (8 bits)
control channel UDP port number (1o bits)

[0044] "Control channel UDP port number" 1is the UDP port
number for the sender of notification message TO receive a

fall—-over announcement.

[0045] Fig. 5 provides a flow diagram 500 of a process for

determining which of several backup planes will take over as a
new active plane 1n the event that the active plane fails. As
shown 1n Fig. 5, the Dbackup planes 1, 2, 3 may operate 1in
parallel. Accordingly, backup planes 1, 2, and 3 shadow the

states of an active control plane as they recelive state

synchronization messages in Pblocks 501, 502, and 503
respectively. These state synchronilization messages may be
periodically transmitted by the active control plane
assocliated with these backup planes 1, 2, and 3, and may thus
provide updated 1nformation on the forwarding state of the
active control plane.

[0046] According to one aspect, each synchronization
message may be sent with a corresponding numeric value. For
example, the numeric wvalue of the first synchronization
message may be "0", and the next "1" and so on. For ease of
description 1n this example, a numeric value 1ndicative of the

synchronization state of a backup plane will be referred to as

a "seguence numper . " According to one aspect, each
synchronization message 1s assigned a 604-bilt sequence number,
and 1ncludes all of the state changes of the active protocol
process since the last synchronization, and further includes a

tilmestamp. The segquence number may start from "0" and
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increment until it reaches (2°° - 1), at which point it may
start again from "0O".

[0047] In block 512, the backup plane 1 detects a loss of

synchronization. For example, the Dbackup plane 1 may
recognize that 1t has not received a synchronlization message
within a predetermined period of time. Alternatively, the
backup plane 1 may detect a gap 1n the seqguence numbers of two

consecutive synchronization messages. Accordingly, the backup

control plane 1 may transmlit a request to the active contro.

plane seekling a synchronilzatlon message providlng a complete

snapshot of the active control plane 1's forwarding state. If
such synchronization message 1s received 1n response to this
request, the process returns to block 501. However, 1f a

synchronization message is still not received in block 21, the

backup plane 1 may nominate 1tself as the new active plane.

[0048] Fach control plane 1, 2, 3, may 1listen at a pre-
configured user datagram protocol (UDP) port for messages from
the other control planes. Accordingly, the backup plane 1 may
broadcast a request for approval (block 531), and that reqgquest
may be received by backup planes 2, 3. The backup plane 1 may
also send an 1ndication of 1ts synchronization state, such as
the last sequence number 1t received, eilither along with 1ts
request for approval or 1n response to a request from the
other backup planes 2, 3.

[0049] Upon receliving backup plane 1's request 1in blocks

532, 533, the backup planes 2, 3 may compare the

synchronization state of the Dbackup plane 1 with their own
backup states. Thus, for example, 1n block 542 the backup

plane 2 compares the seguence number of backup plane 1 with

1ts own seguence number. f plane 1's seguence number

1ndicates that plane 1 received the same or more recent
updates than plane 2 (e.g., 1f plane 1's seguence number 1S

greater than or eqgqual to plane 2's seguence number), backup

plane 2 will approve plane 1's self-nomination (block 562).
Similarly, 1f Dbackup plane 3 determines that backup plane 1

has the most recent updates 1n block 553, 1t will also approve
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plane 1's self-nomination 1n block 563. The Dbackup plane 1
receives such approvals 1n block 561 and may thus continue to
take over as the new active control plane.

[0050] However, 1t may not always be the case that the
self-nomilnating backup plane has the hilighest seguence number.

Accordingly, Fig. © 1llustrates a process 60600 which may occur

1f, for example, Dbackup plane 1's seqguence number was less

than backup plane 2's sequence number 1n block 552.

[0051] In block 652, the backup plane 2 denies the backup
plane 1's request for approval. Further, the backup plane 2
sends out 1ts own self-nomination approval reqguest 1n Dblock
0062 . The other backup planes 1, 3 recelive thls reqgquest 1n
blocks 606l, 663. The backup planes 1, 3, may also receive the

update status of the backup plane 2 by, for example, receiving

2's sequence number. Accordingly, backup plane 1 and backup
plane 3 may compare 2's sequence number with thelir own
sequence numbers (blocks 671, ©673). As shown 1n F1g. 6, each
of backup planes 1, 3 determines that backup plane 2 has the
most recent synchronization and sends an approval (blocks 661,
653) . The backup plane 2 receives this approval (block 6382)

and takes over for the failed active plane i1in block 692.

[0052] In the previous examples, the active control plane
broadcasts state synchronization messages to all Dbackup
control planes. According to another aspect o©of the present

invention, the active control plane may perform delegation-

based state synchronization. n thilis regard, the active

control plane may ensure relilable delivery o©of the state
synchronlization messages to the backup planes.

[0053] Fig. 7 1llustrates an example of delegation based

state synchronization. In this example, control plane 710 1s
the active control plane, and control planes 720-790 are the
backup control planes. The control planes 710-790 form a
delegation ring based on, for example, 1i1dentifications, and
cach node forms a transmission control protocol (TCP)
connection with 1ts adjacent node. For example, plane 790

forms a TCP connection 792 with plane 710, which forms a TCP
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connection 712 with plane 720, and so on. The active node 710
may 1nitiate a state synchronization message 714, which 1s
transmitted to the downstream backup node 720. The backup
plane 720 may use the message 714 to update 1ts state to
shadow the protocol processes of active node 710. The backup
node 7120 further transmits the synchronization message

downstream to the backup node 730, which uses the

synchronization message to update 1ts shadow state. This
forwarding of the synchronization message 1nitiated by the
active node 710 continues clock—-wise around the ring until 1t
reaches the last backup plane 1n the ring, 1n this case backup
790. While backup node 790 forms a TCP connector 792 with
active node 710, there 1s no need for the backup node 790 to
forward the synchronization message to the node 710 Dbecause

the node 710 generates such signals.

[0054] Fig. 8 1llustrates an example of delegation based
state synchronization, wherein one of the backup planes faills.

Particularly, 1n this example backup control plane 830 fails.

Its failure maybe detected by elther 1ts upstream neighbor

node, backup plane 820, or 1ts downstream neighbor node,
backup plane 840. For example, backup plane 820 may detect
that synchronization messages forwarded to the backup plane
330 are not being received (e.g., the backup plane 820 does
not recelve an acknowledgement packet within a predetermined
period of time). The backup plane 840 may also detect that 1t
has not recelived a synchronization message within a

predetermined period of time, or that the last synchronization

message seguence number skipped one o0or more values 1n the
seguence. Accordingly, Dbackup plane 820 or backup plane &40
may 1nilitiate a repalr. For example, backup plane 820 may
establish a new TCP connection 826 with backup plane &840,
thereby skipping over the failed backup plane 830. Thus, the
backup plane 620 may send synchronilization messages 828

directly to the backup control plane 840.

[0055] Fig. 9 1llustrates an example of delegation based

state synchronization, wherelin active control plane 910 faills.
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Similar to the example above, one or both of backup control
planes 990, 920 may detect the fallure and repair the TCP
connection. For example, the Dbackup control plane 990 may
initiate a TCP connection directly with backup control plane
920, thereby skipping over the falled active control plane
910. However, 1n this scenario a new active control plane

must be elected to take over the processes of the failed

active plane 910.

[0056] According to one aspect, the new active contro.

plane 1n the delegation ring may Pbe the 1Immedliate downstream

neighbor of the failed active control plane. Because this
ring topology ensures that each backup control plane 920-990
receives the state synchronization messages 1n clock—-wise
order, the 1mmediate downstream neighbor 920 of the failed
active control plane 910 always has the most up to date
information, thereby making 1t a prime candidate for taking
over as the new active control plane. Accordingly, 1n this
example the Dbackup control plane 920 would serve as the new
active control plane for the failed active plane 910.

[0057] The backup control plane 920 may recognize that an
upstream active control plane 910 has failed 1f 1t has stopped
recelving state synchronization messages from the active plane
910, or 1f 1t receives a new TCP connection request from a
node upstream of the active node 910, such as backup node 990.

Accordingly, the backup control plane 920 may establish i1tself

as the new active control plane and take over the processes of

the failed active plane 910.

[0058] Fig. 10 i1llustrates an example of delegation based
state synchronization, wherein the active plane and one 0of the
backup planes faills. Particularly, 1n this example active
plane 1010 and neighboring backup plane 1020 have both failed.

Accordingly, Dbackup control plane 1030 will stop receiving

synchronization messages. Backup plane 1030 may detect this
error and work toO repalr a connection wilith an upstream node.
Alternatively or additionally, backup plane 1090 may detect

that 1ts downstream neighbor, active plane 1010, has failed
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and work to repair the connection 1n the ring. Accordingly,
backup plane 1090 may establish a TCP connection with the next
avallable downstream neighbor, backup plane 1030, thereby
skipping over the failed nodes 1010, 1020.

[0059] In addition to repairing the TCP connection, one of
the backup planes 1030-1090 must also serve as the new active
control plane. Backup plane 1030, being the next functioning
downstream neighbor of the failed control plane 1010, may
recognize that it 1s to become the new active control plane. For
example, upon receiving the TCP connection request from a node
1090 upstream of the failed active plane 1010, the backup plane
1030 may activate as the new active control plane and take over

the processes of the failed active plane 1010. Thus, new active

control plane 1030 will generate synchronization messages to be
transmitted to 1ts downstream neighbor, Dbackup plane 1040.
Additionally, new active control plane 1030 may perform the

routing processes for the ring, and establish connection with

peer routers.

[0060] Although the present i1invention has Dbeen described
with reference to particular embodiments, it should be understood

that these examples are merely i1illustrative of the principles and

applications of the present invention. For example, while the
present 1invention has been described above largely with respect
to BGP processes, 1t should be understood that the described
system and method may be used 1n connection with any of a number
of different routing protocols, such as ISIS, LACP, RIP, etc.
Moreover, 1t should be understood that the described system and
method may be i1mplemented over any network, such as the Internet,
or any private network connected through a router. For example,
the network may be a virtual private network operating over the
Internet, a 1local area network, or a wide area network.
Additionally, 1t should be understood that numerous other

modifications may be made to the i1llustrative embodiments and

that other arrangements may be devised without departing from the

scope of the present invention as defined by the
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appended claims. In other words, the scope of the claims should

not be limited by these preferred embodiments, but should be
given the broadest interpretation consistent with the description

as a whole.

INDUSTRIAL APPLICABILITY

[0061] The present invention enjoys wide industrial

applicability including, but not 1limited to, computer network

management and operation, including maintaining routing

capabilities in an event of a router control plane failure.

-] ] -



CA 02767831 2012-02-09

CLAIMS

1. A router, comprising:

a primary control plane running one or more

routilng processes;

a secondary control plane 1interconnected with

the primary control plane;

wherein the primary control plane periodically

transmits synchronization signals indicating a forwarding
state o0f the primary control plane to the secondary
control plane, and the secondary control plane updates
1ts state based on the synchronization signals;

whereiln the synchronization signals are
transmitted with a corresponding sequence number and the

secondary control plane 1s capable of detecting that it

1)

did not receive a signal based on the sequence number o:

a recelved signal; and

wherelin in the event that the primary control

plane fails, the secondary control plane:

takes over the routing processes of the

—l—

primary control plane;

establishes communication with at least

one external node;
synchronizes wlth the at least one
external node, the synchronizing comprising:

comparing a checksum wvalue of the at
least one external node with a checksum wvalue

of the secondary control plane; and
retransmitting data between the

external node and the secondary control plane

1f the checksum values do not match.
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2. The router according to claim 1, whereiln

F

the secondary control plane 1is capable of detecting

| -

fallure of the primary control plane.

3. A router, comprising:

a primary control plane running one or more

routing processes;

P

a plurality of secondary control planes

interconnected with the primary control plane
in a ring topology, wherein each control plane
1s connected to a downstream neighbor;

wherein:

the primary control plane periodically
transmits synchronization signals 1indicating a forwarding
state of the primary control plane to the secondary

control planes;

the secondary control ©planes update theilr
states based on the synchronization signals;

the synchronization messages are transmitted
individually through each control plane in the ring; and

1in the event that the primary control plane
fails, 1ts next available downstream neighbor:

takes over the routing processes of the
primary control plane;

establishes communication with at least

one external node;

synchronlzes with the at least one

external node, the synchronizing comprising:

F

comparing a checksum value of the at

least one external node with a checksum wvalue
of the next available downstream neighbor; and
retransmitting data between the

external node and the next available downstream

neighbor 1f the checksum values do not match.
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4 . A router, comprising:

a primary control plane running one or more
routing processes;

a plurality of secondary control planes
interconnected with the primary control plane;

wherein:

the primary control plane 1s serlally connected
to each secondary control plane;

wherein the primary control plane periodically
transmits synchronization signals 1ndicating a forwarding

state of the primary control plane to the secondary

control plane;

the secondary control planes update thelr state
based on the synchronization signals;
the synchronilzation messages are simultaneously

transmitted to each secondary control plane; and

in the event that the primary control plane

P

fails, a first one of the plurality of secondary control

planes 1nitlates an election process to elect a secondary
control plane to take over as a new primary control
plane, the election process comprising:

transmitting a nomination approval request

P

from the first one of the plurality of secondary

control planes to the other backup control planes;

transmitting a first value representing a

synchronization state of the secondary control
plane;

comparing the first wvalue at each other
backup control plane with a second value 1ndicative
of that other backup control plane's synchronization

state;

transmitting an approval message from each

.

other backup control plane to the first one of the
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plurality of secondary control planes 1f the first

value 1s greater than or equal to the second value.

5. The router according to claim 1 or 2,

wherein the one or more routing processes 1mplement a

Border Gateway Protocol (BGP).

e

0. The router according to any one of clailms

1, 2, and 5, wherein each of the control planes has a
preassigned Transmlssion Control Protocol (TCP) ©port

number used to establish communication with remote peers.

7. A method for managing routing connections
in a router having an active control plane 1in
communication with at least one external node, and a
plurality of backup control planes, the method
comprising:

periodically transmitting synchronization

' ol
p—

signals from the active control plane to the plurality of

backup control planes;

detecting a failure of the active control

plane;

P

electing a first one of the backup control

planes to serve as a new active control plane;

establishing communication between the new
active control plane and the at least one external node;

synchronizing the new active control plane with
the at least one external node, the synchronizing

comprlsing:

comparing a checksum value of the at least
one external node with a checksum value of the new

active control plane; and

_21_



CA 02767831 2012-02-09

retransmitting data between the external

P
p—

node and the new active control plane 1f the

checksum values do not match.

8 . The method according to claim 7, whereln

detecting the failure of the active control plane 1s

performed by one of the backup control planes.

9. The method according to claim 8, whereiln

electing the first one of the backup control planes

further comprises transmitting a self-nomination approval

request from the backup control plane detecting the

failure to the other backup control planes.

10. A method for managing routling connections
in a router having an active control plane 1n
communication with at least one external node, and a
plurality of backup control planes, the method
comprising:

periodically transmitting synchronization

ﬁ
p—

signals from the active control plane to the plurality of

backup control planes;
detecting a faillure of the active control

plane;

electing a first one of the backup control
planes to serve as a new active control plane, the
electing comprising:

transmitting a self-nomination approval

-

request from the backup control plane detecting the

failure to the other backup control planes;

transmitting with the self-nomination

approval request a first value representing a
synchronization state of the backup control plane

detecting the failure;
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comparing the first wvalue at each other

backup control plane with a second value 1ndicative

of that other backup control plane's synchronlization

state;

transmitting an approval message from each

other backup control plane to the backup control

plane detecting the failure 1f the first wvalue 1is
greater than or equal to the second value;

establishing communication between the new

active control plane and the at least one external node;

and

synchronizing the new active control plane with

the at least one external node.

11. A method for managing routing connections
in a router having an active control plane in

communication with at least one external node, and a

plurality of backup control planes, the active control

plane and the plurality of backup control planes arranged
1n a ring topology, the method comprising:

periodically transmitting synchronization
signals from the active control plane to the plurality of
backup control planes, wherein the synchronization

messages are 1indilvidually transmitted downstream from the

active control plane through each of the backup control

planes;

detecting a failure of the active control

plane;
electing a first one of the backup control
planes to serve as a new active control plane, the

electing comprising selecting a next available downstream

backup plane;

_23_



CA 02767831 2012-02-09

establishing communication between the new
active control plane and the at least one external node;
and

synchronizing the new active control plane with
the at least one external node, the synchronizing

comprising:

comparing a checksum value of the at least
one external node with a checksum wvalue of the new
active control plane; and

retransmitting data between the external

node and the new active control plane 1f the
checksum values do not match.
12. The method according to any one of claims

7 to 9, wherein establishing communication between the

new active control plane and the at least one external

node 1ncludes transmitting an open message from the new

active control plane to each external node.

—

13. A system for malntalining routing

capabilities 1n a router having a failed control plane,
comprising:
an active control plane 1n the router 1in

communication with at least one external node, the active

control plane running at least one routing process;

a backup control plane 1nterconnected with the

actilve control plane;

wherein the active control plane periodically
transmits synchronization signals to the backup control
plane, and the backup control plane updates 1ts state
based on the synchronization signals;

wherein the backup control plane 1s programmed

to take over the routing process of the active control

plane 1f the active control plane fails;
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wherein the at least one node external to the
router includes a peer router; and

wherein the backup control plane establishes a
connection with the peer router 1n response to
determining that the active control plane has failed;

wherein the backup control plane synchronizes
with the peer router, the synchronizing comprising:

F

comparing a checksum wvalue of the peer

router with a checksum value of the backup control
plane; and

retransmitting data between the peer
router and the backup control plane 1f the checksum

values do not match.

14. A system for maintaining routlng
capabillities 1n a router having a failed control plane,
comprising:

an active control plane 1n the router 1in
communication with at least one external node, the active

control plane running at least one routing process;

guiey

i backup control planes

el

a plurality O
interconnected with the active control plane, each backup

control plane programmed to determine which backup

control plane should take over 1n the event of a failure

gr—
p—

of the active control plane;

wherein the active control plane periodically
transmits synchronization signals to the backup control
planes, and the Dbackup control planes updates their

states based on the synchronization signals;

wherein each backup control plane 1s programmed

F

to take over the routing process of the active control

plane 1f the active control plane fails; and

wherein 1n the event that the active control

plane fails, a first one of the plurality of backup
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control planes 1initiates an election process, the
election process comprilising:
transmitting a self-nomination approval

F

request from the first one of the plurality of

backup control planes to the other backup control

planes;

transmitting wilth the self-nomination

approval request a first wvalue representing a

U1}

the

synchronization state of the first one o:

plurality of backup control planes;
comparing the first wvalue at each other

backup control plane with a second value indicative

of that other backup control plane's synchronization

state;

transmitting an approval message from each
other backup control plane to the first one of the
plurality of backup control planes 1f the first

value 1s greater than or equal to the second wvalue.

Doc:325514 (MSWord)
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