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Description

CROSS-REFERENCE TO RELATED APPLICATIONS

TECHNICAL FIELD

[0001] The present description relates generally to flow
control in a network environment, and including end to
end flow control in a network environment.

BACKGROUND

[0002] An extended bridge network deployment may
be, for example, an Ethernet network deployment where
end stations are connected to a switch device that is re-
ferred to as a port extender device. A port extender device
may not perform bridging functions; instead, the port ex-
tender device may forward all incoming packets to a con-
trolling bridge device that performs bridging functions for
all connected port extender devices. In this manner, the
forwarding and enforcement of security policies for the
network environment can be centralized at the controlling
bridge.
[0003] US 7 668 103 B1 describes a system with
switching capability comprising a controlling device, a
first switching device, and first and second ports. The
first port communicates with the controlling device. A con-
trol module selectively instructs the second port to assert
flow control when a flow control message is received from
the first port if the received flow control message desig-
nates the second port as a target.
[0004] US 2010/061241 A1 describes an apparatus in-
cluding a switch core that has a multi-stage switch fabric
physically distributed among a set of chassis. The multi-
stage switch fabric has a set of input buffers and a set of
output ports. The controller is coupled to the set of input
buffers and the set of output ports and is configured to
send a flow control signal to an input buffer from the set
of input buffers when congestion at an output port from
the set of output ports is predicted and before congestion
in the switch core occurs.
[0005] US 7 706 255 B1 describes a communications
apparatus including several functional modules for im-
plementing an application, a pair of switch modules to
provide redundant switching capability for transferring
frames between the functional modules. Each functional
module is connected to each switch module by a frame-
based communication link. A redundancy logic unit at
each functional module inserts sequence numbers into
outgoing frames, replicates the outgoing frames for for-
warding to each of said switch modules, and monitors
incoming frames from each of the switch modules to se-
lect frames for forwarding to an application based on the
sequence numbers.
[0006] US 2008/259798 A1 describes a shared mem-
ory switch and switch fabric architecture which employ
partitions of the shared memory to implement multiple,
independent virtual congestion domains to allow conges-

tion to be handled for different classes of traffic independ-
ently.
[0007] US 2006/104298 A1 describes a source node
which receives related frames of data to be transmitted
from the source node to a destination node and places
the frames in a queue. The queue is associated with a
communication path over which the related frames are
to be transmitted to the destination node. An interface
that couples the source node to the communication path
receives an indication directed to the source node of traf-
fic congestion in the communication path. In response,
the source node controls the rate at which the related
frames of data are transferred from the queue to a trans-
mit buffer accessible to the interface, in order to relieve
the traffic congestion in the communication path.
[0008] US 2006/215550 A1 describes a method of con-
trolling data flow in a network including detecting a con-
gestion condition in the network, sending a congestion
message to one or more nodes upstream of the conges-
tion condition, learning address information of one or
more nodes pertaining to the congestion condition, send-
ing another congestion message containing these
learned MAC addresses and, via the nodes receiving the
congestion message with the MAC addresses, control-
ling a flow of data associated with the learned address
information from the congestion message.
[0009] US 7 675 857 B1 describes a system for avoid-
ing network congestion. During operation, the system de-
tects an onset of congestion in a first queue at a first
node. Next, the first node generates a first control-mes-
sage, wherein the first control-message contains a con-
gestion-point identifier which is associated with the first
queue. Then the first node sends the first control-mes-
sage to a second node, which causes the second node
to delay sending a second message to the first node,
wherein the second message is expected to be routed
through the first queue at the first node. Next, the second
node propagates the control-message to a third node
which causes the third node to delay sending a third mes-
sage to the second node, wherein the third message is
expected to be routed through the first queue at the first
node.

BRIEF SUMMARY OF THE INVENTION

[0010] The invention is defined as a method according
to claim 1 and as a network system according to claim
10. The dependent claims define various embodiments.
[0011] Advantageously, the end to end flow control
message further comprises at least one priority of the
upstream traffic that is causing the congestion at the at
least one queue, and the method further comprises:

receiving, by the network device, the end to end flow
control message;
mapping the at least one priority into a priority enable
vector;
generating, by the network device, a priority flow con-

1 2 



EP 2 911 352 B1

3

5

10

15

20

25

30

35

40

45

50

55

trol message based at least in part on the end to end
flow control message, wherein the priority flow con-
trol message comprises the priority enable vector;
and
transmitting the priority flow control message to the
end station device over the another port.

[0012] Advantageously, the method further comprises:

receiving, by the end station device, the priority flow
control message; and
performing, by the end station device, flow control
on the upstream traffic associated with the at least
one priority.

[0013] Advantageously, performing, by the end station
device, the flow control on the upstream traffic associated
with the at least one priority comprises pausing or rate
limiting the upstream traffic associated with the at least
one priority without pausing or rate limiting other up-
stream traffic not associated with the at least one priority.
[0014] Advantageously, the method further comprises:

estimating an amount of time to relieve the conges-
tion; and
generating the end to end flow control message to
include the amount of time as a pause time;
detecting, prior to an expiration of the amount of time
whether the congestion is still being experienced by
the at least one queue of the port; and
transmitting another end to end flow control message
to the network device when the congestion is still
being experienced by the at least one queue of the
port.

[0015] Advantageously, the method further comprises:

receiving, by the network device, the end to end flow
control message;
generating, by the network device, a priority flow con-
trol message that comprises the amount of time; and
transmitting the priority flow control message to the
end station device.

[0016] Advantageously, a source address field of the
end to end flow control message comprises a first ad-
dress of another network device comprising the at least
one queue experiencing the congestion, and a destina-
tion address field of the end to end flow control message
comprises a second address of the network device.
[0017] Advantageously, the end to end flow control
message is transmitted to the network device out-of-band
via at least one intermediary device that forwards the end
to end flow control message from the another network
device to the network device without modifying the end
to end flow control message.
[0018] Advantageously, the another network device
comprises a controlling bridge device in an extended

bridge architecture, the at least one intermediary network
device comprises an aggregate port extender device in
the extended bridge architecture, the network device
comprises port extender device in the extended bridge
architecture, and
the upstream traffic is received from the end station de-
vice by the port extender device over the another port,
forwarded by the port extender device, without modifying
the upstream traffic, to the aggregate port extender de-
vice, forwarded by the aggregate port extender device,
without modifying the upstream traffic, to the controlling
bridge device, and received by the controlling bridge de-
vice over the port.
[0019] Advantageously, the at least one intermediary
device is configured to forward the end to end flow control
message from the network device to the another network
device without modifying the end to end flow control mes-
sage.
[0020] Advantageously, the at least one intermediary
device is configured to forward the downstream traffic
from the another network device to the network device
without modifying the downstream traffic.
[0021] Advantageously, the end to end flow control
message further comprises at least one priority of the
downstream traffic to be flow controlled at the another
network device.
[0022] Advantageously, the another network device is
configured to pause or rate limit the downstream traffic
that is associated with the at least one priority and being
queued at the port in response to the end to end flow
control message.
[0023] Advantageously, the at least one processor cir-
cuit is further configured to:

estimate an amount of time before the congestion
will be relieved at the least one queue of the port;
generate the end to end flow control message to in-
clude the amount of time as a pause time;
determine, prior to an expiration of the amount of
time whether the congestion still exists at the at least
one queue of the port; and
transmit, out-of-band and through the at least one
intermediary network device, another end to end flow
control message to the another network device when
the congestion still exists at the least one queue of
the port.

[0024] Advantageously, a source address field of the
end to end flow control message comprises a first ad-
dress of the network device and a destination address
field of the end to end flow control message comprises
a second address of the another network device.
[0025] Advantageously, the another network device
comprises a controlling bridge device in an extended
bridge architecture, the at least one intermediary network
device comprises an aggregate port extender in the ex-
tended bridge architecture, and the network device com-
prises port extender device in the extended bridge archi-
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tecture.
[0026] A computer program product comprising in-
structions for carrying out the mentioned methods is also
described.
[0027] Advantageously, a source address field of the
end to end flow control message comprises a first ad-
dress of the network device and a destination address
field of the end to end flow control message comprises
a second address of another network device comprising
the port.
[0028] Advantageously, the network device comprises
a controlling bridge device in an extended bridge archi-
tecture, the at least one intermediary network device
comprises an aggregate port extender in the extended
bridge architecture, and the another network device com-
prises a port extender device in the extended bridge ar-
chitecture.

BRIEF DESCRIPTION OF THE DRAWINGS

[0029] Certain features of the subject technology are
set forth in the appended claims. However, for purpose
of explanation, several embodiments of the subject tech-
nology are set forth in the following figures.

FIG. 1 illustrates an example network environment
in which a system for end to end flow control may be
implemented in accordance with one or more imple-
mentations.

FIG. 2 illustrates an example network environment
in which downstream end to end flow control is im-
plemented in accordance with one or more imple-
mentations.

FIG. 3 illustrates an example network environment
in which upstream end to end flow control is imple-
mented in accordance with one or more implemen-
tations.

FIG. 4A illustrates a flow diagram of an example
downstream end to end flow control initiation process
in accordance with one or more implementations.

FIG. 4B illustrates a flow diagram of an example
downstream end to end flow control reaction process
in accordance with one or more implementations.

FIG. 5A illustrates a flow diagram of an example up-
stream end to end flow control initiation process in
accordance with one or more implementations.

FIG. 5B illustrates a flow diagram of an example up-
stream end to end flow control reaction process in
accordance with one or more implementations.

FIG. 6 illustrates an example end to end flow control
message frame format in accordance with one or

more implementations.

FIG. 7 conceptually illustrates an example electronic
system with which one or more implementations of
the subject technology can be implemented.

DETAILED DESCRIPTION

[0030] The detailed description set forth below is in-
tended as a description of various configurations of the
subject technology and is not intended to represent the
only configurations in which the subject technology may
be practiced. The appended drawings are incorporated
herein and constitute a part of the detailed description.
The detailed description includes specific details for the
purpose of providing a thorough understanding of the
subject technology. However, the subject technology is
not limited to the specific details set forth herein and may
be practiced using one or more implementations. In one
or more instances, structures and components are
shown in block diagram form in order to avoid obscuring
the concepts of the subject technology.
[0031] FIG. 1 illustrates an example network environ-
ment 100 in which a system for end to end flow control
can be implemented in accordance with one or more im-
plementations. Not all of the depicted components may
be used, however, and one or more implementations may
include additional components not shown in the figure.
Variations in the arrangement and type of the compo-
nents may be made without departing from the scope of
the claims as set forth herein. Additional components,
different components, or fewer components may be pro-
vided.
[0032] The network environment 100 includes one or
more controlling bridge devices 102A-B, one or more ag-
gregate port extender devices 104, one or more port ex-
tender devices 106A-C, and one or more end station de-
vices 108A-H. One or more of the devices 102A-B, 104,
106A-C, 108A-H may be and/or may include all or part
of the electronic system discussed below with respect to
Fig. 7. In one or more implementations, one or more of
the controlling bridge devices 102A-B, the aggregate port
extender device 104, and/or the port extender devices
106A-C are referred to as network devices and may be,
and/or may include switch devices. In one or more im-
plementations, one or more of the end station devices
108A-H are also be referred to as network devices.
[0033] In one or more implementations, the devices
102A-B, 104, 106A-C, 108A-H are communicatively cou-
pled, as shown by the solid lines in Fig. 1, by one or more
Ethernet links. In one or more implementations, the con-
trolling bridge devices 102A-B is further coupled to an
uplink, such as to the Internet. The arrangement of the
devices 102A-B, 104, 106A-C, 108A-H in the network
environment 100 may be referred to as an extended
bridge, or an extended bridge architecture. The control-
ling bridge devices 102A-B may make forwarding deci-
sions in the network environment 100, although local for-

5 6 



EP 2 911 352 B1

5

5

10

15

20

25

30

35

40

45

50

55

warding may also be performed by the port extender de-
vices 106A-C and/or the aggregate port extender device
104. In one or more implementations, the network envi-
ronment 100 includes multiple controlling bridge devices
102A-B, such as for redundancy and/or load balancing
purposes. Frame forwarding mechanisms and frame for-
mats utilized in the extended bridge architecture of the
network environment 100 may be provided by a standard,
such as the Institute of Electrical and Electronics Engi-
neers (IEEE) 802.1BR-2012 standard.
[0034] The end station devices 108A-H are devices
that are sources or destinations of network traffic flow in
the network environment 100. The end station devices
108A-H can be computing devices such as laptop or
desktop computers, router devices, smartphones, set-
top boxes, tablet computers, televisions or other displays
with one or more processors coupled thereto and/or em-
bedded therein, or other appropriate computing devices
that can be used for receiving and/or transmitting data,
and/or can be coupled to such a device. In the example
of FIG. 1, the end station devices 108A-H are depicted
as server devices.
[0035] The port extender devices 106A-C do not per-
form bridging functions and instead forward incoming
packets to one or more of the controlling bridge devices
102A-B that performs the bridging functions on behalf of
the port extender devices 106A-C. The aggregate port
extender device 104, which may also be referred to as
an intermediary network device, is a port extender device
that connects to one or more other port extender devices
106A-C. Similar to the port extender devices 106A-C, the
aggregate port extender device 104 does not perform
any bridging functions and instead forwards incoming
packets to one or more of the controlling bridge devices
102A-B that perform bridging functions on behalf of the
aggregate port extender device 104. In one or more im-
plementations, packet forwarding is performed by one or
more of the port extender devices 106A-C and/or the
aggregate port extender device 104 without modifying
the packets.
[0036] The controlling bridge devices 102A-B may in-
clude several local ports, some of which may directly cou-
ple the controlling bridge devices 102A-B to one or more
of the end station devices 108A-B, such as ports 10 and
11 of the controlling bridge device 102A which are directly
coupled to the end station devices 108A-B, respectively.
In one or more implementations, one or more of the con-
trolling bridge devices 102A-B are indirectly coupled to
one or more of the end station devices 108C-H through
the ports of one or more of the port extender devices
106A-C. For example, end station devices 108C-D are
coupled to ports 20 and 21, respectively, of the port ex-
tender device 106A, and the port extender device 106A
is coupled to port 12 of the controlling bridge device 102A
and port 14 of the controlling bridge device 102B. In one
or more implementations, the controlling bridge devices
102A-B store network information, such as a topology,
corresponding to the network environment 100, such that

the controlling bridge devices 102A-B can determine the
ports of the port extender devices 106A-C to which the
end station devices 108A-H are connected.
[0037] In one or more implementations, one or more
of the controlling bridge devices 102A-B may be indirectly
coupled to one or more of the end station devices 108C-
H through a tree of port extender devices 106A-C and/or
one or more aggregate port extender devices 104, such
as the end station devices 108E-F that are connected to
port 13 of the controlling bridge device 102A and port 15
of the controlling bridge device 102B, through port 22 of
the aggregate port extender device 104, and ports 31
and 32, respectively, of the port extender device 106B.
Similarly, the end station devices 108G-H are coupled to
port 13 of the controlling bridge device 102A and port 15
of the controlling bridge device 102B, through port 23 of
the aggregate port extender device 104, and ports 33
and 34, respectively, of the port extender device 106C.
[0038] The ports of the controlling bridge devices
102A-B, the port extender devices 106A-C and/or the
aggregate port extender device 104 that are directly cou-
pled to end station devices 108A-H are referred to as
extended ports. Thus, in the network environment 100,
ports 10, 11, 20, 21, and 31-34 are extended ports. The
ports of the controlling bridge devices 102A-B and/or the
aggregate port extender device 104 that are directly cou-
pled to one or more of the port extender devices 106A-
C are referred to as cascaded ports. Thus, in the network
environment 100, ports 12, 13, 22, and 23 are cascaded
ports.
[0039] In one or more implementations, one or more
of the devices 102A-B, 104, 106A-C, 108A-H may imple-
ment a hop-by-hop link level priority flow control (PFC)
mechanism supported in the IEEE 802.1BR-2012 stand-
ard. In a hop-by-hop flow control scheme, congestion
may build up at each hop, may spread to the next hop,
and the process may continue for flow control to propa-
gate from an end station device 108H to a controlling
bridge device 102A, and vice versa. While congestion
propagates through one or more of the port extender de-
vices 106A-C and/or the aggregate port extender device
104, queues may build up at one or more of the port
extender devices 106A-C, the aggregate port extender
device 104, and/or one or more of the controlling bridge
devices 102A-B, which may cause excessive packet
transport latencies and potentially dropped packets. At
each hop, a PFC message may carry flow control for up
to eight traffic classes which may result in the pause of
aggregate traffic to and/or from multiple sources in that
traffic class. Thus, the link level PFC mechanism may
result in head-of-line (HOL) blocking across one or more
of the end station devices 108A-H.
[0040] In the network environment 100, congestion
may occur at queues of any of the ports of the port ex-
tender devices 106A-C, the aggregate port extender de-
vice 104, and/or the controlling bridge devices 102A-B.
In one or more implementations, an uplink port in the
network environment 100 may have more bandwidth
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than any individual downlink port because the uplink ag-
gregates traffic from several downlink ports. Thus, a burst
of higher bandwidth downstream traffic from one or more
of the controlling bridge devices 102A-B, and received
through an uplink port in a port extender device 106A,
for example, may cause temporary congestion at its low-
er bandwidth destination downlink port. In one or more
implementations, in the upstream direction, the uplink
port’s bandwidth in the network environment 100 may be
less than the total bandwidth of downlink ports, which
may cause oversubscription. Thus, in the upstream di-
rection congestion may occur at an oversubscribed up-
link port because of simultaneous traffic from multiple
downlink ports of one or more of the port extender devices
106A-C destined to one or more of the controlling bridge
devices 102A-B. If the traffic continues to be bursty, con-
gestion at the uplink port queues may persist. Upstream
congestion is discussed further below with respect to Fig.
2, and downstream congestion is discussed further below
with respect to Fig. 3.
[0041] In the subject system, an end-to-end flow con-
trol scheme is implemented that utilizes out-of-band Eth-
ernet flow control messages that can co-exist with a
standard hop-by-hop flow control scheme (e.g. PFC).
The flow control message may be sent as a special Eth-
ernet packet from a congestion point to a remote source
to temporarily pause transmission of traffic to ease con-
gestion. For example, such flow control messages can
be sent by one or more of the port extender devices 106A-
C to one or more of the controlling bridge devices 102A-
B, and vice versa, in the network environment 100 and/or
in an IEEE 802.1BR-2012 network environment, to re-
duce congestion. Thus, the proposed end-to-end flow
control scheme can be overlaid on a standard IEEE
802.1BR-2012 compliant, proprietary, or any version of
an extended bridge architecture. The subject system
does not cause HOL blocking because it stops traffic flow
causing congestion without affecting traffic from other
sources.
[0042] In the subject system, one or more of the de-
vices 102A-B, 104, 106A-C may monitor the occupancy
of local queues by traffic source to identify when a queue
is experiencing congestion, e.g. a congestion point. In
one or more implementations, a congestion point may
be a queue in one or more of the devices 102A-B, 104,
106A-C that is congested. A queue may be a physical
queue or a logical queue. A physical queue in one or
more of the devices 102A-B, 104, 106A-C may store
packets received from one or more source devices that
have one or more priorities (e.g. 802.1P priorities) and
are waiting to be transmitted out of an Ethernet port. In
one or more implementations, a logical queue may not
store packets but may be a counter that keeps track of
packets stored in the one or more devices 102A-B, 104,
106A-C from a logical entity, like a group of source de-
vices in a group of priorities, and waiting to be transmitted.
In one or more implementations, packets tracked in a
logical queue may be stored in one or more physical

queues.
[0043] Upon detecting congestion in a queue by one
or more of the devices 102A-B, 104, 106A-C, the one or
more of the devices 102A-B, 104, 106A-C dynamically
identifies the source(s) that are causing the congestion.
The one or more devices 102A-B, 104, 106A-C then
sends out-of-band end to end flow control messages to
each source device that has caused congestion in the
queue, and/or to a single source device that is causing
the majority of the congestion. Example processes of de-
tecting congestion and transmitting end to end flow con-
trol messages are discussed further below with respect
to Figs. 4A and 5A. In one or more implementations, an
end to end flow control message contains the following
information to identify the flow that needs to be flow con-
trolled: a number (e.g. e-Tag in 802.1BR) that uniquely
identifies the source device, e.g. an identifier of the port
that is experiencing congestion, and a list of priorities
(e.g. 802.1P priorities) or a bit vector identifying all prior-
ities that need to be flow controlled by the source device.
An example end to end flow control message format is
discussed further below with respect to Fig. 6.
[0044] The one or more devices 102A-B, 104, 106A-
C, that is the destination of an end to end flow control
message (e.g. a reaction point) may react to such a mes-
sage by taking direct and/or indirect actions to reduce
traffic with congested priorities. The direct actions may
include rate limiting congested traffic, and indirect actions
may include sending PFC messages to a link partner
(e.g. one or more end station devices 108A-H) to pause
traffic in the congested priorities. Example reaction proc-
esses of devices implementing the subject system are
discussed further below with respect to Figs. 4B and 5B.
[0045] Thus, in the subject system the end to end flow
control messages are sent by one or more congested
devices 102A-B, 104, 106A-C through the network envi-
ronment 100 to the remote source of traffic directly, in-
stead of spreading congestion through a series of link-
level, hop-by-hop, flow control messages. Furthermore,
in the subject system the traffic that is causing congestion
is stopped by the source at a very early stage, thereby
avoiding build up across the network environment 100
and dropped packets from other sources or to other des-
tinations. Thus, the subject system not only avoids HOL
blocking but also significantly reduces packet drops and
latency issues.
[0046] FIG. 2 illustrates an example network environ-
ment 200 in which downstream end to end flow control
is implemented in accordance with one or more imple-
mentations. Not all of the depicted components may be
used, however, and one or more implementations may
include additional components not shown in the figure.
Variations in the arrangement and type of the compo-
nents may be made without departing from the scope of
the claims as set forth herein. Additional components,
different components, or fewer components may be pro-
vided.
[0047] The network environment 200 includes the con-
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trolling bridge devices 102A-B, the aggregate port ex-
tender device 104, the port extender device 106B, and
the end station devices 108E-F. The devices 102A-B,
104, 106B, 108E-F are connected and/or coupled by one
or more Ethernet links. The aggregate port extender de-
vice 104 includes one or more downstream queues 204A
associated with port 22. The port extender device 106B
includes one or more downstream queues 204B associ-
ated with port 31, and one or more downstream queues
204C associated with port 32. Each of the one or more
downstream queues 204A-C may include separate
queues for different classes and/or priorities of traffic,
and each of the one or more downstream queues 204A-
C may be referred to as congestion points.
[0048] In the downstream direction (controlling bridge
devices 102A-B to end station devices 108A-H), the con-
trolling bridge devices 102A-B transmit packets to the
end station devices 108E-F through ports 13 and 14, re-
spectively. The packets are received by the aggregate
port extender device 104 and queued in the one or more
downstream queues 204A for transmission to the port
extender device 106B via port 22. The port extender de-
vice 106B receives the packets and queues the packets
addressed to the end station device 108E in the one or
more downstream queues 204B, and the packets ad-
dressed to the end station device 108F in the one or more
downstream queues 204C. The packets queued in the
one or more downstream queues 204B are then trans-
mitted to the end station device 108E via port 31, and
the packets queued in the one or more downstream
queues 204C are transmitted to the end station device
108F via port 32.
[0049] Thus, in the downstream direction, the port ex-
tender device 106B receives traffic from one or more up-
link cascaded ports, such as port 22 of the aggregate
port extender device 104, destined to one or more down-
link extended ports, such as ports 31 and 32 of the port
extender device 106B. Similarly, the aggregate port ex-
tender device 104 receives traffic from tis one or more
uplink cascaded ports, such as port 13 of the controlling
bridge device 102A and/or port 14 of the controlling
bridge device 102B, destined to the downlink cascaded
ports of the aggregate port extender device 104, such as
port 22.
[0050] Congestion may occur in the downstream di-
rection at the aggregate port extender device 104 and/or
the port extender device 106B for one or more reasons.
For example, one or more of the end station devices,
such as the end station device 108E, may not be able to
process bursts of traffic it receives from the upstream
port extender device 106B. As a result, the end station
device 108E may send a PFC message (e.g. compliant
with 802.1BR) to flow control one or more lower priorities
so that it can continue receiving and processing higher
priority traffic.
[0051] However, the port extender device 106B may
also become congested either because it received the
PFC message from the downlink end station device 108E

(and stopped transmitting downlink traffic having the
specified priorities to the downlink end station device
108E), and/or because it received a burst of traffic from
an uplink aggregate port extender device 104 through a
high bandwidth port, such as port 22, that is destined to
the downlink end station device 108E. Congestion in the
port extender device 106B may cause it to send PFC
messages to the uplink aggregate port extender device
104 to flow control traffic in the congested priorities. The
uplink aggregate port extender device 104 may similarly
become congested (e.g. because it stopped transmitting
downlink traffic having the specified priorities to the port
extender device 106B in response to the PFC messag-
es), and may send PFC messages to the controlling
bridge device 102A. The controlling bridge device 102A
may become congested either because it received bursts
of downstream traffic destined to a particular downlink
port extender device 106B and/or an aggregate port ex-
tender device 104, or because the downlink aggregate
port extender device 104 sent the PFC message to the
controlling bridge device 102A. Thus congestion in a
downstream device, such as the end station device 108E,
may spread through upstream devices 106B, 104, and
eventually stop traffic in one or more of the controlling
bridge devices 102A-B.
[0052] Furthermore, when the aggregate port extender
device 104 and/or the port extender device 106B re-
ceives a PFC message, the devices 104,106B will pause
all traffic in the flow controlled priorities, meaning that the
devices 104,106B will block traffic from sources respon-
sible for congestion as well as traffic from sources that
may not responsible for congestion. In addition, since
PFC is a link-level control protocol, not end-to-end, it
causes congestion to spread hop-by-hop. Thus, the
downstream queues 204A-C in the port extender device
106B and the aggregate port extender device 104 in the
affected priorities will build up at every hop. As a result,
the packet propagation delays (latencies) in the congest-
ed priorities will be become higher and higher as con-
gestion is spreading - affecting latency-sensitive traffic,
such as web results in a data center.
[0053] In the subject system, the devices 104, 106B
monitor occupancy of the one or more downstream
queues 204A-C to determine when one of the down-
stream queues 204A-C is becoming congested. For ex-
ample, the devices 104, 106B may include a set of
counters, where each counter monitors an amount of traf-
fic stored in each of the downstream queues 204A-C by
source device (or groups of source devices) of the traffic
and/or by priorities and/or traffic classes (or groups of
traffic classes) of traffic from each source (or group of
sources). A source device is a source of traffic that can
be flow controlled by an end to end flow control message.
The traffic classes may be standard 8 PFC traffic classes
or may be any number of traffic classes greater than one,
where each traffic class can be defined by arbitrary sets
of policies that can be configured, managed, and/or en-
forced.
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[0054] Thus, the port extender device 106B and the
aggregate port extender device 104 can track traffic re-
ceived in different priorities from one or more of the con-
trolling bridge devices 102A-B by traffic classes (since
each of the controlling bridge devices 102A-B is an end-
point source device for downstream traffic). In one or
more implementations, traffic received from the control-
ling bridge devices 102A-B may be monitored by the de-
vices 104, 106B individually or as groups.
[0055] For example, in the port extender device 106B,
the traffic from the controlling bridge device 102A that is
destined to the end station device 108E and is associated
with a priority of 0 or 1 may be monitored or tracked in
Group 1, the traffic from the controlling bridge device
102A that is destined to the end station device 108E and
is associated with a priority of 3-5 may be monitored or
tracked in Group 2, and the traffic from the controlling
bridge device 102A that is destined to the end station
device 108E and is associated with a priority of 6 or 7
may be monitored or tracked in Group 3. The traffic from
the controlling bridge device 102A that is destined to the
end station device 108F and is associated with a priority
of 0 or 1 may be monitored or tracked in Group 4, the
traffic from the controlling bridge device 102A that is des-
tined to the end station device 108F and is associated
with a priority of 3-5 may be monitored or tracked in Group
5, and the traffic from the controlling bridge device 102A
that is destined to the end station device 108F and is
associated with a priority of 6 or 7 may be monitored or
tracked in Group 6.
[0056] When the port extender device 106B detects
congestion with regard to the one or more downstream
queues 204B associated with port 31, the port extender
device 106B transmits an out-of-band end to end flow
control message, through the aggregate port extender
device 104, to the controlling bridge device 102A. The
end to end flow control message includes the address of
the port extender device 106B as the source media ac-
cess control (MAC) address and the address of the con-
trolling bridge device 102A as the destination MAC ad-
dress. The end to end flow control message includes an
identifier (e.g. a portId) that uniquely identifies the con-
gested port of the port extender device 106B, e.g. port
31. In one or more implementations, the end to end flow
control message may also include a list of one or more
priorities (e.g. a priorities list) that identifies the priorities
that should be flow controlled by the controlling bridge
device 102A to reduce congestion at the identified port
of the port extender device 106B. An example process
of detecting downstream congestion and transmitting an
end to end flow control message is discussed further be-
low with respect to Fig. 4A.
[0057] When the controlling bridge device 102A re-
ceives the end to end flow control message, the packer
parser of the controlling bridge device 102A extracts the
identifier of the port (e.g. portId), the list of priorities (e.g.
priorities list), and any time duration included in the mes-
sage. The end to end flow control message indicates that

the controlling bridge device 102A should stop traffic to
a specific downlink port in the port extender device 106B,
identified by the identifier of the port, in the priorities in-
cluded in the priorities list. Thus, the controlling bridge
device 102A maps the combination ({portId, priorities
list}) to a physical queue that needs to stop sending down-
stream traffic in order to reduce congestion at port 31 of
the port extender device 106B.
[0058] For example, the controlling bridge device 102A
may pause or rate limit packets destined to end station
device 108E through port 31 of the port extender device
106B that are associated with the priorities identified in
the end to end flow control message. The controlling
bridge device 102A may continue to pause or rate limit
traffic for a pre-determined duration. In one or more im-
plementations, the duration may be indicated in the end
to end flow control message and/or the duration may be
configured in the controlling bridge device 102A. For ex-
ample, the port extender device 106B may estimate an
amount of time required to relieve the congestion and
may indicate the amount of time in the end to end flow
control message. If the controlling bridge device 102A
receives a second end to end flow control message from
the port extender device 106B to flow control traffic des-
tined to port 31 of the port extender device 106B, the
controlling bridge device 102A may re-initialize the du-
ration to one in the second message or the configured
value in the controlling bridge device 102A. An example
process of receiving an end to end flow control message
and performing flow control in the downstream direction
is discussed further below with respect to Fig. 4B.
[0059] In one or more implementations, the mecha-
nism by which the traffic is stopped by the controlling
bridge device 102A may vary. For example, the drain
rate of the outbound queue may be controlled to either
0 (to totally stop transmitting), or to a smaller value (to
reduce the rate of transmission). In such implementations
the queue may build up if the ingress rate at which traffic
is offered and stored in the queue is higher than the
egress rate - limited by the maximum depth or allowed
build up in the queue. However, in one or more other
implementations the ingress offered rate or rate of stor-
age in the queue is controlled to control the average drain
rate of the queue at the controlling bridge device 102A.
[0060] Thus, the subject system allows the port extend-
er device 106B, and/or the aggregate port extender de-
vice 104, to send a special end to end flow control mes-
sage to control downstream traffic flow from one or more
of the controlling bridge devices 102A-B in a specific traf-
fic class, and allows the controlling bridge device 102A
to stop traffic flow to a specific port in a specific traffic
class in a port extender device 106B, and/or aggregate
port extender device 104, without affecting any other traf-
fic flow from any other source or any other priority.
[0061] In one or more implementations, one or more
of the downstream queues 204A-C may be implemented
in software (e.g., subroutines and code) and/or in hard-
ware (e.g., an Application Specific Integrated Circuit
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(ASIC), a Field Programmable Gate Array (FPGA), a Pro-
grammable Logic Device (PLD), a controller, a state ma-
chine, gated logic, discrete hardware components, or any
other suitable devices) and/or a combination of both. Ad-
ditional features and functions of these modules accord-
ing to various aspects of the subject technology are fur-
ther described in the present disclosure.
[0062] FIG. 3 illustrates an example network environ-
ment 300 in which upstream end to end flow control is
implemented in accordance with one or more implemen-
tations. Not all of the depicted components may be used,
however, and one or more implementations may include
additional components not shown in the figure. Variations
in the arrangement and type of the components may be
made without departing from the scope of the claims as
set forth herein. Additional components, different com-
ponents, or fewer components may be provided.
[0063] The network environment 300 includes the con-
trolling bridge devices 102A-B, the aggregate port ex-
tender device 104, the port extender device 106B, and
the end station devices 108E-F. The devices 102A-B,
104, 106B, 108E-F are connected and/or coupled by one
or more Ethernet links. The controlling bridge device
102A includes one or more upstream queues 302A that
queue upstream traffic from port 13 and the controlling
bridge device 102B includes one or more upstream
queues 302B that queue upstream traffic from port 14.
The aggregate port extender device 104 includes one or
more upstream queues 302C-D that queue upstream
traffic from port 22 for transmission to port 13 of the con-
trolling bridge device 102A and port 14 of the controlling
bridge device 102B, respectively. The port extender de-
vice 106B includes one or more upstream queues 302E
that queue upstream traffic from ports 31 and 32 for trans-
mission to port 22 of the aggregate port extender device
104. Each of the one or more upstream queues 302A-D
may include separate queues for different classes and/or
priorities of traffic, and each of the one or more upstream
queues 302A-D may be referred to as congestion points.
[0064] In the upstream direction (from the end station
devices 108E-F to the controlling bridge devices 102A-
B), the port extender device 106B aggregates traffic in
the one or more upstream queues 302E from the down-
link extended ports (e.g. ports 31-32), to the uplink cas-
caded port(s), e.g. port 22 of the aggregate port extender
device 104. Similarly, the aggregate port extender device
104 aggregates traffic from its downlink ports, such as
port 22, to the uplink cascaded port(s), e.g. port 13 of the
controlling bridge device 102A and port 14 of the control-
ling bridge device 102B.
[0065] In the network environment 300, and/or an IEEE
802.1BR-2012 compliant extended bridge architecture,
an upstream device may generate a PFC to the down-
stream device to reduce congestion for one or more rea-
sons. For example, if a certain priority in the controlling
bridge device 102A is oversubscribed, the controlling
bridge device 102A will send PFC messages to pause
traffic in that priority from all port extender devices and

aggregate port extender devices 104 that are directly
connected to the controlling bridge device 102A. If a cer-
tain priority in the aggregate port extender device 104 is
oversubscribed, the aggregate port extender device 104
will send PFC messages to pause traffic in that priority
from all port extender devices, such as the port extender
device 106B, that are directly connected to the aggregate
port extender device 104. If a certain priority in a port
extender device, such as the port extender device 106B
is oversubscribed, the port extender device 106B will
send PFC messages to pause traffic in that priority from
all end station devices 108E-F that are directly connected
to the port extender device 106B, and that are sending
traffic in the congested priorities.
[0066] Thus, if the controlling bridge device transmits
PFC messages to the aggregate port extender device
104, the aggregate port extender device 104 will stop
transmitting upstream traffic to the controlling bridge de-
vice 102A in the flow controlled priorities. The traffic in
those priorities will then start building up in the one or
more upstream queues 302C of the aggregate port ex-
tender device 104, which may trigger the aggregate port
extender device 104 to transmit PFC messages to the
port extender device 106B. The port extender device
106B will stop transmitting upstream traffic to the aggre-
gate port extender device 104 in the flow controlled pri-
orities, which may cause upstream traffic to build up in
the one or more upstream queues 302E of the port ex-
tender device 106B. The buildup in the one or more up-
stream queues 302E of the port extender device 106B
may cause the port extender device 106B to transmit
PFC messages to the one or more end station devices
108E-F. Thus, the congestion in the upstream device,
e.g. the controlling bridge device 102A, spread through
downstream devices 104,106B, and eventually stops the
upstream traffic at the end station devices 108E-F.
[0067] Furthermore, when the aggregate port extender
device 104 and/or the port extender device 106B re-
ceives a PFC message, the devices 104,106B will pause
all traffic in the flow controlled priorities, meaning that the
devices 104,106B will block traffic from sources respon-
sible for congestion as well as traffic from sources that
may not responsible for congestion. For example, in the
upstream direction the controlling bridge device 102A ag-
gregates traffic from all of the end station devices 108E-
F. Thus, the controlling bridge device 102A may get con-
gested because of traffic from one or more of the end
station devices 108E-F. However, the controlling bridge
device 102A may only be able to flow control traffic in
one or more priorities (out of 8 identified in a PFC mes-
sage, for example) from the downstream port extender
device 106B and/or the downstream aggregate port ex-
tender device 104. Thus, PFC does not allow the con-
trolling bridge device 102A to flow control the specific
end station device, or groups of end station devices that
may be specifically responsible for congestion in that pri-
ority. As a result, the PFC from the controlling bridge
device 102A to the downstream port extender device
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106B and the downstream aggregate port extender de-
vice 104, will not only pause traffic in that priority from
one or more end station devices that may have caused
the congestion, such as the end station device 108E, but
will also pause traffic from one or more end station de-
vices that may only have been sending light traffic in that
priority and may not have caused congestion, such as
the end station device 108F.
[0068] In the subject system, the devices 102A-B,104
monitor occupancy of the one or more upstream queues
302A-D to determine when one of the upstream queues
302A-D is becoming congested. The devices 102A-
B,104 may utilize a set of counters, where each counter
monitors an amount of traffic stored in each of the up-
stream queues 302A-D by source device (or groups of
source devices) of the traffic and/or by priorities and/or
traffic classes (or groups of traffic classes) of traffic from
each source (or group of sources). For example, each of
the controlling bridge devices 102A-B may have a set of
counters to monitor traffic rates of each traffic class that
is being received from the end station device 108E. The
traffic rates from the end station device 108E may be
monitored in each of the controlling bridge devices 102A-
B, separately. In one or more implementations, traffic re-
ceived from the end station devices 108E-F may be mon-
itored individually, in groups, by 802.1P priority, and/or
by groups of priorities (represented by a traffic class).
[0069] For example, in the controlling bridge device
102A, traffic received from the end station device 108E
that is associated with a priority of 0 or 1 may be tracked
in group 1, traffic received from the end station device
108E that is associated with a priority of 3-5 may be
tracked in group 2, and traffic received from the end sta-
tion device 108E that is associated with a priority of 6 or
7 may be tracked in group 3. Furthermore, traffic received
from the end station device 108F that is associated with
a priority of 0 or 1 may be tracked in group 4, traffic re-
ceived from the end station device 108F that is associ-
ated with a priority of 3-5 may be tracked in group 5, and
traffic received from the end station device 108F that is
associated with a priority of 6 or 7 may be tracked in
group 6.
[0070] When the controlling bridge device 102A de-
tects congestion with regard to the upstream queues
302A that is being caused by traffic generated by the end
station device 108E, an Ethernet end to end flow control
message is sent by the controlling bridge device 102A,
through the aggregate port extender device 104, to the
port extender device 106B that is directly connected to
the end station device 108E. The end to end flow control
message includes the address of the controlling bridge
device 102A as the source MAC address and the address
of the port extender device 106B as the destination MAC
address. The end to end flow control message includes
an identifier of the port of the port extender device 106B
(e.g. port 31) that needs to flow control the upstream
traffic that is causing the congestion at the controlling
bridge device 102A. In one or more implementations, the

end to end flow control message may also include a list
of priorities (or a priorities list) that identifies the priorities
that should be flow controlled by the end station device
108E to reduce the congestion at the controlling bridge
device 102A.
[0071] In one or more implementations, the end station
device 108E may not be a network device that supports
the end to end flow control messages. In this instance,
the port extender device 106B terminates the end to end
flow control message. Upon reception of the end to end
flow control message, the port extender device 106B
takes appropriate measures to reduce congestion at the
controlling bridge device 102A. For example, the port ex-
tender device 106B extracts the identifier of the port and
determines the end station device 108E that is connected
to the port. The port extender device 106B may send a
standard PFC message to the end station device 108E
over the identified port, e.g. port 31, when the end station
device 108E supports PFC. The port extender device
106B may map, or convert, the list of priorities from the
end to end flow control message to a priority enable vec-
tor that is included in the PFC message. In one or more
implementations, the port extender device 106B may
copy or derive a value for the time field in the PFC mes-
sage based at least in part on an amount of time included
in the end to end flow control message.
[0072] Upon receiving the priority flow control mes-
sage from the port extender device 106B, the end station
device 108E will stop upstream traffic in the priorities list-
ed in the priority enable vector of the message. Thus, the
end station device 108E can flow control specific priori-
ties reducing congestion at the controlling bridge device
102A without affecting traffic from any other end station
device 108F, or in any other priority. The end station de-
vice 108E will continue to pause or stop that traffic for
the duration indicated in the time field in the PFC mes-
sage, unless it receives another PFC message from the
port extender device 106B for the flow controlled priori-
ties. The port extender device 106B may send another
PFC message to the end station device 108E if conges-
tion has not cleared at controlling bridge device 102A in
the amount of time indicated in the end to end flow control
message.
[0073] Thus, the subject system enables a controlling
bridge device 102A to control the flow of upstream traffic
from an end station device 108E by sending an end to
end flow control message to a port extender device 106B
that is either directly connected to the controlling bridge
device 102A, or is connected to the controlling bridge
device 102A through an aggregate port extender device
104. Furthermore, the end to end flow control Ethernet
packets pass through the aggregate port extender device
104 as standard Ethernet packets, while the PFC packets
are used for hop-by-hop flow control between the port
extender device 106B and the end station devices 108E-
F.
[0074] In one or more implementations, one or more
of the upstream queues 302A-D may be implemented in
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software (e.g., subroutines and code) and/or in hardware
(e.g., an ASIC, a FPGA, a PLD, a controller, a state ma-
chine, gated logic, discrete hardware components, or any
other suitable devices) and/or a combination of both. Ad-
ditional features and functions of these modules accord-
ing to various aspects of the subject technology are fur-
ther described in the present disclosure.
[0075] FIG. 4A illustrates a flow diagram of an example
downstream end to end flow control initiation process
400A in accordance with one or more implementations.
For explanatory purposes, the example process 400A is
primarily described herein with reference to the port ex-
tender device 106B of Figs. 1-3; however, the example
process 400A is not limited to the port extender device
106B of Figs. 1-3, e.g. the example process 400A may
be performed by one or more of the port extender devices
106A,C, and/or the example process 400A may be per-
formed by one or more components of the port extender
device 106B. Further for explanatory purposes, the
blocks of the example process 400A are described herein
as occurring in serial, or linearly. However, multiple
blocks of the example process 400A may occur in par-
allel. In addition, the blocks of the example process 400A
may be performed in a different order than the order
shown and/or one or more of the blocks of the example
process 400A may not be performed.
[0076] The port extender device 106B detects conges-
tion in one of the downstream queues 204B-C, such as
the downstream queue 204B (402). For example, the port
extender device 106B may compare a queue depth, or
some other metric, to a threshold to determine that at
least one of the one or more downstream queues 204B
is experiencing congestion. The port extender device
106B determines the network device that is causing the
congestion at the port, such as the controlling bridge de-
vice 102A (404). For example, the port extender device
106B may utilize counters to monitor a rate and/or
amount of traffic (of different priorities and/or traffic class-
es) that is being queued in the one or more downstream
queues 204B that is experiencing congestion. The net-
work device that is causing the congestion may the net-
work device that is transmitting the highest amount
and/or highest rate of traffic (having the one or more pri-
orities and/or traffic classes).
[0077] The port extender device 106B generates an
end to end flow control message that includes an identi-
fier of the port that is experiencing the congestion and a
list of the priorities and/or traffic classes for which the
downstream traffic should be flow controlled in order to
relieve the congestion (406). The end to end flow control
message may further include an address of the port ex-
tender device 106B as the source address and an ad-
dress of the network device, such as the controlling
bridge device 102A as the destination address. In one or
more implementations, the port extender device 106B
may estimate an amount of time that the traffic will need
to be stopped in order to relieve the congestion of the
one or more downstream queues 204B, e.g. based at

least in part on one or more queue depths of the one or
more downstream queues 204B and/or a rate at which
packets are being transmitted from the one or more
downstream queues 204B. The port extender device
106B may include the amount of time in the end to end
flow control message.
[0078] The port extender device 106B transmits the
end to end flow control message, out-of-band, to the de-
termined network device, such as the controlling bridge
device 102A (408). For example, the port extender device
106B may transmit the end to end flow control message
to the aggregate port extender device 104, and the ag-
gregate port extender device 104 may forward the end
to end flow control message to the controlling bridge de-
vice 102A, without modifying the end to end flow control
message. The port extender device 106B may monitor
the depth of the one or more downstream queues 204B
that are experiencing the congestion. If the congestion
at the one or more downstream queues 204B is not re-
lieved within the estimated amount of time, the port ex-
tender device 106B may transmit another end to end flow
control message to the controlling bridge device 102A.
[0079] FIG. 4B illustrates a flow diagram of an example
downstream end to end flow control reaction process
400B in accordance with one or more implementations.
For explanatory purposes, the example process 400B is
primarily described herein with reference to the control-
ling bridge device 102A of Figs. 1-3; however, the exam-
ple process 400B is not limited to the controlling bridge
device 102A of Figs. 1-3, e.g. the example process 400B
may be performed by the controlling bridge device 102B,
and/or the example process 400A may be performed by
one or more components of the controlling bridge device
102A. Further for explanatory purposes, the blocks of the
example process 400B are described herein as occurring
in serial, or linearly. However, multiple blocks of the ex-
ample process 400B may occur in parallel. In addition,
the blocks of the example process 400B may be per-
formed in a different order than the order shown and/or
one or more of the blocks of the example process 400B
may not be performed.
[0080] The controlling bridge device 102A receives an
end to end flow control message from a downstream net-
work device, such as the port extender device 106B, that
includes a number of the port that is experiencing con-
gestion at the downstream network device and a priorities
list (410). In one or more implementations, the end to end
flow control message may further include a duration of
time.
[0081] The controlling bridge device 102A determines
the downstream traffic that is being provided for trans-
mission over the identified port, such as the downstream
traffic that includes a destination address of the end sta-
tion device 108E that is connected to the port, and the
controlling bridge device 102A flow controls the deter-
mined downstream traffic associated with the priorities
identified in the priorities list for a period of time (412). In
one or more implementations, the period of time may be
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a duration of time that is configured by the controlling
bridge device 102A and/or the period of time may be a
duration of time that is identified in the end to end flow
control message. The controlling bridge device 102A
may continue to flow control the downstream traffic if an-
other end to end flow control message is received.
[0082] FIG. 5A illustrates a flow diagram of an example
upstream end to end flow control initiation process 500A
in accordance with one or more implementations. For
explanatory purposes, the example process 500A is pri-
marily described herein with reference to the controlling
bridge device 102A of Figs. 1-3; however, the example
process 500A is not limited to the controlling bridge de-
vice 102A of Figs. 1-3, e.g. the example process 500A
may be performed by the controlling bridge device 102B,
and/or the example process 500A may be performed by
one or more components of the controlling bridge device
102A. Further for explanatory purposes, the blocks of the
example process 500A are described herein as occurring
in serial, or linearly. However, multiple blocks of the ex-
ample process 500A may occur in parallel. In addition,
the blocks of the example process 500A may be per-
formed in a different order than the order shown and/or
one or more of the blocks of the example process 500A
may not be performed.
[0083] The controlling bridge device 102A detects con-
gestion at one or more upstream queues 302A of a port
(502). The controlling bridge device 102A identifies one
or more of the end station devices 108A-H, such as the
end station device 108E, that is generating the upstream
traffic that is causing the congestion (504), such as based
at least in part on the source address of the traffic. The
controlling bridge device 102A determines the down-
stream network device that is directly coupled to the iden-
tified end station device 108E, such as the port extender
device 106B (506). The controlling bridge device 102A
generates an end to end flow control message that in-
cludes an identifier of the determined port at the port ex-
tender device 106B to which the identified end station
device 108E is directly coupled and a list of priorities for
which the upstream traffic should be flow controlled
(508).
[0084] In one or more implementations, the controlling
bridge device 102A may estimate an amount of time that
the traffic will need to be stopped in order to relieve the
congestion of the one or more upstream queues 302A,
e.g. based at least in a part on one or more queue depths
of the one or more upstream queues 302A and/or a rate
at which packets are being transmitted from the one or
more upstream queues 302B. The controlling bridge de-
vice 102A may include the amount of time in the end to
end flow control message.
[0085] The controlling bridge device 102A transmits
the end to end flow control message, out-of-band, to the
determined network device, such as the port extender
device 106B (510). For example, the controlling bridge
device 102A may transmit the end to end flow control
message to the aggregate port extender device 104, and

the aggregate port extender device 104 may forward the
end to end flow control message to the port extender
device 106B, without modifying the end to end flow con-
trol message. The controlling bridge device 102A may
monitor the depth of the one or more upstream queues
302A that are experiencing the congestion. If the con-
gestion at the one or more upstream queues 302A is not
relieved within the estimated amount of time, the control-
ling bridge device 102A may transmit another end to end
flow control message to the port extender device 106B.
[0086] FIG. 5B illustrates a flow diagram of an example
upstream end to end flow control reaction process 500B
in accordance with one or more implementations. For
explanatory purposes, the example process 500B is pri-
marily described herein with reference to the port extend-
er device 106B of Figs. 1-3; however, the example proc-
ess 500B is not limited to the port extender device 106B
of Figs. 1-3, e.g. the example process 500B may be per-
formed by one or more of the port extender devices
106A,C, and/or the example process 500B may be per-
formed by one or more components of the port extender
device 106B. Further for explanatory purposes, the
blocks of the example process 500B are described herein
as occurring in serial, or linearly. However, multiple
blocks of the example process 500B may occur in par-
allel. In addition, the blocks of the example process 500B
may be performed in a different order than the order
shown and/or one or more of the blocks of the example
process 500B may not be performed.
[0087] The port extender device 106B receives an end
to end flow control message from an upstream network
device, such as the controlling bridge device 102A, that
includes a number of the port for which upstream traffic
should be flow controlled, and a priorities list (512). In
one or more implementations, the end to end flow control
message may further include a duration of time.
[0088] The port extender device 106B generates a
PFC message based at least in part on the end to end
flow control message (514). For example, the port ex-
tender device 106B may map the priorities list to a priority
enable bit vector of the PFC message, and/or the port
extender device 106B may map an amount of time in the
end to end flow control message to a time field of the
PFC message. The port extender device 106B then
transmits the PFC message to the end station device
108E (516). The end station device 108E receives the
PFC message and implements flow control with respect
to the upstream traffic generated by the end station de-
vice 108E that is associated with one or more of the pri-
orities in the priority enable bit vector, such as for a period
of time indicated in the PFC message.
[0089] FIG. 6 illustrates an example end to end flow
control message frame format 600 in accordance with
one or more implementations. Not all of the depicted com-
ponents may be used, however, and one or more imple-
mentations may include additional components not
shown in the figure. Variations in the arrangement and
type of the components may be made without departing
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from the scope of the claims as set forth herein. Additional
components, different components, or fewer compo-
nents may be provided.
[0090] The end to end flow control message frame for-
mat 600 includes a MAC destination address (DA) field
602, a MAC source address (SA) field 604, an Ethertype
(E-TAG) field 606, an ETAG-TCI field 610, an opcode
field 612 which is set to 0x0101, a PFC payload field 614,
and a cyclic redundancy check (CRC) field 616.
[0091] The end to end flow control message frame for-
mat 600 may be constructed by replacing the Ethernet
MAC header of a PFC message with an IEEE 802.1BR-
2012 packet header. Thus, the E-TAG-TCI field 608 may
be mapped to an identifier of a port (e.g. portId informa-
tion). The list of priorities (e.g. priorities list) can be
mapped from the 8-bit priority enable bit vector in the
PFC payload field 614 (e.g. 802.1Qbb or PFC message
format). The time duration can be directly mapped to
and/or derived from the time field which is also in the PFC
payload field 614 (e.g. 802.1Qbb or PFC message for-
mat).
[0092] FIG. 7 conceptually illustrates an example elec-
tronic system 700 with which one or more implementa-
tions of the subject technology can be implemented. The
electronic system 700, for example, may be, or may in-
clude, one or more of the controlling bridge devices 102A-
B, the aggregate port extender device 104, the port ex-
tender devices 106A-C, and/or the end station devices
108A-H, a desktop computer, a laptop computer, a tablet
device, a smartphone, and/or generally any electronic
device. Such an electronic system 700 includes various
types of computer readable media and interfaces for var-
ious other types of computer readable media. The elec-
tronic system 700 includes a bus 708, one or more
processing unit(s) 712, a system memory 704, a read-
only memory (ROM) 710, a permanent storage device
702, an input device interface 714, an output device in-
terface 706, one or more network interface(s) 716, and/or
subsets and variations thereof.
[0093] The bus 708 collectively represents all system,
peripheral, and chipset buses that communicatively con-
nect the numerous internal devices of the electronic sys-
tem 700. In one or more implementations, the bus 708
communicatively connects the one or more processing
unit(s) 712 with the ROM 710, the system memory 704,
and the permanent storage device 702. From these var-
ious memory units, the one or more processing unit(s)
712 retrieves instructions to execute and data to process
in order to execute the processes of the subject disclo-
sure. The one or more processing unit(s) 712 can be a
single processor or a multi-core processor in different
implementations.
[0094] The ROM 710 stores static data and instructions
that are utilized by the one or more processing unit(s)
712 and other modules of the electronic system 700. The
permanent storage device 702, on the other hand, may
be a read-and-write memory device. The permanent stor-
age device 702 may be a non-volatile memory unit that

stores instructions and data even when the electronic
system 700 is off. In one or more implementations, a
mass-storage device (such as a magnetic or optical disk
and its corresponding disk drive) may be used as the
permanent storage device 702.
[0095] In one or more implementations, a removable
storage device (such as a floppy disk, flash drive, and its
corresponding disk drive) may be used as the permanent
storage device 702. Like the permanent storage device
702, the system memory 704 may be a read-and-write
memory device. However, unlike the permanent storage
device 702, the system memory 704 may be a volatile
read-and-write memory, such as random access mem-
ory (RAM). The system memory 704 may store one or
more of the instructions and/or data that the one or more
processing unit(s) 712 may utilize at runtime. In one or
more implementations, the processes of the subject dis-
closure are stored in the system memory 704, the per-
manent storage device 702, and/or the ROM 710. From
these various memory units, the one or more processing
unit(s) 712 retrieve instructions to execute and data to
process in order to execute the processes of one or more
implementations.
[0096] The bus 708 also connects to the input and out-
put device interfaces 714 and 706. The input device in-
terface 714 enables a user to communicate information
and select commands to the electronic system 700. Input
devices that may be used with the input device interface
714 may include, for example, alphanumeric keyboards
and pointing devices (also called "cursor control devic-
es"). The output device interface 706 may enable, for
example, the display of images generated by the elec-
tronic system 700. Output devices that may be used with
the output device interface 706 may include, for example,
printers and display devices, such as a liquid crystal dis-
play (LCD), a light emitting diode (LED) display, an or-
ganic light emitting diode (OLED) display, a flexible dis-
play, a flat panel display, a solid state display, a projector,
or any other device for outputting information. One or
more implementations may include devices that function
as both input and output devices, such as a touchscreen.
In these implementations, feedback provided to the user
can be any form of sensory feedback, such as visual
feedback, auditory feedback, or tactile feedback; and in-
put from the user can be received in any form, including
acoustic, speech, or tactile input.
[0097] As shown in FIG. 7, bus 708 also couples elec-
tronic system 700 to one or more networks (not shown)
through one or more network interface(s) 716. The one
or more network interface(s) may include Bluetooth in-
terface, a Bluetooth low energy (BLE) interface, a Zigbee
interface, an Ethernet interface, a Wi-Fi interface, a Mo-
CA interface, a reduced gigabit media independent in-
terface (RGMII), or generally any interface for connecting
to a network. In this manner, electronic system 700 can
be a part of one or more networks of computers (such
as a local area network (LAN), a wide area network
(WAN), or an Intranet, or a network of networks, such as
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the Internet. Any or all components of electronic system
700 can be used in conjunction with the subject disclo-
sure.
[0098] Implementations within the scope of the present
disclosure can be partially or entirely realized using a
tangible computer-readable storage medium (or multiple
tangible computer-readable storage media of one or
more types) encoding one or more instructions. The tan-
gible computer-readable storage medium also can be
non-transitory in nature.
[0099] The computer-readable storage medium can be
any storage medium that can be read, written, or other-
wise accessed by a general purpose or special purpose
computing device, including any processing electronics
and/or processing circuitry capable of executing instruc-
tions. For example, without limitation, the computer-read-
able medium can include any volatile semiconductor
memory, such as RAM, DRAM, SRAM, T-RAM, Z-RAM,
and TTRAM. The computer-readable medium also can
include any non-volatile semiconductor memory, such
as ROM, PROM, EPROM, EEPROM, NVRAM, flash,
SSD, nvSRAM, FeRAM, FeTRAM, MRAM, PRAM,
CBRAM, SONOS, RRAM, NRAM, racetrack memory,
FJG, and Millipede memory.
[0100] Further, the computer-readable storage medi-
um can include any non-semiconductor memory, such
as optical disk storage, magnetic disk storage, magnetic
tape, other magnetic storage devices, or any other me-
dium capable of storing one or more instructions. In one
or more implementations, the tangible computer-reada-
ble storage medium can be directly coupled to a comput-
ing device, while in other implementations, the tangible
computer-readable storage medium can be indirectly
coupled to a computing device, e.g., via one or more
wired connections, one or more wireless connections, or
any combination thereof.
[0101] Instructions can be directly executable or can
be used to develop executable instructions. For example,
instructions can be realized as executable or non-exe-
cutable machine code or as instructions in a high-level
language that can be compiled to produce executable or
non-executable machine code. Further, instructions also
can be realized as or can include data. Computer-exe-
cutable instructions also can be organized in any format,
including routines, subroutines, programs, data struc-
tures, objects, modules, applications, applets, functions,
etc. As recognized by those of skill in the art, details in-
cluding, but not limited to, the number, structure, se-
quence, and organization of instructions can vary signif-
icantly without varying the underlying logic, function,
processing, and output.
[0102] While the above discussion primarily refers to
microprocessor or multi-core processors that execute
software, one or more implementations are performed
by one or more integrated circuits, such as application
specific integrated circuits (ASICs) or field programmable
gate arrays (FPGAs). In one or more implementations,
such integrated circuits execute instructions that are

stored on the circuit itself.
[0103] Those of skill in the art would appreciate that
the various illustrative blocks, modules, elements, com-
ponents, methods, and algorithms described herein may
be implemented as electronic hardware, computer soft-
ware, or combinations of both. To illustrate this inter-
changeability of hardware and software, various illustra-
tive blocks, modules, elements, components, methods,
and algorithms have been described above generally in
terms of their functionality. Whether such functionality is
implemented as hardware or software depends upon the
particular application and design constraints imposed on
the overall system. Skilled artisans may implement the
described functionality in varying ways for each particular
application. Various components and blocks may be ar-
ranged differently (e.g., arranged in a different order, or
partitioned in a different way) all without departing from
the scope of the subject technology.
[0104] It is understood that any specific order or hier-
archy of blocks in the processes disclosed is an illustra-
tion of example approaches. Based upon design prefer-
ences, it is understood that the specific order or hierarchy
of blocks in the processes may be rearranged, or that all
illustrated blocks be performed. Any of the blocks may
be performed simultaneously. In one or more implemen-
tations, multitasking and parallel processing may be ad-
vantageous. Moreover, the separation of various system
components in the embodiments described above
should not be understood as requiring such separation
in all embodiments, and it should be understood that the
described program components and systems can gen-
erally be integrated together in a single software product
or packaged into multiple software products.
[0105] As used in this specification and any claims of
this application, the terms "access point", "receiver",
"computer", "server", "processor", and "memory" all refer
to electronic or other technological devices. These terms
exclude people or groups of people. For the purposes of
the specification, the terms "display" or "displaying"
means displaying on or by an electronic device.
[0106] As used herein, the phrase "at least one of’ pre-
ceding a series of items, with the term "and" or "or" to
separate any of the items, modifies the list as a whole,
rather than each member of the list (e.g., each item). The
phrase "at least one of’ does not require selection of at
least one of each item listed; rather, the phrase allows a
meaning that includes at least one of any one of the items,
and/or at least one of any combination of the items, and/or
at least one of each of the items. By way of example, the
phrases "at least one of A, B, and C" or "at least one of
A, B, or C" each refer to only A, only B, or only C; any
combination of A, B, and C; and/or at least one of each
of A, B, and C.
[0107] The predicate words "configured to", "operable
to", and "programmed to" do not imply any particular tan-
gible or intangible modification of a subject, but, rather,
are intended to be used interchangeably. In one or more
implementations, a processor configured to monitor and
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control an operation or a component may also mean the
processor being programmed to monitor and control the
operation or the processor being operable to monitor and
control the operation. Likewise, a processor configured
to execute code can be construed as a processor pro-
grammed to execute code or operable to execute code.
[0108] Phrases such as an aspect, the aspect, another
aspect, some aspects, one or more aspects, an imple-
mentation, the implementation, another implementation,
some implementations, one or more implementations,
an embodiment, the embodiment, another embodiment,
some embodiments, one or more embodiments, a con-
figuration, the configuration, another configuration, some
configurations, one or more configurations, the subject
technology, the disclosure, the present disclosure, other
variations thereof and alike are for convenience and do
not imply that a disclosure relating to such phrase(s) is
essential to the subject technology or that such disclo-
sure applies to all configurations of the subject technol-
ogy. A disclosure relating to such phrase(s) may apply
to all configurations, or one or more configurations. A
disclosure relating to such phrase(s) may provide one or
more examples. A phrase such as an aspect or some
aspects may refer to one or more aspects and vice versa,
and this applies similarly to other foregoing phrases.
[0109] The word "exemplary" is used herein to mean
"serving as an example, instance, or illustration." Any
embodiment described herein as "exemplary" or as an
"example" is not necessarily to be construed as preferred
or advantageous over other embodiments. Furthermore,
to the extent that the term "include," "have," or the like is
used in the description or the claims, such term is intend-
ed to be inclusive in a manner similar to the term "com-
prise" as "comprise" is interpreted when employed as a
transitional word in a claim.
[0110] Moreover, nothing disclosed herein is intended
to be dedicated to the public regardless of whether such
disclosure is explicitly recited in the claims. No claim el-
ement is to be construed under the provisions of 35
U.S.C. §112, sixth paragraph, unless the element is ex-
pressly recited using the phrase "means for" or, in the
case of a method claim, the element is recited using the
phrase "step for."
[0111] The previous description is provided to enable
any person skilled in the art to practice the various as-
pects described herein. Various modifications to these
aspects will be readily apparent to those skilled in the art,
and the generic principles defined herein may be applied
to other aspects. Thus, the claims are not intended to be
limited to the aspects shown herein, but are to be accord-
ed the full scope consistent with the language claims,
wherein reference to an element in the singular is not
intended to mean "one and only one" unless specifically
so stated, but rather "one or more." Unless specifically
stated otherwise, the term "some" refers to one or more.
Pronouns in the masculine (e.g., his) include the feminine
and neuter gender (e.g., her and its) and vice versa.
Headings and subheadings, if any, are used for conven-

ience only and do not limit the subject disclosure.

Claims

1. A method comprising:

detecting, by a controlling bridge device (102),
that congestion is being experienced by at least
one queue (204, 302) of a first port (10, 11, 12,
13, 14, 15, 20, 21, 22, 23, 31, 32, 33);
identifying, by the controlling bridge device
(102), a first network device (108) that is gener-
ating upstream traffic being queued at the at
least one queue (204, 302) that is at least par-
tially causing the congestion based at least in
part on the upstream traffic;
determining, by the controlling bridge device
(102), at least one intermediary network device
(104, 106 that is directly coupled to the first net-
work device (108) based on network topology
information stored at the controlling bridge;
the method being characterized in that it com-
prises the following steps by the controlling
bridge device (102):

determining, based on the network topology
information, a second port (10, 11, 12, 13,
14, 15, 20, 21, 22, 23, 31, 32, 33) to which
the first network device (108) is connected
via the least one intermediary network de-
vice (104, 106);
generating an end to end flow control mes-
sage that comprises an identifier of the sec-
ond port (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33) and a device identifier of the
first network device (108), wherein

the end to end flow control message
indicates that the upstream traffic
should be flow controlled by the first
network device (108), and
the end to end flow control message is
addressed to the at least one interme-
diary network device (104, 106) that is
directly coupled to the first network de-
vice (108); and

transmitting the end to end flow control message
to the at least one intermediary network device
(104, 106); and the following steps by the at least
one intermediary network device (104, 106), up-
on receipt of the end to end flow control mes-
sage:
converting the end to end flow control message
into a priority flow control message; and trans-
mitting the priority flow control message to the
first network device (108) over the second port
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(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33).

2. The method of claim 1, wherein the end to end flow
control message further comprises at least one pri-
ority of the upstream traffic that is causing the con-
gestion at the at least one queue (204, 302), and the
method further comprises:

receiving, by the first network device (108), the
end to end flow control message;
mapping the at least one priority into a priority
enable vector;
generating, by the first network device (108), a
priority flow control message based at least in
part on the end to end flow control message,
wherein the priority flow control message com-
prises the priority enable vector; and
transmitting the priority flow control message to
the first network device (108) over the first port
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33).

3. The method of claim 2, further comprising:

receiving, by the first network device (108), the
priority flow control message; and
performing, by the first network device (108),
flow control on the upstream traffic associated
with the at least one priority.

4. The method of claim 3, wherein performing, by the
first network device (108), the flow control on the
upstream traffic associated with the at least one pri-
ority comprises pausing or rate limiting the upstream
traffic associated with the at least one priority without
pausing or rate limiting other upstream traffic not as-
sociated with the at least one priority.

5. The method of any preceding claim, further compris-
ing:

estimating an amount of time to relieve the con-
gestion; and
generating the end to end flow control message
to include the amount of time as a pause time;
detecting, prior to an expiration of the amount
of time whether the congestion is still being ex-
perienced by the at least one queue (204, 302)
of the first port (10, 11, 12, 13, 14, 15, 20, 21,
22, 23, 31, 32, 33); and
transmitting a second end to end flow control
message to the first network device (104, 106)
when the congestion is still being experienced
by the at least one queue (204, 302) of the first
port (10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31,
32, 33).

6. The method of claim 5, further comprising:

receiving, by the intermediary network device
(104, 106), the end to end flow control message;
generating, by the intermediary network device
(104, 106), a priority flow control message that
comprises the amount of time; and
transmitting the priority flow control message to
the first network device (108).

7. The method of any preceding claim, wherein a
source address field of the end to end flow control
message comprises a first address of a second net-
work device (108) comprising the at least one queue
(204, 302) experiencing the congestion, and a des-
tination address field of the end to end flow control
message comprises a second address of the second
network device (108).

8. The method of claim 7, wherein the end to end flow
control message is transmitted to the first network
device (108) out-of-band via the at least one inter-
mediary network device (104, 106) that forwards the
end to end flow control message from the second
network device (108) to the first network device (108)
without modifying the end to end flow control mes-
sage.

9. The method of claim 8, wherein the second network
device (108) comprises the controlling bridge device
(102) in an extended bridge architecture, the at least
one intermediary network device (104, 106) compris-
es an aggregate port extender device in the extend-
ed bridge architecture, and the first network device
(108) comprises a port extender device in the ex-
tended bridge architecture, and
the upstream traffic is received from the first network
device (108) by the port extender device over the
first port (10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31,
32, 33), forwarded by the port extender device, with-
out modifying the upstream traffic, to the aggregate
port extender device, forwarded by the aggregate
port extender device, without modifying the up-
stream traffic, to the controlling bridge device (102),
and received by the controlling bridge device (102)
over the first port (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33).

10. A network system for end to end flow control com-
prising:

at least one processor circuit of a controlling
bridge device (102), the at least one processor
circuit configured to:

detect that congestion is being experienced
by at least one queue (204, 302) of a first
port (10, 11, 12, 13, 14, 15, 20, 21, 22, 23,
31, 32, 33);
identify a first network device (108) that is
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generating upstream traffic being queued
at the at least one queue (204, 302) that is
at least partially causing the congestion
based at least in part on the upstream traffic;
determine at least one intermediary network
device (102, 106) that is directly coupled to
the network device (108) based on network
topology information stored at the control-
ling bridge;

the network system being characterized in that
the at least one processor circuit is further con-
figured to:

determine, based on the network topology
information, a second port (10, 11, 12, 13,
14, 15, 20, 21, 22, 23, 31, 32, 33) to which
the first network device (108) is connected
via at least one intermediary network device
(104, 106);
generate an end to end flow control mes-
sage that comprises an identifier of the sec-
ond port (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33), wherein

the end to end flow control message
indicates that the upstream traffic
should be flow controlled at the first net-
work device (108), and
the end to end flow control message is
addressed to the at least one interme-
diary network device (104, 106) that is
directly coupled to the first network de-
vice (108); and

transmit, out-of-band, to the at least one in-
termediary network device (104, 106), the
end to end flow control message; and
in that the network system comprises the
at least one intermediary network device
(104, 106), which is adapted, upon receipt
of the end to end flow control message:

to convert the end to end flow control
message into a priority flow control
message, and
to transmit the priority flow control mes-
sage to the first network device (108)
over the second port (10, 11, 12, 13,
14, 15, 20, 21, 22, 23, 31, 32, 33).

11. The network system of claim 10, wherein the at least
one intermediary network device (104, 106) is con-
figured to forward the end to end flow control mes-
sage from the first network device (108) to the sec-
ond network device (108) without modifying the end
to end flow control message.

12. The network system of claim 10 or 11, wherein the
at least one intermediary network device (104, 106)
is configured to forward the upstream traffic from the
second network device (108) to the network device
without modifying the upstream traffic.

13. The network system of any of claims 10 to 12, where-
in the end to end flow control message further com-
prises at least one priority of the upstream traffic to
be flow controlled at the second network device
(108).

14. The network system of claim 13, wherein the second
network device (108) is configured to pause or rate
limit the upstream traffic that is associated with the
at least one priority and being queued at the first port
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) in
response to the end to end flow control message.

15. The network system of claim 10, wherein the at least
one processor circuit is further configured to:

estimate an amount of time before the conges-
tion will be relieved at the least one queue (204,
302) of the first port (10, 11, 12, 13, 14, 15, 20,
21, 22, 23, 31, 32, 33);
generate the end to end flow control message
to include the amount of time as a pause time;
determine, prior to an expiration of the amount
of time whether the congestion still exists at the
at least one queue (204, 302) of the first port
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32,
33); and
transmit, out-of-band and through the at least
one intermediary network device (104, 106), a
second end to end flow control message to the
second network device (108), when the conges-
tion still exists at the least one queue (204, 302)
of the first port (10, 11, 12, 13, 14, 15, 20, 21,
22, 23, 31, 32, 33).

16. The network system of claims 10 to 14, wherein the
at least one processor circuit is further configured to:

receive an end to end flow control message from
the first network device (108) that is experienc-
ing congestion, the end to end flow control mes-
sage being received out-of-band via the inter-
mediary network device (104, 106), the end to
end flow control message comprising an identi-
fier of a first port (10, 11, 12, 13, 14, 15, 20, 21,
22, 23, 31, 32, 33) and a list of priorities;
determine an end station device (108) that is
coupled to the first port (10, 11, 12, 13, 14, 15,
20, 21, 22, 23, 31, 32, 33);
convert the list of priorities into a priority enable
vector that indicates priorities of upstream traffic
to be flow controlled;
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generate a priority flow control message that
comprises the priority enable vector, wherein
the priority flow control message indicates that
upstream data traffic having a priority identified
in the priority enable vector should be flow con-
trolled by the end station device (108); and
transmit the priority flow control message over
the second port (10, 11, 12, 13, 14, 15, 20, 21,
22, 23, 31, 32, 33) to the end station device
(108).

Patentansprüche

1. Verfahren, das aufweist:

Feststellen, durch eine Steuerbrückenvorrich-
tung (102), dass von wenigstens einer Warte-
schlange (204, 302) eines ersten Ports (10, 11,
12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) eine
Überbelegung wahrgenommen wird;
Identifizieren, durch die Steuerbrückenvorrich-
tung (102), einer ersten Netzwerkvorrichtung
(108), die Upstream-Verkehr erzeugt, der an der
wenigstens einen Warteschlange (204, 302) an-
steht, und der wenigstens teilweise die Überbe-
legung verursacht, basierend wenigstens teil-
weise auf dem Upstream-Verkehr;
Bestimmen, durch die Steuerbrückenvorrich-
tung (102), wenigstens einer Zwischennetz-
werkvorrichtung (104, 106), die direkt mit der
ersten Netzwerkvorrichtung (108) verbunden
ist, basierend auf Netzwerktopologieinformatio-
nen, die an der Steuerbrücke gespeichert sind;
wobei das Verfahren dadurch gekennzeichnet
ist, dass es die folgenden Schritte durch die
Steuerbrückenvorrichtung (102) umfasst:

Bestimmen, basierend auf den Netzwerkto-
pologieinformationen, eines zweiten Ports
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31,
32, 33), mit dem die erste Netzwerkvorrich-
tung (108) über die wenigstens eine Zwi-
schennetzwerkvorrichtung (104, 106) ver-
bunden ist;
Erzeugen einer Ende-zu-Ende Flusssteue-
rungsnachricht, die eine Kennung des zwei-
ten Ports (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33) und eine Vorrichtungsken-
nung der ersten Netzwerkvorrichtung (108)
aufweist, wobei

die Ende-zu-Ende Flusssteuerungs-
nachricht angibt, dass der Ursterem-
Verkehr durch die erste Netzwerkvor-
richtung (108) flussgesteuert werden
sollte, und
die Ende-zu-Ende Flusssteuerungs-

nachricht an die wenigstens eine Zwi-
schennetzwerkvorrichtung (104, 106)
adressiert ist, die direkt mit der ersten
Netzwerkvorrichtung (108) verbunden
ist; und

Senden der Ende-zu-Ende Flusssteue-
rungsnachricht an die wenigstens eine Zwi-
schennetzwerkvorrichtung (104, 106);
und die folgenden Schritte durch die we-
nigstens eine Zwischennetzwerkvorrich-
tung (104, 106) nach Empfang der Ende-
zu-Ende Flusssteuerungsnachricht:

Umwandeln der Ende-zu-Ende Fluss-
steuerungsnachricht in eine Prioritäts-
Flusssteuerungsnachricht; und
Senden der Prioritäts-Flusssteue-
rungsnachricht an die erste Netzwerk-
vorrichtung (108) über den zweiten Port
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23,
31, 32, 33).

2. Verfahren nach Anspruch 1, wobei die Ende-zu-En-
de Flusssteuerungsnachricht des Weiteren wenigs-
tens eine Priorität des Upstream-Verkehrs aufweist,
der die Überbelegung an der wenigstens einen War-
teschlange (204, 302) verursacht, und wobei das
Verfahren des Weiteren aufweist:

Empfangen, durch die erste Netzwerkvorrich-
tung (108), das Ende-zu-Ende Flusssteue-
rungsnachricht;
Abbilden der wenigstens einen Priorität in einen
Prioritätsaktivierungsvektor;
Erzeugen, durch die erste Netzwerkvorrichtung
(108), einer Prioritäts-Flusssteuerungsnach-
richt basierend wenigstens teilweise auf der En-
de-zu-Ende Flusssteuerungsnachricht, wobei
die Prioritäts-Flusssteuerungsnachricht den Pri-
oritätsaktivierungsvektor aufweist; und
Senden der Prioritäts-Flusssteuerungsnach-
richt an die erste Netzwerkvorrichtung (108)
über den ersten Port (10, 11, 12, 13, 14, 15, 20,
21, 22, 23, 31, 32, 33).

3. Verfahren nach Anspruch 2, das des Weiteren auf-
weist:

Empfangen, durch die erste Netzwerkvorrich-
tung (108), der Prioritäts-Flusssteuerungsnach-
richt; und
Durchführen, durch die erste Netzwerkvorrich-
tung (108), von Flusssteuerung für den
Upstream-Verkehr, der zu der wenigstens einen
Priorität gehört.

4. Verfahren nach Anspruch 3, wobei das Durchführen,
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durch die erste Netzwerkvorrichtung (108), der
Flusssteuerung für den Upstream-Verkehr, der zu
der wenigstens einen Priorität gehört, das Anhalten
oder das Ratenbegrenzen des Upstream-Verkehrs,
der zu der wenigstens einen Priorität gehört, um-
fasst, ohne anderen Upstream-Verkehr, der nicht zu
der wenigstens einen Priorität gehört, anzuhalten
oder in der Rate zu begrenzen.

5. Verfahren nach einem der vorhergehenden Ansprü-
che, das des Weiteren umfasst:

Schätzen einer Dauer, um die Überbelegung
aufzulösen; und
Erzeugen der Ende-zu-Ende Flusssteuerungs-
nachricht, um die Dauer als Anhaltezeit zu ent-
halten;
Ermitteln, vor dem Ablaufen der Dauer, ob die
Überbelegung von der wenigstens einen War-
teschlange (204, 302) des ersten Ports (10, 11,
12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) noch
immer wahrgenommen wird; und
Senden einer zweiten Ende-zu-Ende Flusssteu-
erungsnachricht an die erste Netzwerkvorrich-
tung (104, 106), wenn die Überbelegung von der
wenigstens einen Warteschlange (204, 302) an
dem ersten Port (10, 11, 12, 13, 14, 15, 20, 21,
22, 23, 31, 32, 33) noch immer wahrgenommen
wird.

6. Verfahren nach Anspruch 5, das des Weiteren um-
fasst:

Empfangen, durch die Zwischennetzwerkvor-
richtung (104, 106) der Ende-zu-Ende Fluss-
steuerungsnachricht;
Erzeugen, durch die Zwischennetzwerkvorrich-
tung (104, 106), einer Prioritäts-Flusssteue-
rungsnachricht, die die Dauer enthält; und
Senden der Prioritäts-Flusssteuerungsnach-
richt an die erste Netzwerkvorrichtung (108).

7. Verfahren nach einem der vorhergehenden Ansprü-
che, wobei ein Quelladressfeld der Ende-zu-Ende
Flusssteuerungsnachricht eine erste Adresse einer
zweiten Netzwerkvorrichtung (108) aufweist, die die
wenigstens eine Warteschlange (204, 302) aufweist,
die die Überbelegung wahrnimmt, und ein Ziel-
adressfeld der Ende-zu-Ende Flusssteuerungs-
nachricht eine zweite Adresse der zweiten Netz-
werkvorrichtung (108) aufweist.

8. Verfahren nach Anspruch 7, wobei die Ende-zu-En-
de Flusssteuerungsnachricht an die erste Netzwerk-
vorrichtung (108) außer der Reihe über die wenigs-
tens eine Zwischennetzwerkvorrichtung (104, 106)
gesendet wird, die die Ende-zu-Ende Flusssteue-
rungsnachricht von der zweiten Netzwerkvorrich-

tung (108) an die erste Netzwerkvorrichtung (108)
weiterleitet, ohne die Ende-zu-Ende Flusssteue-
rungsnachricht zu modifizieren.

9. Verfahren nach Anspruch 8, wobei die zweite Netz-
werkvorrichtung (108) die Steuerbrückenvorrich-
tung (102) in einer erweiterten Brückenarchitektur
aufweist, die wenigstens eine Zwischennetzwerk-
vorrichtung (104, 106) eine aggregierte Porterweite-
rungsvorrichtung in der erweiterten Brückenarchi-
tektur aufweist, und die erste Netzwerkvorrichtung
(108) eine Porterweiterungsvorrichtung in der erwei-
terten Brückenarchitektur aufweist, und
der Upstream-Verkehr von der ersten Netzwerkvor-
richtung (108) durch die Porterweiterungsvorrich-
tung über den ersten Port (10, 11, 12, 13, 14, 15, 20,
21, 22, 23, 31, 32, 33) empfangen wird, durch die
Porterweiterungsvorrichtung an die aggregierte Por-
terweiterungsvorrichtung weitergeleitet wird, ohne
den Upstream-Verkehr zu modifizieren, von der ag-
gregierten Porterweiterungsvorrichtung an die Steu-
erbrückenvorrichtung (102) weitergeleitet wird, ohne
den Upstream-Verkehr zu modifizieren, und von der
Steuerbrückenvorrichtung (102) über den ersten
Port (10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32,
33) empfangen wird.

10. Netzwerksystem für Ende-zu-Ende Flusssteuerung,
das aufweist:

wenigstens eine Prozessorschaltung einer
Steuerbrückenvorrichtung (102), wobei die we-
nigstens eine Prozessorschaltung konfiguriert
ist zum:

Feststellen, dass von wenigstens einer
Warteschlange (204, 302) eines ersten
Ports (10, 11, 12, 13, 14, 15, 20, 21, 22, 23,
31, 32, 33) eine Überbelegung wahrgenom-
men wird;
Identifizieren einer ersten Netzwerkvorrich-
tung (108), die Upstream-Verkehr erzeugt,
der an der wenigstens einen Warteschlan-
ge (204, 302) ansteht, und der wenigstens
teilweise die Überbelegung verursacht, ba-
sierend wenigstens teilweise auf dem Urs-
terem-Verkehr;
Bestimmen wenigstens einer Zwischen-
netzwerkvorrichtung (104, 106), die direkt
mit der Netzwerkvorrichtung (108) verbun-
den ist, basierend auf Netzwerktopologie-
informationen, die an der Steuerbrücke ge-
speichert sind;

wobei das Netzwerksystem dadurch gekenn-
zeichnet ist, dass die wenigstens eine Prozes-
sorschaltung des Weiteren konfiguriert ist zum:
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Bestimmen, basierend auf den Netzwerkto-
pologieinformationen, eines zweiten Ports
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31,
32, 33), mit dem die erste Netzwerkvorrich-
tung (108) über die wenigstens eine Zwi-
schennetzwerkvorrichtung (104, 106) ver-
bunden ist;
Erzeugen einer Ende-zu-Ende Flusssteue-
rungsnachricht, die eine Kennung des zwei-
ten Ports (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33) aufweist, wobei

die Ende-zu-Ende Flusssteuerungs-
nachricht angibt, dass der Ursterem-
Verkehr an der ersten Netzwerkvor-
richtung (108) flussgesteuert werden
sollte, und
die Ende-zu-Ende Flusssteuerungs-
nachricht an die wenigstens eine Zwi-
schennetzwerkvorrichtung (104, 106)
adressiert ist, die direkt mit der ersten
Netzwerkvorrichtung (108) verbunden
ist; und

Senden der Ende-zu-Ende Flusssteue-
rungsnachricht außer der Reihe an die we-
nigstens eine Zwischennetzwerkvorrich-
tung (104, 106); und

dadurch, dass das Netzwerksystem die wenigs-
tens eine Zwischennetzwerkvorrichtung (104,
106) aufweist, die, nach Empfang der Ende-zu-
Ende Flusssteuerungsnachricht, ausgelegt ist
zum:

Umwandeln der Ende-zu-Ende Flusssteu-
erungsnachricht in eine Prioritäts-Fluss-
steuerungsnachricht; und
Senden der Prioritäts-Flusssteuerungs-
nachricht an die erste Netzwerkvorrichtung
(108) über den zweiten Port (10, 11, 12, 13,
14, 15, 20, 21, 22, 23, 31, 32, 33).

11. Netzwerksystem nach Anspruch 10, wobei die we-
nigstens eine Zwischennetzwerkvorrichtung (104,
106) dazu konfiguriert ist, die Ende-zu-Ende Fluss-
steuerungsnachricht von der ersten Netzwerkvor-
richtung (108) an die zweite Netzwerkvorrichtung
(108) weiterzuleiten, ohne die Ende-zu-Ende Fluss-
steuerungsnachricht zu modifizieren.

12. Netzwerksystem nach Anspruch 10 oder 11, wobei
die wenigstens eine Zwischennetzwerkvorrichtung
(104, 106) dazu konfiguriert ist, den Upstream-Ver-
kehr von der zweiten Netzwerkvorrichtung (108) an
die Netzwerkvorrichtung weiterzuleiten, ohne den
Upstream-Verkehr zu modifizieren.

13. Netzwerksystem nach einem der Ansprüche 10 bis
12, wobei die Ende-zu-Ende Flusssteuerungsnach-
richt des Weiteren wenigstens eine Priorität des
Upstream-Verkehrs aufweist, der an der zweiten
Netzwerkvorrichtung (108) flussgesteuert werden
soll.

14. Netzwerksystem nach Anspruch 13, wobei die zwei-
te Netzwerkvorrichtung (108) dazu konfiguriert ist,
den Upstream-Verkehr, der zu der wenigstens einen
Priorität gehört und an dem ersten Port (10, 11, 12,
13, 14, 15, 20, 21, 22, 23, 31, 32, 33) ansteht, im
Ansprechen auf die Ende-zu-Ende Flusssteue-
rungsnachricht anzuhalten oder in der Rate zu be-
grenzen.

15. Netzwerksystem nach Anspruch 10, wobei die we-
nigstens eine Prozessorschaltung des Weiteren
konfiguriert ist zum:

Schätzen einer Dauer, bevor die Überbelegung
an der wenigstens einen Warteschlange (204,
302) des ersten Ports (10, 11, 12, 13, 14, 15,
20, 21, 22, 23, 31, 32, 33) aufgelöst wird;
Erzeugen der Ende-zu-Ende Flusssteuerungs-
nachricht, um die Dauer als Anhaltezeit zu ent-
halten;
Ermitteln, vor dem Ablaufen der Dauer, ob die
Überbelegung an der wenigstens einen Warte-
schlange (204, 302) des ersten Ports (10, 11,
12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) noch
immer existiert; und Senden, außer der Reihe
und durch die wenigstens eine Zwischennetz-
werkvorrichtung (104, 106), einer zweiten Ende-
zu-Ende Flusssteuerungsnachricht an die zwei-
te Netzwerkvorrichtung (108), wenn die Über-
belegung an der wenigstens einen Warte-
schlange (204, 302) des ersten Ports (10, 11,
12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) noch
immer existiert.

16. Netzwerksystem nach den Ansprüchen 10 bis 14,
wobei die wenigstens eine Prozessorschaltung des
Weiteren konfiguriert ist zum:

Empfangen einer Ende-zu-Ende Flusssteue-
rungsnachricht von der ersten Netzwerkvorrich-
tung (108), die Überbelegung erfährt, wobei die
Ende-zu-Ende Flusssteuerungsnachricht au-
ßer der Reihe über die Zwischennetzwerkvor-
richtung (104, 106) empfangen wird, wobei die
Ende-zu-Ende Flusssteuerungsnachricht eine
Kennung eines ersten Ports (10, 11, 12, 13, 14,
15, 20, 21, 22, 23, 31, 32, 33) und eine Liste von
Prioritäten aufweist;
Bestimmen einer Endstationsvorrichtung (108),
die mit dem ersten Port (10, 11, 12, 13, 14, 15,
20, 21, 22, 23, 31, 32, 33) verbunden ist;
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Umwandeln der Liste von Prioritäten in einen
Prioritätsaktivierungsvektor, der Prioritäten des
Upstream-Verkehrs angibt, der flussgesteuert
werden soll;
Erzeugen einer Prioritäts-Flusssteuerungs-
nachricht, die den Prioritätsaktivierungsvektor
enthält, wobei die Prioritäts-Flusssteuerungs-
nachricht angibt, dass Upstream-Datenverkehr,
der eine Priorität hat, die in dem Prioritätsakti-
vierungsvektor identifiziert ist, durch die Endsta-
tionsvorrichtung (108) flussgesteuert werden
sollte; und
Senden der Prioritäts-Flusssteuerungsnach-
richt über den zweiten Port (10, 11, 12, 13, 14,
15, 20, 21, 22, 23, 31, 32, 33) an die Endstati-
onsvorrichtung (108).

Revendications

1. Procédé comprenant :

la détection, par un dispositif de pont de com-
mande (102), qu’une congestion est subie par
au moins une file d’attente (204, 302) d’un pre-
mier port (10, 11, 12, 13, 14, 15, 20, 21, 22, 23,
31, 32, 33) ;
l’identification, par le dispositif de pont de com-
mande (102), d’un premier dispositif de réseau
(108) qui génère un trafic amont mis en attente
au niveau de l’au moins une file d’attente (204,
302) qui provoque au moins partiellement la
congestion sur la base au moins en partie du
trafic amont ;
la détermination, par le dispositif de pont de
commande (102), d’au moins un dispositif de
réseau intermédiaire (104, 106) qui est directe-
ment couplé au premier dispositif de réseau
(108) sur la base d’informations de topologie de
réseau stockées au niveau du pont de
commande ;
le procédé étant caractérisé en ce qu’il com-
prend les étapes suivantes effectuées par le dis-
positif de pont de commande (102) :

la détermination, sur la base des informa-
tions de topologie de réseau, d’un second
port (10, 11, 12, 13, 14, 15, 20, 21, 22, 23,
31, 32, 33) auquel le premier dispositif de
réseau (108) est connecté via l’au moins un
dispositif de réseau intermédiaire (104,
106) ;
la génération d’un message de contrôle de
flux de bout en bout qui comprend un iden-
tifiant du second port (10, 11, 12, 13, 14,
15, 20, 21, 22, 23, 31, 32, 33) et un identi-
fiant de dispositif du premier dispositif de
réseau (108), dans lequel

le message de contrôle de flux de bout en
bout indique que le flux du trafic amont doit
être contrôlé par le premier dispositif de ré-
seau (108), et
le message de contrôle de flux de bout en
bout est adressé à l’au moins un dispositif
de réseau intermédiaire (104, 106) qui est
directement couplé au premier dispositif de
réseau (108) ; et

la transmission du message de contrôle de flux
de bout en bout à l’au moins un dispositif de
réseau intermédiaire (104, 106) ; et les étapes
suivantes effectuées par l’au moins un dispositif
de réseau intermédiaire (104, 106), à réception
du message de contrôle de flux de bout en bout :

la conversion du message de contrôle de
flux de bout en bout en un message de con-
trôle de flux par priorité ; et
la transmission du message de contrôle de
flux par priorité au premier dispositif de ré-
seau (108) sur le second port (10, 11, 12,
13, 14, 15, 20, 21, 22, 23, 31, 32, 33).

2. Procédé selon la revendication 1, dans lequel le
message de contrôle de flux de bout en bout com-
prend en outre au moins une priorité du trafic amont
qui engendre la congestion au niveau de l’au moins
une file d’attente (204, 302), et le procédé comprend
en outre :

la réception, par le premier dispositif de réseau
(108), du message de contrôle de flux de bout
en bout ;
le mappage de l’au moins une priorité dans un
vecteur de validation de priorité ;
la génération, par le premier dispositif de réseau
(108), d’un message de contrôle de flux par prio-
rité basé au moins en partie sur le message de
contrôle de flux de bout en bout, le message de
contrôle de flux par priorité comprenant le vec-
teur de validation de priorité ; et
la transmission du message de contrôle de flux
par priorité au premier dispositif de réseau (108)
sur le premier port (10, 11, 12, 13, 14, 15, 20,
21, 22, 23, 31, 32, 33).

3. Procédé selon la revendication 2, comprenant en
outre :

la réception, par le premier dispositif de réseau
(108), du message de contrôle de flux par
priorité ; et
la réalisation, par le premier dispositif de réseau
(108), d’un contrôle de flux sur le trafic amont
associé à l’au moins une priorité.
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4. Procédé selon la revendication 3, dans lequel la réa-
lisation, par le premier dispositif de réseau (108), du
contrôle de flux sur le trafic amont associé à l’au
moins une priorité comprend la mise en pause ou
une limitation du débit du trafic amont associé à l’au
moins une priorité sans mettre en pause ou limiter
le débit d’un autre trafic amont non associé à l’au
moins une priorité.

5. Procédé selon l’une quelconque des revendications
précédentes, comprenant en outre :

l’estimation d’un laps de temps pour soulager la
congestion ; et
la génération du message de contrôle de flux de
bout en bout pour inclure le laps de temps en
tant que temps de pause ;
la détection, avant l’expiration du laps de temps,
si la congestion est toujours subie par l’au moins
une file d’attente (204, 302) du premier port (10,
11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) ; et
la transmission d’un second message de con-
trôle de flux de bout en bout au premier dispositif
de réseau (104, 106) lorsque la congestion est
toujours subie par l’au moins une file d’attente
(204, 302) du premier port (10, 11, 12, 13, 14,
15, 20, 21, 22, 23, 31, 32, 33).

6. Procédé selon la revendication 5, comprenant en
outre :

la réception, par le dispositif de réseau intermé-
diaire (104, 106), du message de contrôle de
flux de bout en bout ;
la génération, par le dispositif de réseau inter-
médiaire (104, 106), d’un message de contrôle
de flux par priorité qui comprend le laps de
temps ; et
la transmission du message de contrôle de flux
par priorité au premier dispositif de réseau (108).

7. Procédé selon l’une quelconque des revendications
précédentes, dans lequel un champ d’adresse sour-
ce du message de contrôle de flux de bout en bout
comprend une première adresse d’un second dis-
positif de réseau (108) comprenant l’au moins une
file d’attente (204, 302) subissant la congestion, et
un champ d’adresse de destination du message de
contrôle de flux de bout en bout comprend une se-
conde adresse du second dispositif de réseau (108).

8. Procédé selon la revendication 7, dans lequel le
message de contrôle de flux de bout en bout est
transmis au premier dispositif de réseau (108) hors
bande via l’au moins un dispositif de réseau inter-
médiaire (104, 106) qui achemine le message de
contrôle de flux de bout en bout du second dispositif
de réseau (108) au premier dispositif de réseau (108)

sans modifier le message de contrôle de flux de bout
en bout.

9. Procédé selon la revendication 8, dans lequel le se-
cond dispositif de réseau (108) comprend le dispo-
sitif de pont de commande (102) dans une architec-
ture de pont étendue, l’au moins un dispositif de ré-
seau intermédiaire (104, 106) comprend un dispositif
d’extension de port agrégé dans l’architecture de
pont étendue, et le premier dispositif de réseau (108)
comprend un dispositif d’extension de port dans l’ar-
chitecture de pont étendue, et
le trafic amont est reçu du premier dispositif de ré-
seau (108) par le dispositif d’extension de port sur
le premier port (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33), acheminé par le dispositif d’extension
de port, sans modifier le trafic amont, vers le dispo-
sitif d’extension de port agrégé, acheminé par le dis-
positif d’extension de port agrégé, sans modifier le
trafic amont, vers le dispositif de pont de commande
(102), et reçu par le dispositif de pont de commande
(102) sur le premier port (10, 11, 12, 13, 14, 15, 20,
21, 22, 23, 31, 32, 33).

10. Système de réseau pour le contrôle de flux de bout
en bout comprenant :

au moins un circuit de processeur d’un dispositif
de pont de commande (102), l’au moins un cir-
cuit de processeur étant conçu pour :

détecter qu’une congestion est subie par au
moins une file d’attente (204, 302) d’un pre-
mier port (10, 11, 12, 13, 14, 15, 20, 21, 22,
23, 31, 32, 33) ;
identifier un premier dispositif de réseau
(108) qui génère un trafic amont mis en at-
tente au niveau de l’au moins une file d’at-
tente (204, 302) qui provoque au moins par-
tiellement la congestion basée au moins en
partie sur le trafic amont ;
déterminer au moins un dispositif de réseau
intermédiaire (102, 106) qui est directement
couplé au dispositif de réseau (108) sur la
base d’informations de topologie de réseau
stockées au niveau du pont de commande ;

le système de réseau étant caractérisé en ce
que l’au moins un circuit de processeur est en
outre conçu pour :

déterminer, sur la base des informations de
topologie de réseau, un second port (10,
11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32,
33) auquel le premier dispositif de réseau
(108) est connecté via au moins un dispositif
de réseau intermédiaire (104, 106) ;
générer un message de contrôle de flux de
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bout en bout comprenant un identifiant du
second port (10, 11, 12, 13, 14, 15, 20, 21,
22, 23, 31, 32, 33), dans lequel
le message de contrôle de flux de bout en
bout indique que le flux du trafic amont doit
être contrôlé au niveau du premier dispositif
de réseau (108), et
le message de contrôle de flux de bout en
bout est adressé à l’au moins un dispositif
de réseau intermédiaire (104, 106) qui est
directement couplé au premier dispositif de
réseau (108) ; et

transmettre, hors bande, à l’au moins un dispo-
sitif de réseau intermédiaire (104, 106), le mes-
sage de contrôle de flux de bout en bout ; et
en ce que le système de réseau comprend l’au
moins un dispositif de réseau intermédiaire
(104, 106), qui est adapté, à réception du mes-
sage de contrôle de flux de bout en bout :

pour convertir le message de contrôle de
flux de bout en bout en un message de con-
trôle de flux par priorité, et
pour transmettre le message de contrôle de
flux par priorité au premier dispositif de ré-
seau (108) sur le second port (10, 11, 12,
13, 14, 15, 20, 21, 22, 23, 31, 32, 33).

11. Système de réseau selon la revendication 10, dans
lequel l’au moins un dispositif de réseau intermédiai-
re (104, 106) est conçu pour acheminer le message
de contrôle de flux de bout en bout du premier dis-
positif de réseau (108) au second dispositif de ré-
seau (108) sans modifier le message de contrôle de
flux de bout en bout.

12. Système de réseau selon la revendication 10 ou 11,
dans lequel l’au moins un dispositif de réseau inter-
médiaire (104, 106) est conçu pour acheminer le tra-
fic amont du second dispositif de réseau (108) vers
le dispositif de réseau sans modifier le trafic amont.

13. Système de réseau selon l’une quelconque des re-
vendications 10 à 12, dans lequel le message de
contrôle de flux de bout en bout comprend en outre
au moins une priorité du trafic amont dont le flux doit
être contrôlé au niveau du second dispositif de ré-
seau (108).

14. Système de réseau selon la revendication 13, dans
lequel le second dispositif de réseau (108) est conçu
pour mettre en pause ou limiter le débit du trafic
amont qui est associé à l’au moins une priorité et
mis en attente au niveau du premier port (10, 11, 12,
13, 14, 15, 20, 21, 22, 23, 31, 32, 33) en réponse au
message de contrôle de flux de bout en bout.

15. Système de réseau selon la revendication 10, dans
lequel l’au moins un circuit de processeur est en
outre conçu pour :

estimer un laps de temps avant que la conges-
tion ne soit dissipée au niveau de l’au moins une
file d’attente (204, 302) du premier port (10, 11,
12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) ;
générer le message de contrôle de flux de bout
en bout pour inclure le laps de temps en tant
que temps de pause ;
déterminer, avant l’expiration du laps de temps,
si la congestion existe toujours dans l’au moins
une file d’attente (204, 302) du premier port (10,
11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32, 33) ; et
transmettre, hors bande et par l’intermédiaire de
l’au moins un dispositif de réseau intermédiaire
(104, 106), un second message de contrôle de
flux de bout en bout au second dispositif de ré-
seau (108), lorsque la congestion existe tou-
jours au niveau de l’au moins une file d’attente
(204, 302) du premier port (10, 11, 12, 13, 14,
15, 20, 21, 22, 23, 31, 32, 33).

16. Système de réseau selon les revendications 10 à
14, dans lequel l’au moins un circuit de processeur
est en outre conçu pour :

recevoir un message de contrôle de flux de bout
en bout du premier dispositif de réseau (108)
qui subit une congestion, le message de contrô-
le de flux de bout en bout étant reçu hors bande
via le dispositif de réseau intermédiaire (104,
106), le message de contrôle de flux de bout en
bout comprenant un identifiant d’un premier port
(10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 31, 32,
33) et une liste de priorités ;
déterminer un dispositif de station finale (108)
qui est couplé au premier port (10, 11, 12, 13,
14, 15, 20, 21, 22, 23, 31, 32, 33) ;
convertir la liste de priorités en un vecteur de
validation de priorité qui indique les priorités du
trafic amont dont le flux doit être contrôlé ;
générer un message de contrôle de flux par prio-
rité qui comprend le vecteur de validation de
priorité, le message de contrôle de flux par prio-
rité indiquant que le trafic de données amont
ayant une priorité identifiée dans le vecteur de
validation de priorité doit être contrôlé quant au
flux par le dispositif de station finale (108) ; et
transmettre le message de contrôle de flux par
priorité sur le second port (10, 11, 12, 13, 14,
15, 20, 21, 22, 23, 31, 32, 33) au dispositif de
station finale (108).
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