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(57) ABSTRACT

A method, including: receiving, by the computer, captured
image frames of an interactive environment in which a
HMD is disposed; receiving inertial data processed from at
least one inertial sensor of the HMD; analyzing the captured
image frames and the inertial data to track movement of the
HMD, wherein analyzing the captured image frames
includes examining changes within a sequence of said
captured image frames to track the movement of the HMD,
wherein analyzing the captured image frames includes pro-
cessing the captured image frames to identify and map one
or more fixed objects in the interactive environment and
tracking the one or more fixed objects to enable the tracking
of the movement of the HMD); using the tracked movement
of the HMD to adjust a beamforming direction of an RF
transceiver towards the HMD; adjusting an angular spread
of the RF transceiver based on the movement of the HMD.
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RF BEAMFORMING FOR HEAD MOUNTED
DISPLAY

BACKGROUND

1. Field of the Disclosure

[0001] The present disclosure relates to predictive RF
beamforming for transmission of data to head mounted
displays (HMDs), and related methods, apparatus, and sys-
tems.

2. Description of the Related Art

[0002] The video game industry has seen many changes
over the years. As computing power has expanded, devel-
opers of video games have likewise created game software
that takes advantage of these increases in computing power.
To this end, video game developers have been coding games
that incorporate sophisticated operations and mathematics to
produce very detailed and engaging gaming experiences.
[0003] Example gaming platforms include the Sony Play-
station®, Sony Playstation2® (PS2), Sony Playstation3®
(PS3), and Sony Playstation4® (PS4), each of which is sold
in the form of a game console. As is well known, the game
console is designed to connect to a display (typically a
television) and enable user interaction through handheld
controllers. The game console is designed with specialized
processing hardware, including a CPU, a graphics synthe-
sizer for processing intensive graphics operations, a vector
unit for performing geometry transformations, and other
glue hardware, firmware, and software. The game console
may be further designed with an optical disc reader for
receiving game discs for local play through the game
console. Online gaming is also possible, where a user can
interactively play against or with other users over the
Internet. As game complexity continues to intrigue players,
game and hardware manufacturers have continued to inno-
vate to enable additional interactivity and computer pro-
grams.

[0004] A growing trend in the computer gaming industry
is to develop games that increase the interaction between the
user and the gaming system. One way of accomplishing a
richer interactive experience is to use wireless game con-
trollers whose movement is tracked by the gaming system in
order to track the player’s movements and use these move-
ments as inputs for the game. Generally speaking, gesture
input refers to having an electronic device such as a com-
puting system, video game console, smart appliance, etc.,
react to some gesture made by the player and captured by the
electronic device.

[0005] Another way of accomplishing a more immersive
interactive experience is to use a head-mounted display. A
head-mounted display is worn by the user and can be
configured to present various graphics, such as a view of a
virtual space. The graphics presented on a head-mounted
display can cover a large portion or even all of a user’s field
of view. Hence, a head-mounted display can provide a
visually immersive experience to the user.

[0006] A head-mounted display (HMD) provides an
immersive virtual reality experience, as the HMD renders a
real-time view of the virtual environment in a manner that is
responsive to the user’s movements. The user wearing an
HMD is afforded freedom of movement in all directions, and
accordingly can be provided a view of the virtual environ-
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ment in all directions via the HMD. However, the processing
resources required to generate the video for rendering on the
HMD are considerable and therefore handled by a separate
computing device, such as a personal computer or a game
console. The computing device generates the video for
rendering to the HMD, and transmits the video to the HMD.
[0007] To provide a high fidelity experience, it is desirable
to provide high quality video (e.g. at high resolution and
frame rate). However, such video entails transmission of
large amounts of data, requiring high bandwidth and a stable
connection. Thus, current systems for HMD rendering use a
wired connection to transfer data from the computing device
to the HMD, as this affords the requisite bandwidth and
connection stability. However, the presence of a wire that
connects to the HMD can be bothersome to the user, as it
may contact the user and detract from the immersive expe-
rience of using the HMD. Furthermore, the wired connection
may inhibit the user’s freedom of movement, as the user
must be mindful of not over-extending the wire, and must
avoid any movement which might cause disconnection or
damage the wire. Furthermore, the presence of the wire
presents a tripping hazard, which is amplified by the fact that
the user cannot see the real environment while using the
HMD.

[0008] It is in this context that implementations of the
disclosure arise.

SUMMARY

[0009] Implementations of the present disclosure include
devices, methods and systems relating to RF beamforming
for a head mounted display.

[0010] In some implementations, a method is provided,
including the following method operations: receiving cap-
tured images of an interactive environment in which a
head-mounted display (HMD) is disposed; receiving inertial
data processed from at least one inertial sensor of the HMD;
analyzing the captured images and the inertial data to
determine a predicted future location of the HMD; using the
predicted future location of the HMD to adjust a beamform-
ing direction of an RF transceiver towards the predicted
future location of the HMD.

[0011] In some implementations, analyzing the captured
images and the inertial data includes identifying movement
of'the HMD, the predicted future location of the HMD being
determined using the identified movement of the HMD.
[0012] Insome implementations, identifying movement of
the HMD includes determining a motion vector of the HMD,
the predicted future location of the HMD being determined
by applying the motion vector of the HMD to a current
location of the HMD.

[0013] In some implementations, a magnitude of the
motion vector identifies a speed of the movement of the
HMD, and wherein a direction of the motion vector identi-
fies a direction of the movement of the HMD.

[0014] In some implementations, the method further
includes: adjusting an angular spread of the RF transceiver
based on the speed of the movement of the HMD.

[0015] In some implementations, the angular spread
increases with increasing speed of the movement of the
HMD.

[0016] Insome implementations, identifying movement of
the HMD includes identifying translational movement and/
or rotational movement of the HMD; wherein determining
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the motion vector includes determining an acceleration of
the translational movement and/or the rotational movement.
[0017] In some implementations, the RF transceiver
includes a phased array of RF emitters; wherein adjusting
the beamforming direction of the RF transceiver includes
generating transceiver control data that is configured to
cause adjustment of a phase or amplitude of at least one of
the RF emitters of the phased array.

[0018] In some implementations, the at least one inertial
sensor of the HMD includes one or more of an accelerom-
eter, a gyroscope, or a magnetometer.

[0019] In some implementations, the HMD includes a
plurality of lights; wherein analyzing the captured images
includes identifying one or more of the plurality of lights in
the captured images.

[0020] In some implementations, a system is provided,
including: a head-mounted display (HMD), the HMD hav-
ing at least one inertial sensor configured to generate inertial
data; a camera configured to capture images of an interactive
environment in which the HMD is disposed; an RF trans-
ceiver; a computer configured to analyze the captured
images and the inertial data to determine a predicted future
location of the HMD, and use the predicted future location
of the HMD to adjust a beamforming direction of the RF
transceiver towards the predicted future location of the
HMD.

[0021] Other aspects and advantages of the disclosure will
become apparent from the following detailed description,
taken in conjunction with the accompanying drawings,
illustrating by way of example the principles of the disclo-
sure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0022] The disclosure may be better understood by refer-
ence to the following description taken in conjunction with
the accompanying drawings in which:

[0023] FIG. 1 illustrates a system for interaction with a
virtual environment via a head-mounted display (HMD), in
accordance with an embodiment of the disclosure.

[0024] FIGS. 2A-1 and 2A-2 illustrate a head-mounted
display (HMD), in accordance with an embodiment of the
disclosure.

[0025] FIG. 2B illustrates one example of an HMD user
interfacing with a client system, and the client system
providing content to a second screen display, which is
referred to as a second screen, in accordance with one
embodiment.

[0026] FIG. 3 conceptually illustrates the function of an
HMD in conjunction with an executing video game, in
accordance with an embodiment of the disclosure.

[0027] FIG. 4 illustrates adjustment of a beamforming
direction of a transceiver based on prediction of a future
location of an HMD, in accordance with implementations of
the disclosure.

[0028] FIGS. 5A and 5B illustrate adjustment of the beam-
forming angular spread based on HMD movement, in accor-
dance with implementations of the disclosure.

[0029] FIG. 5C is a graph illustrating beamforming angu-
lar spread of a transceiver versus speed of an HMD, in
accordance with implementations of the disclosure.

[0030] FIG. 5D is a graph illustrating beamforming angu-
lar spread of a transceiver versus radial distance of the HMD
from the transceiver, in accordance with implementations of
the disclosure.
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[0031] FIG. 5E is graph illustrating beamforming angular
spread of a transceiver versus transmission data rate, in
accordance with implementations of the disclosure.

[0032] FIGS. 6A, 6B, and 6C illustrate a scenario wherein
the beamforming direction is adjusted based on the gaze
direction of the user 100, in accordance with implementa-
tions of the disclosure.

[0033] FIG. 7 illustrates an overhead view of a room 700
showing location distribution of an HMD, in accordance
with implementations of the disclosure.

[0034] FIG. 8 conceptually illustrates the use of a predic-
tion model to determine beamforming parameters, in accor-
dance with implementations of the disclosure.

[0035] FIG. 9 illustrates a method for adjusting beam-
forming parameters using a predicted future location, in
accordance with implementations of the disclosure.

[0036] FIG. 10 conceptually illustrates a system for pro-
viding wireless communication between a computer and a
HMD, in accordance with implementations of the disclo-
sure.

[0037] FIG. 11A is a schematic diagram showing compo-
nents of a beamforming transmitter, in accordance with
implementations of the disclosure.

[0038] FIG. 11B is a schematic diagram showing compo-
nents of a beamforming receiver, in accordance with imple-
mentations of the disclosure.

[0039] FIG. 12A conceptually illustrates a HMD having a
plurality of antenna arrays, in accordance with implemen-
tations of the disclosure.

[0040] FIGS.12B,12C, and 12D illustrate overhead views
of an HMD in an interactive real environment, illustrating
switching of active antenna arrays on an HMD, in accor-
dance with implementations of the disclosure.

[0041] FIG. 13 illustrates components of a head-mounted
display, in accordance with an embodiment of the disclo-
sure.

[0042] FIG. 14 is a block diagram of a Game System 1400,
according to various embodiments of the disclosure.

DETAILED DESCRIPTION

[0043] The following implementations of the present dis-
closure provide devices, methods, and systems relating to
predictive RF beamforming for a head mounted display
(HMD).

[0044] In various implementations, the methods, systems,
image capture objects, sensors and associated interface
objects (e.g., gloves, controllers, peripheral devices, etc.) are
configured to process data that is configured to be rendered
in substantial real time on a display screen. The display may
be the display of a head mounted display (HMD), a display
of a second screen, a display of a portable device, a
computer display, a display panel, a display of one or more
remotely connected users (e.g., whom may be viewing
content or sharing in an interactive experience), or the like.
[0045] It will be obvious, however, to one skilled in the
art, that the present disclosure may be practiced without
some or all of these specific details. In other instances, well
known process operations have not been described in detail
in order not to unnecessarily obscure the present disclosure.
[0046] FIG. 1 illustrates a system for interaction with a
virtual environment via a head-mounted display (HMD), in
accordance with an embodiment of the disclosure. A user
100 is shown wearing a head-mounted display (HMD) 102.
The HMD 102 is worn in a manner similar to glasses,
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goggles, or a helmet, and is configured to display a video
game or other content to the user 100. The HMD 102
provides a very immersive experience to the user by virtue
of'its provision of display mechanisms in close proximity to
the user’s eyes. Thus, the HMD 102 can provide display
regions to each of the user’s eyes which occupy large
portions or even the entirety of the field of view of the user.
[0047] In the illustrated embodiment, the HMD 102 is
wirelessly connected to a computer 106. The computer 106
can be any general or special purpose computer known in the
art, including but not limited to, a gaming console, personal
computer, laptop, tablet computer, mobile device, cellular
phone, tablet, thin client, set-top box, media streaming
device, etc. In one embodiment, the computer 106 can be
configured to execute a video game, and output the video
and audio from the video game for rendering by the HMD
102. A transceiver 110 is configured to wirelessly transmit
the video and audio from the video game to the HMD 102
for rendering thereon. The transceiver 110 includes a trans-
mitter for wireless transmission of data to the HMD 102, as
well as a receiver for receiving data that is wirelessly
transmitted by the HMD 102.

[0048] In some implementations, the HMD 102 may also
communicate with the computer through alternative mecha-
nisms or channels, such as via a network 112 to which both
the HMD 102 and the computer 106 are connected.

[0049] The user 100 may operate an interface object 104
to provide input for the video game. Additionally, a camera
108 can be configured to capture images of the interactive
environment in which the user 100 is located. These cap-
tured images can be analyzed to determine the location and
movements of the user 100, the HMD 102, and the interface
object 104. In various implementations, the interface object
104 includes a light which can be tracked, and/or inertial
sensor(s), to enable determination of the interface object’s
location and orientation.

[0050] The way the user interfaces with the virtual reality
scene displayed in the HMD 102 can vary, and other
interface devices in addition to interface object 104, can be
used. For instance, various kinds of single-handed, as well
as two-handed controllers can be used. In some embodi-
ments, the controllers can be tracked themselves by tracking
lights associated with the controllers, or tracking of shapes,
sensors, and inertial data associated with the controllers.
Using these various types of controllers, or even simply
hand gestures that are made and captured by one or more
cameras, it is possible to interface, control, maneuver, inter-
act with, and participate in the virtual reality environment
presented on the HMD 102.

[0051] Additionally, the HMD 102 may include one or
more lights which can be tracked to determine the location
and orientation of the HMD 102. The camera 108 can
include one or more microphones to capture sound from the
interactive environment. Sound captured by a microphone
array may be processed to identify the location of a sound
source. Sound from an identified location can be selectively
utilized or processed to the exclusion of other sounds not
from the identified location. Furthermore, the camera 108
can be defined to include multiple image capture devices
(e.g. stereoscopic pair of cameras), an IR camera, a depth
camera, and combinations thereof.

[0052] In another embodiment, the computer 106 func-
tions as a thin client in communication over a network 112
with a cloud gaming provider 114. In such an implementa-

Mar. 26, 2020

tion, generally speaking, the cloud gaming provider 114
maintains and executes the video game being played by the
user 102. The computer 106 transmits inputs from the HMD
102, the directional interface object 104 and the camera 108,
to the cloud gaming provider, which processes the inputs to
affect the game state of the executing video game. The
output from the executing video game, such as video data,
audio data, and haptic feedback data, is transmitted to the
computer 106. The computer 106 may further process the
data before transmission or may directly transmit the data to
the relevant devices. For example, video and audio streams
are provided to the HMD 102, whereas a vibration feedback
command is provided to the interface object 104.

[0053] In some embodiments, the HMD 102, interface
object 104, and camera 108, may themselves be networked
devices that connect to the network 112, for example to
communicate with the cloud gaming provider 114. In some
implementations, the computer 106 may be a local network
device, such as a router, that does not otherwise perform
video game processing, but which facilitates passage of
network traffic. The connections to the network by the HMD
102, interface object 104, and camera 108 may be wired or
wireless.

[0054] Additionally, though embodiments in the present
disclosure may be described with reference to a head-
mounted display, it will be appreciated that in other embodi-
ments, non-head mounted displays may be substituted,
including without limitation, portable device screens (e.g.
tablet, smartphone, laptop, etc.) or any other type of display
that can be configured to render video and/or provide for
display of an interactive scene or virtual environment in
accordance with the present embodiments.

[0055] The amount of data, especially in the form of video
data (e.g. including image data and audio data), that must be
transmitted to the HMD to provide a high quality user
experience when viewing a virtual environment is quite
large. For this reason, current HMD technology requires a
wired connection between the computer which generates the
video data, and the HMD. However, as noted above, a wired
connection to the HMD detracts from the user’s freedom of
movement, degrading the otherwise immersive experience
that can be so effectively rendered through an HMD.
[0056] Providing a wireless connection that is capable of
reliably transmitting the amount of data required for a high
quality experience requires overcoming problems in terms
of providing a high signal-to-noise ratio for high data
bandwidth while also maintaining high connection stability
to the HMD as it moves in accordance with movements of
the user. To accomplish this, implementations of the present
disclosure provide for wireless data transmission to the
HMD using predictive beamforming. That is, in some imple-
mentations, tracked movement of the HMD is analyzed to
predict future locations of the HMD, and beamforming is
used to predictively steer an RF signal towards the predicted
future locations of the HMD. RF signal strength is thereby
maintained by steering the RF signal in an anticipatory
manner so as to better track the HMD’s location.

[0057] For purposes of ease of description in the present
disclosure, reference is made to the actual or predicted
location of the HMD as a location in the real-world space
towards which an RF signal should be directed. However, it
should be appreciated that the location of the HMD may
more specifically refer to a particular location on, within, or
relative to, the HMD, such as the location of a receiver
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antenna that is part of the HMD, a location of the display
portion of the HMD, a center of the HMD, etc.

[0058] With continued reference to FIG. 1, an overview of
a procedure for predictive beamforming for data transmis-
sion to an HMD is shown, in accordance with implementa-
tions of the disclosure. It should be appreciated that the
location of the HMD 102 can be tracked using any variety
of technologies. In the illustrated implementation, the HMD
102 transmits inertial data 116 generated from one or more
inertial sensors of the HMD to the computer 106. Further,
the computer 106 receives captured image data 118 from the
camera 110, which is configured to capture images of the
interactive environment in which the HMD 102 and the user
100 are disposed. The inertial data 116 and/or the image data
118 are analyzed by the computer 106 to identify and track
the HMD 102 and its location, orientation, and movements.
[0059] A predicted future location of the HMD is deter-
mined using the tracked movements of the HMD 102. By
way of example, a motion vector can be generated by the
computer 106 based on the tracked movements of the HMD
102. This motion vector can be applied to the current
location of the HMD 102 to predict the future location of the
HMD. Using the predicted future location of the HMD, the
computer 106 generates beamforming data 120 that is con-
figured to direct the beamforming direction of the trans-
ceiver 110 towards the predicted future location of the
HMD. By directing the beamforming direction of the trans-
ceiver in a predictive manner, a strong wireless signal can be
maintained, as the movements of the HMD 102 will be
anticipated and the beamforming direction of the signal will
not lag such movements, but can move in a simultaneous
and/or anticipatory manner with such movements of the
HMD. In the present disclosure, reference is made to the
beamforming parameters (e.g. direction and angular spread)
of the transceiver 110. It will be appreciated that such
beamforming parameters can be applied to either or both of
the transmitter and the receiver which are parts of the
transceiver. Broadly speaking, implementations focused on
transmission of video data from the computer to the HMD
may discuss beamforming in terms of transmission by the
transceiver’s transmitter. However, it should be appreciated
that any such discussion of beamforming can also be applied
to signal reception by the transceiver’s receiver.

[0060] In some implementations, the camera 108 and the
transceiver 110 are integrated in the same device, so that the
camera and transceiver have a fixed spatial relationship to
each other, and more specifically, the image capture by the
camera and the RF beamforming by the transceiver are
spatially known in relation to each other. In such implemen-
tations, the position of the HMD can be determined from
captured images by the camera, and the beamforming by the
transceiver can be appropriately directed towards the HMD
without additional calibration being required.

[0061] In other implementations, the transceiver 110 and
the camera 108 are separate devices which can be positioned
in the local environment at different locations. In such
implementations, a calibration may be performed to deter-
mine the spatial relationship of the image capture by the
camera and the RF beamforming by the transceiver. In one
implementation, this can be performed by analyzing cap-
tured images from the camera to determine the location of
the HMD relative to the camera, and performing a test to
determine the optimal beamforming direction for the deter-
mined location of the HMD, and correlating these pieces of
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information. Such a procedure may be performed for mul-
tiple locations of the HMD to achieve more accurate cali-
bration results.

[0062] In some implementations, signal quality feedback
122 is provided from the HMD 102 to the computer 106, e.g.
via the transceiver 110 or the network 112. The signal quality
feedback 122 is indicative of the quality of the wireless
transmission (e.g. signal strength, error rate, etc.), and
provides information which can be used to evaluate whether
the beamforming direction is being effectively steered
towards the HMD 102 so as to provide sufficient data
transmission rates.

[0063] FIGS. 2A-1 and 2A-2 illustrate a head-mounted
display (HMD), in accordance with an embodiment of the
disclosure. FIG. 2A-1 in particular illustrates the Playsta-
tion® VR headset, which is one example of a HMD in
accordance with implementations of the disclosure. As
shown, the HMD 102 includes a plurality of lights 200A-H.
Each of these lights may be configured to have specific
shapes, and can be configured to have the same or different
colors. The lights 200A, 200B, 200C, and 200D are arranged
on the front surface of the HMD 102. The lights 200E and
200F are arranged on a side surface of the HMD 102. And
the lights 200G and 200H are arranged at corners of the
HMD 102, so as to span the front surface and a side surface
of'the HMD 102. It will be appreciated that the lights can be
identified in captured images of an interactive environment
in which a user uses the HMD 102. Based on identification
and tracking of the lights, the location and orientation of the
HMD 102 in the interactive environment can be determined.
It will further be appreciated that some of the lights may or
may not be visible depending upon the particular orientation
of the HMD 102 relative to an image capture device. Also,
different portions of lights (e.g. lights 200G and 200H) may
be exposed for image capture depending upon the orienta-
tion of the HMD 102 relative to the image capture device.
[0064] In one embodiment, the lights can be configured to
indicate a current status of the HMD to others in the vicinity.
For example, some or all of the lights may be configured to
have a certain color arrangement, intensity arrangement, be
configured to blink, have a certain on/off configuration, or
other arrangement indicating a current status of the HMD
102. By way of example, the lights can be configured to
display different configurations during active gameplay of a
video game (generally gameplay occurring during an active
timeline or within a scene of the game) versus other non-
active gameplay aspects of a video game, such as navigating
menu interfaces or configuring game settings (during which
the game timeline or scene may be inactive or paused). The
lights might also be configured to indicate relative intensity
levels of gameplay. For example, the intensity of lights, or
a rate of blinking, may increase when the intensity of
gameplay increases. In this manner, a person external to the
user may view the lights on the HMD 102 and understand
that the user is actively engaged in intense gameplay, and
may not wish to be disturbed at that moment.

[0065] The HMD 102 may additionally include one or
more microphones. In the illustrated embodiment, the HMD
102 includes microphones 204A and 204B defined on the
front surface of the HMD 102, and microphone 204C
defined on a side surface of the HMD 102. By utilizing an
array of microphones, sound from each of the microphones
can be processed to determine the location of the sound’s
source. This information can be utilized in various ways,
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including exclusion of unwanted sound sources, association
of a sound source with a visual identification, etc.

[0066] The HMD 102 may also include one or more image
capture devices. In the illustrated embodiment, the HMD
102 is shown to include image capture devices 202A and
202B. By utilizing a stereoscopic pair of image capture
devices, three-dimensional (3D) images and video of the
environment can be captured from the perspective of the
HMD 102. Such video can be presented to the user to
provide the user with a “video see-through” ability while
wearing the HMD 102. That is, though the user cannot see
through the HMD 102 in a strict sense, the video captured
by the image capture devices 202A and 202B (e.g., or one
or more front facing cameras 108' disposed on the outside
body of the HMD 102, as shown in FIG. 3 below) can
nonetheless provide a functional equivalent of being able to
see the environment external to the HMD 102 as if looking
through the HMD 102. Such video can be augmented with
virtual elements to provide an augmented reality experience,
or may be combined or blended with virtual elements in
other ways. Though in the illustrated embodiment, two
cameras are shown on the front surface of the HMD 102, it
will be appreciated that there may be any number of exter-
nally facing cameras installed on the HMD 102, oriented in
any direction. For example, in another embodiment, there
may be cameras mounted on the sides of the HMD 102 to
provide additional panoramic image capture of the environ-
ment.

[0067] FIG. 2B illustrates one example of an HMD 102
user 100 interfacing with a client system 106, and the client
system 106 providing content to a second screen display,
which is referred to as a second screen 207. The client
system 106 may include integrated electronics for process-
ing the sharing of content from the HMD 102 to the second
screen 207. Other embodiments may include a separate
device, module, connector, that will interface between the
client system and each of the HMD 102 and the second
screen 207. In this general example, user 100 is wearing
HMD 102 and is playing a video game using a controller,
which may also be directional interface object 104. The
interactive play by user 100 will produce video game
content (VGC), which is displayed interactively to the HMD
102.

[0068] In one embodiment, the content being displayed in
the HMD 102 is shared to the second screen 207. In one
example, a person viewing the second screen 207 can view
the content being played interactively in the HMD 102 by
user 100. In another embodiment, another user (e.g. player
2) can interact with the client system 106 to produce second
screen content (SSC). The second screen content produced
by a player also interacting with the controller 104 (or any
type of user interface, gesture, voice, or input), may be
produced as SSC to the client system 106, which can be
displayed on second screen 207 along with the VGC
received from the HMD 102.

[0069] Accordingly, the interactivity by other users who
may be co-located or remote from an HMD user can be
social, interactive, and more immersive to both the HMD
user and users that may be viewing the content played by the
HMD user on a second screen 207. As illustrated, the client
system 106 can be connected to the Internet 210. The
Internet can also provide access to the client system 106 to
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content from various content sources 220. The content
sources 220 can include any type of content that is accessible
over the Internet.

[0070] Such content, without limitation, can include video
content, movie content, streaming content, social media
content, news content, friend content, advertisement con-
tent, etc. In one embodiment, the client system 106 can be
used to simultaneously process content for an HMD user,
such that the HMD is provided with multimedia content
associated with the interactivity during gameplay. The client
system 106 can then also provide other content, which may
be unrelated to the video game content to the second screen.
The client system 106 can, in one embodiment receive the
second screen content from one of the content sources 220,
or from a local user, or a remote user.

[0071] FIG. 3 conceptually illustrates the function of the
HMD 102 in conjunction with an executing video game, in
accordance with an embodiment of the disclosure. The
executing video game is defined by a game engine 320
which receives inputs to update a game state of the video
game. The game state of the video game can be defined, at
least in part, by values of various parameters of the video
game which define various aspects of the current gameplay,
such as the presence and location of objects, the conditions
of a virtual environment, the triggering of events, user
profiles, view perspectives, etc.

[0072] In the illustrated embodiment, the game engine
receives, by way of example, controller input 314, audio
input 316 and motion input 318. The controller input 314
may be defined from the operation of a gaming controller
separate from the HMD 102, such as a handheld gaming
controller (e.g. Sony DUALSHOCK® 4 wireless controller,
Sony PlayStation® Move motion controller) or directional
interface object 104. By way of example, controller input
314 may include directional inputs, button presses, trigger
activation, movements, gestures, or other kinds of inputs
processed from the operation of a gaming controller. The
audio input 316 can be processed from a microphone 302 of
the HMD 102, or from a microphone included in the image
capture device 108 or elsewhere in the local environment.
The motion input 318 can be processed from a motion sensor
300 included in the HMD 102, or from image capture device
108 as it captures images of the HMD 102. The game engine
320 receives inputs which are processed according to the
configuration of the game engine to update the game state of
the video game. The game engine 320 outputs game state
data to various rendering modules which process the game
state data to define content which will be presented to the
user.

[0073] In the illustrated embodiment, a video rendering
module 322 is defined to render a video stream for presen-
tation on the HMD 102. The video stream may be presented
by a display/projector mechanism 310, and viewed through
optics 308 by the eye 306 of the user. An audio rendering
module 304 is configured to render an audio stream for
listening by the user. In one embodiment, the audio stream
is output through a speaker 304 associated with the HMD
102. It should be appreciated that speaker 304 may take the
form of an open air speaker, headphones, or any other kind
of speaker capable of presenting audio.

[0074] In one embodiment, a gaze tracking camera 312 is
included in the HMD 102 to enable tracking of the gaze of
the user. The gaze tracking camera captures images of the
user’s eyes, which are analyzed to determine the gaze
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direction of the user. In one embodiment, information about
the gaze direction of the user can be utilized to affect the
video rendering. For example, if a user’s eyes are deter-
mined to be looking in a specific direction, then the video
rendering for that direction can be prioritized or emphasized,
such as by providing greater detail or faster updates in the
region where the user is looking. It should be appreciated
that the gaze direction of the user can be defined relative to
the head mounted display, relative to a real environment in
which the user is situated, and/or relative to a virtual
environment that is being rendered on the head mounted
display.

[0075] Broadly speaking, analysis of images captured by
the gaze tracking camera 312, when considered alone,
provides for a gaze direction of the user relative to the HMD
102. However, when considered in combination with the
tracked location and orientation of the HMD 102, a real-
world gaze direction of the user can be determined, as the
location and orientation of the HMD 102 is synonymous
with the location and orientation of the user’s head. That is,
the real-world gaze direction of the user can be determined
from tracking the positional movements of the user’s eyes
and tracking the location and orientation of the HMD 102.
When a view of a virtual environment is rendered on the
HMD 102, the real-world gaze direction of the user can be
applied to determine a virtual world gaze direction of the
user in the virtual environment.

[0076] Additionally, a tactile feedback module 326 is
configured to provide signals to tactile feedback hardware
included in either the HMD 102 or another device operated
by the user, such as directional interface object 104. The
tactile feedback may take the form of various kinds of tactile
sensations, such as vibration feedback, temperature feed-
back, pressure feedback, etc. The directional interface object
104 can include corresponding hardware for rendering such
forms of tactile feedback.

[0077] FIG. 4 illustrates adjustment of a beamforming
direction of a transmitter based on prediction of a future
location of an HMD, in accordance with implementations of
the disclosure. In the illustrated implementation, the HMD
102 is shown in a three-dimensional space at an initial
location A. The HMD 102 is capable of being moved in any
direction under the control of a user, and as such it is
desirable to steer the transmission beam towards the HMD
102.

[0078] In some implementations, a motion vector 400 is
determined that is indicative of the current movement of the
HMD 102. The current movement of the HMD can be
determined from data generated by one or more inertial
sensors of the HMD 102, as well as from analyzing captured
images of the HMD (e.g. to track movement of lights or
other recognizable portions of the HMD). In some imple-
mentations, the motion vector 400 is a velocity vector
indicating both a spatial (three-dimensional (3D)) direction
of'the HMD’s movement and a speed of the movement. The
motion vector 400 can be applied to the current location A
of'the HMD to determine a predicted future location B of the
HMD. That is, the future location B is predicted by extrapo-
lating from the current location A using the direction and
speed of movement of the HMD.

[0079] In some implementations, the motion vector 400 is
itself predicted based on a determined acceleration of the
HMD 102. That is the change in the velocity (including
changes in the direction and speed) of the HMD can be
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determined from previously determined velocities of the
HMD at earlier time points, and/or acceleration-sensing
hardware (e.g. one or more accelerometers) defining the
current acceleration of the HMD. This acceleration can be
applied to the immediately preceding motion vector to
determine the motion vector 400, which is applied to the
current location to predict the future location as described
above.

[0080] In the illustrated implementation, the initial beam-
forming direction 402 of the transceiver 110 is directed
towards the initial location A of the HMD as shown. Based
on the predicted future location B of the HMD, the beam-
forming direction is adjusted so as to be directed towards the
future location B, as indicated by the updated beamforming
direction 404. It will be appreciated that the adjustment of
the beamforming direction is performed in a predictive
manner that occurs before the actual future location of the
HMD 102 is known. By anticipating the future location of
the HMD, and predictively steering the beamforming direc-
tion accordingly, the wireless communication between the
transceiver 110 and the HMD 102 can be improved, as the
improved bandwidth that is provided via RF beamforming is
maintained by continually steering its direction towards the
HMD 102.

[0081] It will be appreciated that the beamforming direc-
tion is predictively adjusted, and therefore may or may not
match the actual movement of the HMD to various extents.
However, in accordance with implementations of the dis-
closure, a subsequent predicted location can be determined
from a known current location that is determined based on
the latest available information (e.g. via analysis of captured
images from the camera). Thus, although a given adjusted
beamforming direction may not specifically match the actual
movement of the HMD, a subsequent adjustment of the
beamforming direction will be based, at least in part, on the
actual known location of the HMD, and therefore, the
continual adjustment of the beamforming direction will not
be susceptible to excessive deviation from the actual loca-
tion of the HMD 102.

[0082] Insome implementations, the beamforming update
rate is on the order of about 10 to 100 milliseconds, and
therefore the rate at which the future location of the HMD
is predicted matches that of the beamforming update rate. In
some implementations, the prediction rate is configured to
match the frame rate of the camera, e.g. 60, 120, or 240 Hz
in some implementations. Thus, the prediction will be to
predict the location of the HMD at the next frame.

[0083] Insome implementations, the inertial sensors of the
HMD 102 may have better capabilities for detecting move-
ment than the camera 108. For example, the inertial sensors
may be sensitive to smaller movements than the camera 108,
as the camera may be limited by its resolution (e.g. 720p or
1080p resolutions in some implementations). Furthermore,
the sample rates of the inertial sensors may be significantly
higher than the frame rate of the camera. For example, the
camera may have a frame rate of about 60, 120 or 240 Hz,
while the inertial sensors may have sample rates of over
1000 Hz. Further, the camera may require greater processing
time (e.g. to analyze captured images) to determine location
and/or movement. Thus, the inertial sensors can be more
sensitive to movement with faster transient response that the
camera 108.

[0084] However, the inertial sensors that detect relative
movement can be prone to drift effects over time, and
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therefore are not exclusively relied upon to provide deter-
minations of HMD location. Whereas, the camera 108 is
better suited to provide accurate determinations of the
location of the HMD, as fixed objects in the local environ-
ment can serve as anchors for purposes of determining the
location of the HMD within the local environment.

[0085] Therefore, in various implementations, the use of
inertial sensor data versus image capture data, either sepa-
rately or in combination, can vary over time. For example,
in some implementations, the sample rate of the inertial
sensors may be N times faster than the frame rate of the
camera. Thus, the predicted location of the HMD can be
determined at a rate matching the sample rate of the inertial
sensors, but with every Nth predicted location taking into
account the image capture data from the camera (e.g. to
verify the actual location of the HMD, on the basis of which
the predicted location is determined). It will be appreciated
that with each predicted location of the HMD, the beam-
forming direction of the transceiver 110 can be adjusted
accordingly so as to be directed towards the predicted
location of the HMD. Thus, the adjustments in beamforming
direction may occur at a faster rate than the frame rate of the
camera.

[0086] In related implementations, the rate at which the
predicted locations of the HMD are determined does not
necessarily match the sample rate of the inertial sensors, but
is nonetheless faster than the frame rate of the camera,
and/or faster than the rate at which predicted location
determinations take into account captured image data. It will
be appreciated that the sample rates of the inertial sensors
and frame rates of the camera can be configurable within the
operating ranges of these devices, and that such can be
controlled as necessary to enable location prediction as
discussed.

[0087] In some implementations, the faster sample rate of
the inertial sensors is leveraged to improve determinations
of the motion vector, for example by taking into account the
acceleration of the HMD in real space based on the (addi-
tionally sampled, versus the captured images) inertial sensor
data. The motion vector 400 may thus be better tailored to
match the actual motion of the HMD, and thereby enable
more accurate predicted locations of the HMD.

[0088] In some implementations, the time required to
process and analyze captured image data from the camera is
such that determinations of HMD location using the cap-
tured image data may lag the actual movements of the HMD
to a noticeable extent. Thus, in some implementations, the
captured image data is analyzed to determine the HMD’s
historical location, but not utilized as the current location for
purposes of determining the predicted future location (based
on inertial sensor data). Rather, the analysis of the captured
image data is carried out and utilized to verify the historical
location of the HMD, for example, against a previously
predicted location of the HMD. The current prediction of
HMD location may be adjusted based on such information
if, for example, the previously predicted location of the
HMD differs from the historical location by greater than a
predefined amount.

[0089] Additionally, as discussed in further detail below,
the prediction of HMD location may employ a prediction
model. The accuracy of the prediction model may be evalu-
ated based on comparing the historical location of the HMD,
determined using the captured image data from the camera,
against a previously predicted location for the same time.
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The prediction model may be adjusted based on such a
comparison to provide improved results.

[0090] FIGS. 5A and 5B illustrate adjustment of the beam-
forming angular spread based on HMD movement, in accor-
dance with implementations of the disclosure. It will be
appreciated that in the present disclosure, the beamforming
direction refers to the peak intensity direction of the main
lobe of a beamforming transceiver 110. However, in addition
to adjusting the beamforming direction, the beamforming
angular spread, which is the angular width/spread of the
main lobe, can also be adjusted. The angular spread of an
electromagnetic beam can be defined using various defini-
tions, such as the “full width at half maximum” (FWHM) (or
“half power beam width” (HPBW) definition, which defines
angular spread as the full width of the beam at half its
maximum intensity.

[0091] In some implementations, the angular spread is
adjusted based on the speed of the HMD 102. For example,
at FIG. 5A, the HMD 102 operated by user 100 has a first
speed indicated by the motion vector 500. Accordingly, the
beamforming angular spread of the transceiver 110 is con-
trolled to have an angular spread 502. At FIG. 5B, the HMD
102 operated by user 100 has a second speed indicated by
the motion vector 504, which is faster than the first speed.
Accordingly, the beamforming angular spread of the trans-
ceiver 110 is controlled to have an angular spread 506,
which is wider/greater than the angular spread 502. The
presently described implementation contemplates adjust-
ment of the beamforming spread in manner that is positively
correlated to the speed of the HMD, such that angular spread
increases as HMD speed increases. This is useful for main-
taining wireless connection stability, as the range of possible
future locations of the HMD may tend to be greater when the
HMD’s speed is higher, and therefore a beamforming angu-
lar spread having greater angular width under such circum-
stances is more likely to maintain the HMD within the
spread of the main lobe.

[0092] In arelated implementation, the lateral speed of the
HMD relative to the transceiver is prioritized versus the
speed of the HMD in other directions, for purposes of
determining the beamforming angular spread. It will be
appreciated that when the HMD 102 is moving towards or
away from the transceiver 110, the HMD may be less likely
to move out of the main lobe of the transceiver, as opposed
to when the HMD is moving in a lateral direction relative to
the transceiver. Therefore, in some implementations, lateral
movement of the HMD 102 relative to the transceiver 110 is
considered, and the beamforming angular spread is adjusted
in a positive correlation to the lateral speed.

[0093] In some implementations, the beamforming angu-
lar spread of the transceiver 110 is adjusted as a function of
lateral speed of the HMD relative to the transceiver, to the
exclusion of HMD speed in other non-lateral directions,
such that the angular spread increases as lateral speed
increases. In other implementations, the beamforming angu-
lar spread of the transceiver 110 is adjusted as a function of
speed of the HMD, in a positive correlation such that angular
spread increases as HMD speed increases, but with the
lateral speed of the HMD being weighted more than HMD
speed in other directions for purposes of determining the
angular spread.

[0094] Insome implementations, the distance of the HMD
from the transceiver affects the beamforming angular
spread. For example, when the HMD is closer to the
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transceiver, then movements of the HMD may be more
likely to move the HMD out of the main lobe of the
transceiver, versus when the HMD is further from the
transceiver. Therefore, in some implementations, the beam-
forming angular spread is adjusted in inverse correlation to
distance of the HMD from the transceiver, such that the
angular spread increases as distance of the HMD from the
transceiver decreases.

[0095] In related implementations, the concept can be
applied based on detected movements of the HMD. For
example, in some implementations, the beamforming angu-
lar spread is adjusted based on radial movement of the HMD
towards/away from the transceiver, such that the angular
spread is increased when radial movement of the HMD
towards the transceiver is detected, and the angular spread is
decreased when radial movement of the HMD away from
the transceiver is detected. Furthermore, the amount of the
increase or decrease in angular spread can be positively
correlated to the speed of the HMD’s radial movement
towards or away from the transceiver, respectively.

[0096] FIG. 5C is a graph illustrating beamforming angu-
lar spread of a transceiver versus speed of an HMD, in
accordance with implementations of the disclosure. Broadly
speaking, the angular spread is positively correlated to the
speed of the HMD, such that as HMD speed increases, so
does the angular spread of the transceiver. However, below
a certain minimum speed, the angular spread is maintained
at a minimum value. And above a certain maximum speed,
the angular spread is maintained at a maximum value. In
some implementations, the speed of the HMD is specifically
the lateral speed of the HMD relative to the transceiver. It
will be appreciated that in accordance with the principles of
the present disclosure, the speed of the HMD may be a
predicted speed, e.g. based on factors such as a current speed
and/or acceleration, and that the adjustment of the angular
spread based on speed can thus be performed in a predictive
manner.

[0097] FIG. 5D is a graph illustrating beamforming angu-
lar spread of a transceiver versus radial distance of the HMD
from the transceiver. As shown, the angular spread generally
inversely correlated to the radial distance of the HMD from
the transceiver, with angular spread generally decreasing as
the radial distance increases. However, below a certain
minimum radial distance, the angular spread is maintained at
a maximum value. And above a certain maximum radial
distance the angular spread is maintained at a minimum
value. It will be appreciated that in accordance with the
principles of the present disclosure, the radial distance of the
HMD from the transceiver may be a predicted radial dis-
tance, e.g. based on various factors such as current move-
ment and acceleration, and that the adjustment of the angular
spread based on radial distance can thus be performed in a
predictive manner.

[0098] In some implementations, the angular spread can
be determined based on other factors, such as data rate. FIG.
5E is graph illustrating beamforming angular spread of a
transceiver versus transmission data rate, in accordance with
implementations of the disclosure. Broadly speaking, the
angular spread is inversely correlated to the transmission
data rate, so that angular spread decreases as the data rate
increases. A narrower angular spread can provide higher
bandwidth, albeit over a narrower width. Thus, by changing
the angular spread as a function of data rate in this manner,
there is a tradeoff between the available bandwidth when the

Mar. 26, 2020

signal is properly directed towards the HMD, and the
wireless connection’s tolerance to movement of the HMD.
In some implementations, below a certain minimum data
rate, the angular spread is maintained at a maximum value.
And above a certain maximum data rate, the angular spread
is maintained at a minimum value.

[0099] The above-described implementations which relate
to adjustment of the beamforming angular spread are pro-
vided by way of example, without limitation. Further imple-
mentations falling within the scope of the present disclosure
are encompassed by the combination of any of the foregoing
implementations which are not exclusive of each other.
[0100] In some implementations, the beamforming direc-
tion and/or angular spread can be adjusted based on the gaze
direction of the user. FIGS. 6A, 6B, and 6C illustrate a
scenario wherein the beamforming direction is adjusted
based on the gaze direction of the user 100, in accordance
with implementations of the disclosure. FIG. 6 A shows an
overhead view of the user 100 wearing the HMD 102. The
user 100 is shown having a gaze direction 600. The trans-
ceiver 110 is configured to have a beamforming direction
602 that is directed towards the HMD 102. It will be
appreciated that the angular spread of the transceiver is
approximately centered about the HMD 102.

[0101] At FIG. 6B, the user 100 has moved his gaze
direction to the right to a gaze direction 606. A change in the
gaze direction of the user 100 may be indicative that the user
is about to move, for example, approximately in the direc-
tion of the new gaze direction. Therefore, in accordance with
some implementations, the beamforming direction of the
transceiver 110 is adjusted in response to changes in the
user’s gaze direction. With continued reference to FIG. 6B,
as the gaze direction 606 has moved to the right of the user
100, so the beamforming direction 608 is moved in a similar
direction, being responsively changed to an updated beam-
forming direction 608. Though the beamforming direction
608 is changed, its angular spread 610 is such that the HMD
102 is still located within the main lobe, so as to maintain the
wireless connection with the HMD, as the HMD has not
actually moved to a new location yet. It will be appreciated
that the beamforming direction has been predictively moved
based on changes in the user’s gaze direction. While the
HMD’s location has not changed, the beamforming direc-
tion may be predictively adjusted, but within a range that
maintains the HMD 102 within the angular spread of the
transceiver 110.

[0102] At FIG. 6C, the user 100 has further moved his
gaze direction to a gaze direction 612, by for example,
additionally rotating his head. The user then moves to a new
location indicated by ref. 614. As the user 100 moves, the
beamforming direction of the transceiver is predictively
moved to the direction 616, so as to maintain a strong
wireless connection.

[0103] In some implementations, the gaze direction of the
user (and/or changes thereof) is another factor that can be
considered for purposes of predicting a future location of the
HMD. The gaze direction can be weighted in combination
with the additionally described factors for determining a
predicted future location, and the beamforming direction can
be adjusted accordingly. Furthermore, in additional imple-
mentations, the gaze direction of the user can be applied to
affect the beamforming angular spread.

[0104] Insome implementations, the location of the HMD
can be tracked over time, and a distribution of the locations



US 2020/0097075 Al

of the HMD within an interactive environment can be
determined. Future locations of the HMD can be deter-
mined, at least in part, based on the historical location
distribution of the HMD.

[0105] FIG. 7 illustrates an overhead view of a room 700
showing location distribution of an HMD, in accordance
with implementations of the disclosure. The room 700
defines an interactive real environment in which the HMD is
operated by the user, and in which the camera 108 and the
transceiver 110 are disposed. The lines 704a-¢ and 706a-d
are isometric location distribution lines based on historical
locations of the HMD in the room 700. That is, the locations
of the HMD during interactivity have been tracked over
time, e.g. by recording the location of the HMD at periodic
intervals, and the distribution of the locations in the room
700 are such that the density (number of occurrences per unit
area) or frequency or probability of occurrence is the same
or approximately the same along a given one of the lines
704a-¢ or 706a-d. In the illustrated implementation, the
highest isometric value illustrated is that of the lines 704a
and 7064, with diminishing values for the lines 7045, ¢, and
d, as well as for lines 7065, ¢, and d. In the illustrated
implementation, the line 704¢ represents the lowest isomet-
ric value that is illustrated.

[0106] It will be appreciated that the regions 708 and 710
exhibit the highest distribution density of locations for the
HMD. In other words, the HMD has a statistically higher
probability of being located in a unit area of the regions 708
and 710 versus other being located in a unit area of other
regions of the room 700. In the illustrated implementation,
a couch/chair 702 is shown in the room 700. The region 710
and surrounding regions correspond to a centrally seated
location on the couch 702, as the user may spend significant
amounts of time using the HMD while seated on the couch
702. The region 708 and surrounding regions are front of the
couch, and thus may indicate regions where the user is
standing in front of the couch while using the HMD.

[0107] In some implementations, the location distribution
is utilized as a factor for determining the predicted future
location of the HMD. For example, a probability or weight
can be determined as a function of location that is indicative
of the likelihood of the HMD being located at that location,
and this can be used as a factor for determining the predicted
future location of the HMD.

[0108] In arelated implementation, for a given interactive
application, HMD location/movement patterns across a plu-
rality of users can be determined, for example by recording
location/movement information for a plurality of HMD’s
and uploading such information to a server for processing
and analysis. The location/movement information is corre-
lated to the state of the interactive application, and thus
HMD location/movement patterns for a given state of the
interactive application (e.g. at a particular temporal or
geographical location within a virtual environment defined
by the interactive application) can be determined. This can
provide crowd-sourced data regarding HMD location and
movement for specific application states, which can be
utilized to predict future locations and movements of a
particular user’s HMD during interaction with the interac-
tive application.

[0109] FIG. 8 conceptually illustrates the use of a predic-
tion model to determine beamforming parameters, in accor-
dance with implementations of the disclosure. The predic-
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tion model 800 is configured to predict a future location
and/or movement (e.g. velocity, acceleration) of the HMD
using one or more inputs.

[0110] By way of example, such inputs can include any of
the following: motion data 808 (e.g. velocity (direction and
speed), acceleration, rotation, etc.), location data 810 (e.g.
3D coordinates, relative location information, historical
location information, etc.), gaze direction 812, user biomet-
rics 814 (e.g. height, weight, heart rate, respiration, pupil
dilation, etc.), user profile/history (e.g. user preferences, user
movement/gesture patterns, etc.), and application state 818
(e.g. application variable states, virtual object states, etc.).

[0111] Based on the output of the prediction model, beam-
forming parameters of the transceiver are adjusted (ref. 802),
which can include adjustment of the direction and/or angular
spread of the main lobe. It will be appreciated that the
beamforming of the transceiver is predictively adjusted so
that the beamforming adjustments can occur simultaneous
with or even prior to the actual movements of the HMD, so
as to ensure that the HMD remains within the beamforming
main lobe and is provided with a consistently strong wireless
connection.

[0112] At operation 804, feedback data can be processed
to evaluate the effectiveness of the beamforming adjust-
ments and/or the prediction model’s accuracy. In some
implementations, the feedback data includes signal quality
measurements from the transceiver. By way of example,
such signal quality measurements can include signal
strength, signal-to-noise ratio, bandwidth, errors, or other
measures of the quality of the wireless signal transmitted by
the transceiver and received by the HMD. By evaluating the
signal quality of the transceiver, the effectiveness of the
beamforming adjustments and/or the accuracy of the pre-
diction model can be evaluated.

[0113] In some implementations, the feedback data
includes location and/or movement data indicating the actual
locations and/or movements of the HMD, which can be
compared to predicted locations/movements generated by
the prediction model, to evaluate the accuracy of the pre-
diction model.

[0114] Based on the above, then at operation 806, the
prediction model 800 can be adjusted to improve its accu-
racy. In some implementations, machine learning techniques
can be applied to improve the prediction model.

[0115] FIG. 9 illustrates a method for adjusting beamform-
ing parameters using a predicted future location, in accor-
dance with implementations of the disclosure. At method
operation 900, images of a real-world interactive environ-
ment including the HMD are captured by a camera. At
method operation 902, inertial movements of the HMD are
sensed by one or more inertial sensors of the HMD. At
method operation 904, the current location of the HMD is
determined based at least in part on one or both of the sensed
inertial movements of the HMD and the captured images of
the HMD.

[0116] At method operation 906, a motion vector is gen-
erated based at least in part on one or both of the sensed
inertial movements of the HMD and the captured images of
the HMD. At method operation 908, a future location of the
HMD is predicted using the motion vector and the current
location of the HMD. At method operation 910, one or more
beamforming parameters of the transceiver, such as direc-
tion and/or angular spread, are adjusted based on the pre-
dicted future location of the HMD.
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[0117] Though in the present disclosure, implementations
have generally been described with reference to predicting a
future location of the HMD and steering an RF beamforming
direction towards the predicted future location, it should be
appreciated that in some implementations, a specific future
location is not necessarily determined. But rather, the adjust-
ment of the beamforming direction in a predictive manner is
achieved based on the various input parameters without
specifically determining or identifying a particular future
location. It will be appreciated that the beamforming direc-
tion in such implementations will be predictively steered in
a manner based on the inputs that would be towards a
predicted future location if such was determined.

[0118] FIG. 10 conceptually illustrates a system for pro-
viding wireless communication between a computer and a
HMD, in accordance with implementations of the disclo-
sure. The computer 106 is connected to a camera 108 and a
transceiver 110. As noted, the camera 108 and the trans-
ceiver 110 may be part of the same device in some imple-
mentations, or separate devices in other implementations.
The camera 108 includes a controller 1026 that is configured
to process instructions received from the computer 106 to
control the camera’s operating parameters, e.g. aperture,
sensor gain, etc. The transceiver 110 includes a controller
1028 that is configured to process instructions from the
computer 106 to control the operation of the transceiver 110
including control of the transceiver’s transmitter 1030 and
receiver 1032. It will be appreciated that the transmitter
1030 and receiver 1032 can be configured to effect beam-
forming in accordance with the principles of the present
disclosure.

[0119] Broadly speaking the computer 106 executes an
interactive application 1016 (e.g. a video game) to generate
video data (including image and audio data) that is wire-
lessly transmitted to the HMD 102 for rendering to the
display 1048 of the HMD 102. The beamforming direction
and/or spread of the transceiver 110 are adjusted so as to
maintain wireless coverage and directionality towards the
HMD. The HMD includes various inertial sensors 1038, for
example including one or more accelerometers 1040, gyro-
scopes 1042, and magnetometers 1044. Data processed from
the inertial sensors 1038 is communicated by the HMD to
the computer 106, via transmission from the HMD’s trans-
ceiver 1034 to the transceiver 110. The computer 106
includes sensor data processor 1000 that is configured to
process the inertial sensor data from the HMD, e.g. to
determine or identify movements of the HMD.

[0120] The camera 108 is configured to capture images of
the interactive real environment in which the user operates
the HMD. The captured images by the camera 108 are
processed by the image analyzer 1002, e.g. to identify the
HMD, such as by identifying lights 1046 of the HMD 102.
[0121] Tracking logic 1004 is configured to further ana-
lyze, and identify and/or quantify the location, orientation,
and/or movement of the HMD. To this end a location
analyzer 1006 is configured to determine the location of the
HMD based on the inertial sensor data and the captured
image data. An orientation analyzer is configured to deter-
mine the orientation of the HMD based on the inertial sensor
data and the captured image data. A motion analyzer is
configured to determine the motion of the HMD based on the
inertial sensor data and the captured image data.

[0122] Prediction logic 1018 uses a model to predict a
future location and/or movement of the HMD 102 based on
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various inputs such as the aforementioned location, orien-
tation and movement of the HMD 102. In some implemen-
tations, the prediction logic 1018 uses additional inputs such
as user settings 1014 or information from the interactive
application 1016. For example, the interactive application
1016 may provide information regarding future expected
locations or movements of the HMD, based on the current
state of the interactive application. A beamforming proces-
sor 1020 is configured to determine beamforming param-
eters and adjustments thereto, based on the predicted future
locations and/or movements of the HMD. A direction pro-
cessing module 1022 is configured to determine the beam-
forming direction, and adjustments thereto, of the trans-
ceiver 110. A spread processing module 1024 is configured
to determine the angular spread, and adjustments thereto, of
the transceiver 110. The updated beamforming parameters
are communicated to the controller 1028 of the transceiver
110, which effects adjustment of the parameters of the
transceiver, such as steering/updating the beamforming
direction to an updated direction, and/or updating the angu-
lar spread.

[0123] Insome implementations, the HMD 102 includes a
signal analyzer 1036 that is configured to evaluate the
quality of the signal received from the transceiver 110. For
example, signal analyzer 1036 may analyze the wireless
signal from the transceiver 110 to determine its signal
strength. This information can be provided back to the
computer 106 as feedback, to enable evaluation of whether
a strong signal is being maintained and the predictive
adjustment of beamforming direction and angular spread is
effective. In some implementations, the feedback data is
provided via a separate communication channel and/or a
separate communication protocol/context than that utilized
for the transmission of the video data to the HMD 102. For
example, in some implementations, the feedback data is
transmitted over the network 112 from the HMD to the
computer 106 (rather than being transmitted via the trans-
ceiver 110). By way of example, the network 112 may
include a wireless router or other wireless networking device
through which the HMD 102 wirelessly accesses the net-
work 112. The computer 106 may also access the network
106 through either a wired or wireless connection.

[0124] The use of an alternate communications protocol/
context for purposes of providing the feedback data is
beneficial in case wireless connection via the transceiver 110
is lost, in which case an alternate path for communication
back to the computer 106 is possible. It will be appreciated
that the bandwidth requirement for the transmission of
feedback data, and other types of data, can be significantly
less than that required for transmission of video data. Thus,
transmission of the feedback data over a communications
context with less bandwidth (e.g. than that used to transmit
video data to the HMD), for example a conventional WiFi
network connection, can be sufficient for such purposes.

[0125] Insome implementations, the transmission of feed-
back data occurs over a separate frequency band than that
used for the wireless transmission of video data to the HMD.
For example, the video data may be transmitted to the HMD
over a 60 GHz frequency band, whereas the feedback data
is transmitted over different frequency band, e.g. a 2.4 GHz
or 5 GHz band. It will be appreciated that in such imple-
mentations, the transmitter 1030 of the transceiver 110 and
the corresponding receiver of the HMD’s transceiver 1034
are configured to operate at 60 GHz, whereas the receiver



US 2020/0097075 Al

1032 of the transceiver 110 and the corresponding transmit-
ter of the HMD’s transceiver 1034 are configured to operate
at a different frequency band.

[0126] As has been noted, in some implementations beam-
forming is applied by the transceiver 110 for both transmis-
sion and reception purposes. However, in some implemen-
tations, beamforming can be applied selectively by the
transceiver 110 for transmission only, while no beamform-
ing is applied for reception. In this manner, communication
from the HMD back to the transceiver is more likely to be
maintained even if transmission to the HMD is compro-
mised or lost (e.g. due to failure of the main lobe to
adequately track the HMD). In other implementations,
beamforming can be applied in different ways for transmis-
sion versus reception. For example, the angular spread of the
beamforming for reception by the transceiver 110 may be
configured to be greater than the angular spread of the
beamforming for transmission by the transceiver 110. This
can afford greater signal stability for receiving communica-
tion from the HMD (versus transmission to the HMD) while
still providing some benefit in terms of reception direction-
ality.

[0127] In still further implementations, the quality of
signal reception by the transceiver 110 can serve as addi-
tional feedback data that is indicative of whether the beam-
forming direction of the transceiver is being effectively
steered towards the HMD.

[0128] Implementations of the disclosure employ beam-
forming as a signal processing technique to achieve direc-
tional signal transmission and/or reception. Beamforming
technology entails operation of a phased array of transmis-
sion or reception elements to purposely produce constructive
interference in a desired direction and over a desired angular
width. Beamforming can be used to achieve spatial selec-
tivity for both transmission and reception. Broadly speaking,
transmission beamforming entails control of the phase and
relative amplitude of the signal at each of a plurality of
spatially separated antennas, whereas reception beamform-
ing entails combining signals received from such antennas
that have been phase and amplitude adjusted. A basic
discussion of beamforming can found with reference to “A
Primer on Digital Beamforming,” Toby Haynes, Spectrum
Signal Processing, Mar. 26, 1998 (http://www.spectrumsig-
nal.com/publications/beamform_primer.pdf), the disclosure
of which is incorporated by reference.

[0129] Though implementations have generally been
described with reference to use of inertial data and captured
image data for purposes of determining location and move-
ment of the HMD, it should be appreciated that the prin-
ciples of the present disclosure can be applied with any
known method for determining location/orientation and/or
movement of an HMD. For example, in some implementa-
tions, the HMD includes one or more outward facing cam-
eras which can be utilized for movement and position
tracking, e.g. using simultaneous localization and mapping
(SLAM) techniques as are known in the art. In some
implementations, recognizable objects (e.g. emitters (e.g.
RF, IR, visible spectrum, laser, ultrasonic, magnetic, etc.),
lights, reflective objects, tags, shaped objects, patterns, etc.)
can be positioned in the local environment to assist in such
tracking. Such objects can be detected by appropriate sen-
sors mounted on the HMD (e.g. camera, photo sensing
diode, magnetic sensor, microphone, etc.). It will be appre-
ciated that such sensors can include one or more sensors
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distributed about the HMD, or an array of sensors in a
predefined configuration that can be operated in concert to
enable localization and tracking of the HMD. Any known
method for localization and tracking of the HMD can be
applied to enable predictive RF beamforming in accordance
with the principles of the present disclosure, to enable a fully
wirelessly operated HMD. All such implementations are not
described in detail herein, but will be readily apparent to
those skilled in the art and understood as part of the present
disclosure.

[0130] FIG. 11A is a schematic diagram showing compo-
nents of a beamforming transmitter, such as the transmitter
1030 of the transceiver 110, in accordance with implemen-
tations of the disclosure. An encoder 1100 is configured to
receive and encode information for wireless transmission
(e.g. video data for transmission to the HMD). The encoder
1100 may format or otherwise process the information for
transmission, e.g. performing block encoding, compression,
adding redundancy for error reduction, etc. A modulator
1102 transforms the encoded data into a waveform, for
example by mapping binary digits to a carrier frequency
(e.g. pulse amplitude modulation (PAM), phase-shift keying
(PSK), etc.). In some implementations, a carrier frequency is
generated by a carrier oscillator 1104. Though not specifi-
cally shown, in some implementations, the waveform gen-
erated by the modulator can be frequency upconverted
and/or amplified.

[0131] The waveform is provided to a beamformer 1106,
which feeds the waveform in parallel to a plurality of
amplitude adjusters 1108a-d, and to a plurality of phase
shifters 1110a-d. The amplitude adjusters and phase shifters
enable individual adjustment/tuning of the amplitude and
phase of the waveform for each antenna 1116a-d of an
antenna array 1114. Corresponding amplifiers 1112a-d are
provided to amplify the adjusted waveform for transmission
via the antennas 1116a-d. The antennas 1116a-d of the
antenna array 1114 are spatially arranged in a predefined
configuration. As noted, the transmission of the phase and
amplitude adjusted signals from the antennas of the antenna
array produces a wavefront having a pattern of constructive
and destructive interference that produces the desired beam-
forming effect.

[0132] FIG. 11B is a schematic diagram showing compo-
nents of a beamforming receiver, such as the receiver 1032
of the transceiver 110, in accordance with implementations
of'the disclosure. An antenna array 1120 includes a plurality
of antennas 1122a-d. The signals received by the antenna
array 1120 are fed to a beamformer 1124, which individually
adjusts, for each antenna, the phase and amplitude of the
received signal via a plurality of phase adjusters 1126a and
amplitude adjusters 1128a. The adjusted signals are then
combined via a combiner 1130, which may also amplify the
combined signal. Though not specifically shown, in some
implementations, the combined signal can be frequency
downconverted and/or separately amplified.

[0133] A demodulator 1132 demodulates the combined
signal to extract the encoded data, and a decoder 1134
decodes the encoded data to extract the original information.
[0134] In some implementations, the antenna array 1114
(transmitter antenna array) and the antenna array 1120
(receiver antenna array) are separate devices. However, in
other implementations, the antenna arrays 1114 and 1120 are
the same device, with, for example, a diplexer configured to
divert transmission and reception signals appropriately. In
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various implementations, the antenna arrays may be
microstrip/patch antenna arrays or other types of antenna
arrays having a plurality of antennas positioned in a pre-
defined configuration to enable beamforming in accordance
with the principles of the present disclosure. Patch antennas
as are known in the art may have tens to hundreds of
individual antenna elements.

[0135] In some implementations, wireless communication
in accordance with the principles of the present disclosure
(e.g. for transmission of video data to an HMD) occurs over
a 60 GHz frequency band. In some implementations, wire-
less communication takes place over other frequency bands,
and may further utilize a combination of different frequency
bands.

[0136] FIG. 12A conceptually illustrates a HMD having a
plurality of antenna arrays, in accordance with implemen-
tations of the disclosure. As shown, the HMD includes an
antenna array 1200 positioned at the front of the HMD 102,
an antenna array 1202 positioned at the top of the HMD 102,
an antenna array 1206 positioned at a side of the HMD 102,
and an antenna array 1208 positioned at the rear of the HMD
102. The antenna arrays are connected to a selector 1210 that
governs which of the antenna arrays is active for purposes of
signal reception and/or signal transmission by the trans-
ceiver 1034. As the user 100 moves in the interactive real
environment, the HMD’s location and orientation may
change, thereby changing which of the antenna arrays is
optimally positioned. In some implementations, the opti-
mally positioned antenna array may be the antenna array that
is nearest to the transceiver or which offers the best line-
of-sight to the transceiver. Accordingly, the selector 1210
can be configured to switch between the various antenna
arrays, selecting the one that is most optimally positioned. In
some implementations, the selector 1210 is configured to
continuously measure the reception signal strength from
each of the antenna arrays 1200, 1202, 106, and 1208, and
determine which provides the highest signal strength, and if
necessary, then switch from using a current one of the
antenna arrays to using the antenna array that provides the
highest signal strength.

[0137] Shown at ref. 1204 is an expanded representation
of one antenna array. Each antenna array can include mul-
tiple individual antenna elements 1205.

[0138] FIGS.12B,12C, and 12D illustrate overhead views
of an HMD in an interactive real environment, illustrating
switching of active antenna arrays on an HMD, in accor-
dance with implementations of the disclosure. At FIG. 12B,
the front of HMD 102 is facing towards the transceiver 110.
In accordance with implementations of the disclosure, the
transceiver 110 has a beamforming direction 1220 that is
directed towards the antenna array 1200, which is the
currently active antenna array of the HMD, from which
received signals are processed to extract/decode video data
for rendering on the HMD. The additional antenna arrays
12064, 12065, and 1208 are currently in an inactive state,
meaning that signals received from these antenna arrays are
not specifically processed for video rendering as is the case
for the antenna array 1200. However, the signals of the
antenna arrays 1206a/b and 1208 may still be monitored to,
for example, determine their signal strength to determine
which of the antenna arrays is optimally positioned at a
given moment.

[0139] At FIG. 12C the HMD has rotated in a clockwise
direction, thus moving the antenna array 1200. The trans-
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ceiver is accordingly adjusted to have a beamforming direc-
tion 1222 that is towards the antenna array 1200, and may
have been predictively steered in accordance with the prin-
ciples discussed herein. The antenna array 1200 remains as
the active antenna array, while the others are inactive.

[0140] However, at FIG. 12D, the HMD 102 has rotated to
a point wherein the antenna array 12064 is now the nearest,
and provides the most unobstructed line-of-sight, to the
transceiver 110. Therefore, the active antenna array is
switched from the antenna array 1200 to the antenna array
1206a. Additionally, the beamforming direction of the trans-
ceiver is redirected towards the newly active antenna array
1206a instead of the array 1200.

[0141] It will be appreciated that in some implementa-
tions, the orientation of the HMD in the interactive envi-
ronment (e.g. relative to the transceiver) can be determined
using the inertial data and captured image data as previously
described. The orientation of the HMD can then be utilized
to determine which of the antenna arrays is most optimal for
signal reception by the HMD. Additionally, the presently
described antenna switching scheme can be performed in a
predictive manner, such that antenna arrays are activated or
deactivated based on predicted future orientations of the
HMD.

[0142] With reference to FIG. 13, a diagram illustrating
components of a head-mounted display 102 is shown, in
accordance with an embodiment of the disclosure. The
head-mounted display 102 includes a processor 1300 for
executing program instructions. A memory 1302 is provided
for storage purposes, and may include both volatile and
non-volatile memory. A display 1304 is included which
provides a visual interface that a user may view. A battery
1306 is provided as a power source for the head-mounted
display 102. A motion detection module 1308 may include
any of various kinds of motion sensitive hardware, such as
a magnetometer 1310, an accelerometer 1312, and a gyro-
scope 1314.

[0143] An accelerometer is a device for measuring accel-
eration and gravity induced reaction forces. Single and
multiple axis models are available to detect magnitude and
direction of the acceleration in different directions. The
accelerometer is used to sense inclination, vibration, and
shock. In one embodiment, three accelerometers 1312 are
used to provide the direction of gravity, which gives an
absolute reference for two angles (world-space pitch and
world-space roll).

[0144] A magnetometer measures the strength and direc-
tion of the magnetic field in the vicinity of the head-mounted
display. In one embodiment, three magnetometers 1310 are
used within the head-mounted display, ensuring an absolute
reference for the world-space yaw angle. In one embodi-
ment, the magnetometer is designed to span the earth
magnetic field, which is £80 microtesla. Magnetometers are
affected by metal, and provide a yaw measurement that is
monotonic with actual yaw. The magnetic field may be
warped due to metal in the environment, which causes a
warp in the yaw measurement. If necessary, this warp can be
calibrated using information from other sensors such as the
gyroscope or the camera. In one embodiment, accelerometer
1312 is used together with magnetometer 1310 to obtain the
inclination and azimuth of the head-mounted display 102.
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[0145] In some implementations, the magnetometers of
the head-mounted display are configured so as to be read
during times when electromagnets in other nearby devices
are inactive.

[0146] A gyroscope is a device for measuring or main-
taining orientation, based on the principles of angular
momentum. In one embodiment, three gyroscopes 1314
provide information about movement across the respective
axis (X, y and z) based on inertial sensing. The gyroscopes
help in detecting fast rotations. However, the gyroscopes can
drift overtime without the existence of an absolute reference.
This requires resetting the gyroscopes periodically, which
can be done using other available information, such as
positional/orientation determination based on visual track-
ing of an object, accelerometer, magnetometer, etc.

[0147] A camera 1316 is provided for capturing images
and image streams of a real environment. More than one
camera may be included in the head-mounted display 102,
including a camera that is rear-facing (directed away from a
user when the user is viewing the display of the head-
mounted display 102), and a camera that is front-facing
(directed towards the user when the user is viewing the
display of the head-mounted display 102). Additionally, a
depth camera 1318 may be included in the head-mounted
display 102 for sensing depth information of objects in a real
environment.

[0148] The head-mounted display 102 includes speakers
1320 for providing audio output. Also, a microphone 1322
may be included for capturing audio from the real environ-
ment, including sounds from the ambient environment,
speech made by the user, etc. The head-mounted display 102
includes tactile feedback module 1324 for providing tactile
feedback to the user. In one embodiment, the tactile feed-
back module 1324 is capable of causing movement and/or
vibration of the head-mounted display 102 so as to provide
tactile feedback to the user.

[0149] LEDs 1326 are provided as visual indicators of
statuses of the head-mounted display 102. For example, an
LED may indicate battery level, power on, etc. A card reader
1328 is provided to enable the head-mounted display 102 to
read and write information to and from a memory card. A
USB interface 1330 is included as one example of an
interface for enabling connection of peripheral devices, or
connection to other devices, such as other portable devices,
computers, etc. In various embodiments of the head-
mounted display 102, any of various kinds of interfaces may
be included to enable greater connectivity of the head-
mounted display 102.

[0150] A WiFi module 1332 is included for enabling
connection to the Internet or a local area network via
wireless networking technologies. Also, the head-mounted
display 102 includes a Bluetooth module 1334 for enabling
wireless connection to other devices. A communications link
1336 may also be included for connection to other devices.
In one embodiment, the communications link 1336 utilizes
infrared transmission for wireless communication. In other
embodiments, the communications link 1336 may utilize
any of various wireless or wired transmission protocols for
communication with other devices.

[0151] Input buttons/sensors 1338 are included to provide
an input interface for the user. Any of various kinds of input
interfaces may be included, such as buttons, touchpad,
joystick, trackball, etc. An ultra-sonic communication mod-
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ule 1340 may be included in head-mounted display 102 for
facilitating communication with other devices via ultra-
sonic technologies.

[0152] Bio-sensors 1342 are included to enable detection
of physiological data from a user. In one embodiment, the
bio-sensors 1342 include one or more dry electrodes for
detecting bio-electric signals of the user through the user’s
skin.

[0153] A video input 1344 is configured to receive a video
signal from a primary processing computer (e.g. main game
console) for rendering on the HMD. In some implementa-
tions, the video input is an HDMI input.

[0154] The foregoing components of head-mounted dis-
play 102 have been described as merely exemplary compo-
nents that may be included in head-mounted display 102. In
various embodiments of the disclosure, the head-mounted
display 102 may or may not include some of the various
aforementioned components. Embodiments of the head-
mounted display 102 may additionally include other com-
ponents not presently described, but known in the art, for
purposes of facilitating aspects of the present disclosure as
herein described.

[0155] FIG. 14 is a block diagram of a Game System 1400,
according to various embodiments of the disclosure. Game
System 1400 is configured to provide a video stream to one
or more Clients 1410 via a Network 1415. Game System
1400 typically includes a Video Server System 1420 and an
optional game server 1425. Video Server System 1420 is
configured to provide the video stream to the one or more
Clients 1410 with a minimal quality of service. For example,
Video Server System 1420 may receive a game command
that changes the state of or a point of view within a video
game, and provide Clients 1410 with an updated video
stream reflecting this change in state with minimal lag time.
The Video Server System 1420 may be configured to pro-
vide the video stream in a wide variety of alternative video
formats, including formats yet to be defined. Further, the
video stream may include video frames configured for
presentation to a user at a wide variety of frame rates.
Typical frame rates are 30 frames per second, 60 frames per
second, and 120 frames per second. Although higher or
lower frame rates are included in alternative embodiments of
the disclosure.

[0156] Clients 1410, referred to herein individually as
1410A, 1410B, etc., may include head mounted displays,
terminals, personal computers, game consoles, tablet com-
puters, telephones, set top boxes, kiosks, wireless devices,
digital pads, stand-alone devices, handheld game playing
devices, and/or the like. Typically, Clients 1410 are config-
ured to receive encoded video streams, decode the video
streams, and present the resulting video to a user, e.g., a
player of a game. The processes of receiving encoded video
streams and/or decoding the video streams typically includes
storing individual video frames in a receive buffer of the
Client. The video streams may be presented to the user on a
display integral to Client 1410 or on a separate device such
as a monitor or television. Clients 1410 are optionally
configured to support more than one game player. For
example, a game console may be configured to support two,
three, four or more simultancous players. Each of these
players may receive a separate video stream, or a single
video stream may include regions of a frame generated
specifically for each player, e.g., generated based on each
player’s point of view. Clients 1410 are optionally geo-
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graphically dispersed. The number of clients included in
Game System 1400 may vary widely from one or two to
thousands, tens of thousands, or more. As used herein, the
term “game player” is used to refer to a person that plays a
game and the term “game playing device” is used to refer to
a device used to play a game. In some embodiments, the
game playing device may refer to a plurality of computing
devices that cooperate to deliver a game experience to the
user. For example, a game console and an HMD may
cooperate with the video server system 1420 to deliver a
game viewed through the HMD. In one embodiment, the
game console receives the video stream from the video
server system 1420, and the game console forwards the
video stream, or updates to the video stream, to the HMD for
rendering.

[0157] Clients 1410 are configured to receive video
streams via Network 1415. Network 1415 may be any type
of communication network including, a telephone network,
the Internet, wireless networks, powerline networks, local
area networks, wide area networks, private networks, and/or
the like. In typical embodiments, the video streams are
communicated via standard protocols, such as TCP/IP or
UDP/IP. Alternatively, the video streams are communicated
via proprietary standards.

[0158] A typical example of Clients 1410 is a personal
computer comprising a processor, non-volatile memory, a
display, decoding logic, network communication capabili-
ties, and input devices. The decoding logic may include
hardware, firmware, and/or software stored on a computer
readable medium. Systems for decoding (and encoding)
video streams are well known in the art and vary depending
on the particular encoding scheme used.

[0159] Clients 1410 may, but are not required to, further
include systems configured for modifying received video.
For example, a Client may be configured to perform further
rendering, to overlay one video image on another video
image, to crop a video image, and/or the like. For example,
Clients 1410 may be configured to receive various types of
video frames, such as I-frames, P-frames and B-frames, and
to process these frames into images for display to a user. In
some embodiments, a member of Clients 1410 is configured
to perform further rendering, shading, conversion to 3-D, or
like operations on the video stream. A member of Clients
1410 is optionally configured to receive more than one audio
or video stream. Input devices of Clients 1410 may include,
for example, a one-hand game controller, a two-hand game
controller, a gesture recognition system, a gaze recognition
system, a voice recognition system, a keyboard, a joystick,
a pointing device, a force feedback device, a motion and/or
location sensing device, a mouse, a touch screen, a neural
interface, a camera, input devices yet to be developed,
and/or the like.

[0160] The video stream (and optionally audio stream)
received by Clients 1410 is generated and provided by Video
Server System 1420. As is described further elsewhere
herein, this video stream includes video frames (and the
audio stream includes audio frames). The video frames are
configured (e.g., they include pixel information in an appro-
priate data structure) to contribute meaningfully to the
images displayed to the user. As used herein, the term “video
frames” is used to refer to frames including predominantly
information that is configured to contribute to, e.g. to effect,
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the images shown to the user. Most of the teachings herein
with regard to “video frames” can also be applied to “audio
frames.”

[0161] Clients 1410 are typically configured to receive
inputs from a user. These inputs may include game com-
mands configured to change the state of the video game or
otherwise affect game play. The game commands can be
received using input devices and/or may be automatically
generated by computing instructions executing on Clients
1410. The received game commands are communicated
from Clients 1410 via Network 1415 to Video Server System
1420 and/or Game Server 1425. For example, in some
embodiments, the game commands are communicated to
Game Server 1425 via Video Server System 1420. In some
embodiments, separate copies of the game commands are
communicated from Clients 1410 to Game Server 1425 and
Video Server System 1420. The communication of game
commands is optionally dependent on the identity of the
command. Game commands are optionally communicated
from Client 1410A through a different route or communi-
cation channel that that used to provide audio or video
streams to Client 1410A.

[0162] Game Server 1425 is optionally operated by a
different entity than Video Server System 1420. For
example, Game Server 1425 may be operated by the pub-
lisher of a multiplayer game. In this example, Video Server
System 1420 is optionally viewed as a client by Game
Server 1425 and optionally configured to appear from the
point of view of Game Server 1425 to be a prior art client
executing a prior art game engine. Communication between
Video Server System 1420 and Game Server 1425 option-
ally occurs via Network 1415. As such, Game Server 1425
can be a prior art multiplayer game server that sends game
state information to multiple clients, one of which is game
server system 1420. Video Server System 1420 may be
configured to communicate with multiple instances of Game
Server 1425 at the same time. For example, Video Server
System 1420 can be configured to provide a plurality of
different video games to different users. Each of these
different video games may be supported by a different Game
Server 1425 and/or published by different entities. In some
embodiments, several geographically distributed instances
of Video Server System 1420 are configured to provide
game video to a plurality of different users. Each of these
instances of Video Server System 1420 may be in commu-
nication with the same instance of Game Server 1425.
Communication between Video Server System 1420 and one
or more Game Server 1425 optionally occurs via a dedicated
communication channel. For example, Video Server System
1420 may be connected to Game Server 1425 via a high
bandwidth channel that is dedicated to communication
between these two systems.

[0163] Video Server System 1420 comprises at least a
Video Source 1430, an I/O Device 1445, a Processor 1450,
and non-transitory Storage 1455. Video Server System 1420
may include one computing device or be distributed among
a plurality of computing devices. These computing devices
are optionally connected via a communications system such
as a local area network.

[0164] Video Source 1430 is configured to provide a video
stream, e.g., streaming video or a series of video frames that
form a moving picture. In some embodiments, Video Source
1430 includes a video game engine and rendering logic. The
video game engine is configured to receive game commands
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from a player and to maintain a copy of the state of the video
game based on the received commands. This game state
includes the position of objects in a game environment, as
well as typically a point of view. The game state may also
include properties, images, colors and/or textures of objects.
The game state is typically maintained based on game rules,
as well as game commands such as move, turn, attack, set
focus to, interact, use, and/or the like. Part of the game
engine is optionally disposed within Game Server 1425.
Game Server 1425 may maintain a copy of the state of the
game based on game commands received from multiple
players using geographically disperse clients. In these cases,
the game state is provided by Game Server 1425 to Video
Source 1430, wherein a copy of the game state is stored and
rendering is performed. Game Server 1425 may receive
game commands directly from Clients 1410 via Network
1415, and/or may receive game commands via Video Server
System 1420.

[0165] Video Source 1430 typically includes rendering
logic, e.g., hardware, firmware, and/or software stored on a
computer readable medium such as Storage 1455. This
rendering logic is configured to create video frames of the
video stream based on the game state. All or part of the
rendering logic is optionally disposed within a graphics
processing unit (GPU). Rendering logic typically includes
processing stages configured for determining the three-
dimensional spatial relationships between objects and/or for
applying appropriate textures, etc., based on the game state
and viewpoint. The rendering logic produces raw video that
is then usually encoded prior to communication to Clients
1410. For example, the raw video may be encoded according
to an Adobe Flash® standard, .wav, H.264, H.263, On2,
VP6, VC-1, WMA, Huffyuv, Lagarith, MPG-x. Xvid.
FFmpeg, x264, VP6-8, realvideo, mp3, or the like. The
encoding process produces a video stream that is optionally
packaged for delivery to a decoder on a remote device. The
video stream is characterized by a frame size and a frame
rate. Typical frame sizes include 800x600, 1280x720 (e.g.,
720p), 1024768, although any other frame sizes may be
used. The frame rate is the number of video frames per
second. A video stream may include different types of video
frames. For example, the H.264 standard includes a “P”
frame and a “I” frame. I-frames include information to
refresh all macro blocks/pixels on a display device, while
P-frames include information to refresh a subset thereof.
P-frames are typically smaller in data size than are I-frames.
As used herein the term “frame size” is meant to refer to a
number of pixels within a frame. The term “frame data size”
is used to refer to a number of bytes required to store the
frame.

[0166] In alternative embodiments Video Source 1430
includes a video recording device such as a camera. This
camera may be used to generate delayed or live video that
can be included in the video stream of a computer game. The
resulting video stream, optionally includes both rendered
images and images recorded using a still or video camera.
Video Source 1430 may also include storage devices con-
figured to store previously recorded video to be included in
a video stream. Video Source 1430 may also include motion
or positioning sensing devices configured to detect motion
or position of an object, e.g., person, and logic configured to
determine a game state or produce video-based on the
detected motion and/or position.
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[0167] Video Source 1430 is optionally configured to
provide overlays configured to be placed on other video. For
example, these overlays may include a command interface,
log in instructions, messages to a game player, images of
other game players, video feeds of other game players (e.g.,
webcam video). In embodiments of Client 1410A including
a touch screen interface or a gaze detection interface, the
overlay may include a virtual keyboard, joystick, touch pad,
and/or the like. In one example of an overlay a player’s voice
is overlaid on an audio stream. Video Source 1430 option-
ally further includes one or more audio sources.

[0168] In embodiments wherein Video Server System
1420 is configured to maintain the game state based on input
from more than one player, each player may have a different
point of view comprising a position and direction of view.
Video Source 1430 is optionally configured to provide a
separate video stream for each player based on their point of
view. Further, Video Source 1430 may be configured to
provide a different frame size, frame data size, and/or
encoding to each of Client 1410. Video Source 1430 is
optionally configured to provide 3-D video.

[0169] 1/O Device 1445 is configured for Video Server
System 1420 to send and/or receive information such as
video, commands, requests for information, a game state,
gaze information, device motion, device location, user
motion, client identities, player identities, game commands,
security information, audio, and/or the like. /O Device 1445
typically includes communication hardware such as a net-
work card or modem. I/O Device 1445 is configured to
communicate with Game Server 1425, Network 1415, and/
or Clients 1410.

[0170] Processor 1450 is configured to execute logic, e.g.
software, included within the various components of Video
Server System 1420 discussed herein. For example, Proces-
sor 1450 may be programmed with software instructions in
order to perform the functions of Video Source 1430, Game
Server 1425, and/or a Client Qualifier 1460. Video Server
System 1420 optionally includes more than one instance of
Processor 1450. Processor 1450 may also be programmed
with software instructions in order to execute commands
received by Video Server System 1420, or to coordinate the
operation of the various elements of Game System 1400
discussed herein. Processor 1450 may include one or more
hardware device. Processor 1450 is an electronic processor.
[0171] Storage 1455 includes non-transitory analog and/or
digital storage devices. For example, Storage 1455 may
include an analog storage device configured to store video
frames. Storage 1455 may include a computer readable
digital storage, e.g. a hard drive, an optical drive, or solid
state storage. Storage 1415 is configured (e.g. by way of an
appropriate data structure or file system) to store video
frames, artificial frames, a video stream including both video
frames and artificial frames, audio frame, an audio stream,
and/or the like. Storage 1455 is optionally distributed among
a plurality of devices. In some embodiments, Storage 1455
is configured to store the software components of Video
Source 1430 discussed elsewhere herein. These components
may be stored in a format ready to be provisioned when
needed.

[0172] Video Server System 1420 optionally further com-
prises Client Qualifier 1460. Client Qualifier 1460 is con-
figured for remotely determining the capabilities of a client,
such as Clients 1410A or 1410B. These capabilities can
include both the capabilities of Client 1410A itself as well as
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the capabilities of one or more communication channels
between Client 1410A and Video Server System 1420. For
example, Client Qualifier 1460 may be configured to test a
communication channel through Network 1415.

[0173] Client Qualifier 1460 can determine (e.g., discover)
the capabilities of Client 1410A manually or automatically.
Manual determination includes communicating with a user
of Client 1410A and asking the user to provide capabilities.
For example, in some embodiments, Client Qualifier 1460 is
configured to display images, text, and/or the like within a
browser of Client 1410A. In one embodiment, Client 1410A
is an HMD that includes a browser. In another embodiment,
client 1410A is a game console having a browser, which may
be displayed on the HMD. The displayed objects request that
the user enter information such as operating system, pro-
cessor, video decoder type, type of network connection,
display resolution, etc. of Client 1410A. The information
entered by the user is communicated back to Client Qualifier
1460.

[0174] Automatic determination may occur, for example,
by execution of an agent on Client 1410A and/or by sending
test video to Client 1410A. The agent may comprise com-
puting instructions, such as java script, embedded in a web
page or installed as an add-on. The agent is optionally
provided by Client Qualifier 1460. In various embodiments,
the agent can find out processing power of Client 1410A,
decoding and display capabilities of Client 1410A, lag time
reliability and bandwidth of communication channels
between Client 1410A and Video Server System 1420, a
display type of Client 1410A, firewalls present on Client
1410A, hardware of Client 1410A, software executing on
Client 1410A, registry entries within Client 1410A, and/or
the like.

[0175] Client Qualifier 1460 includes hardware, firmware,
and/or software stored on a computer readable medium.
Client Qualifier 1460 is optionally disposed on a computing
device separate from one or more other elements of Video
Server System 1420. For example, in some embodiments,
Client Qualifier 1460 is configured to determine the char-
acteristics of communication channels between Clients 1410
and more than one instance of Video Server System 1420. In
these embodiments the information discovered by Client
Qualifier can be used to determine which instance of Video
Server System 1420 is best suited for delivery of streaming
video to one of Clients 1410.

[0176] Embodiments of the present disclosure may be
practiced with various computer system configurations
including hand-held devices, microprocessor systems,
microprocessor-based or programmable consumer electron-
ics, minicomputers, mainframe computers and the like. The
disclosure can also be practiced in distributed computing
environments where tasks are performed by remote process-
ing devices that are linked through a wire-based or wireless
network.

[0177] With the above embodiments in mind, it should be
understood that the disclosure can employ various com-
puter-implemented operations involving data stored in com-
puter systems. These operations are those requiring physical
manipulation of physical quantities. Any of the operations
described herein that form part of the disclosure are useful
machine operations. The disclosure also relates to a device
or an apparatus for performing these operations. The appa-
ratus can be specially constructed for the required purpose,
or the apparatus can be a general-purpose computer selec-
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tively activated or configured by a computer program stored
in the computer. In particular, various general-purpose
machines can be used with computer programs written in
accordance with the teachings herein, or it may be more
convenient to construct a more specialized apparatus to
perform the required operations.

[0178] The disclosure can also be embodied as computer
readable code on a computer readable medium. The com-
puter readable medium is any data storage device that can
store data, which can thereafter be read by a computer
system. Examples of the computer readable medium include
hard drives, network attached storage (NAS), read-only
memory, random-access memory, CD-ROMs, CD-Rs, CD-
RWs, magnetic tapes and other optical and non-optical data
storage devices. The computer readable medium can include
computer readable tangible medium distributed over a net-
work-coupled computer system so that the computer read-
able code is stored and executed in a distributed fashion.
[0179] Although the method operations were described in
a specific order, it should be understood that other house-
keeping operations may be performed in between opera-
tions, or operations may be adjusted so that they occur at
slightly different times, or may be distributed in a system
which allows the occurrence of the processing operations at
various intervals associated with the processing, as long as
the processing of the overlay operations are performed in the
desired way.

[0180] Although the foregoing disclosure has been
described in some detail for purposes of clarity of under-
standing, it will be apparent that certain changes and modi-
fications can be practiced within the scope of the appended
claims. Accordingly, the present embodiments are to be
considered as illustrative and not restrictive, and the disclo-
sure is not to be limited to the details given herein, but may
be modified within the scope and equivalents of the present
disclosure.

What is claimed is:
1. A method executed by a computer external to a head-
mounted display (HMD), comprising:

receiving, by the computer, captured image frames of an
interactive environment in which a HMD is disposed;

receiving inertial data processed from at least one inertial
sensor of the HMD;

analyzing the captured image frames and the inertial data
to track movement of the HMD, wherein analyzing the
captured image frames includes examining changes
within a sequence of said captured image frames to
track the movement of the HMD, wherein analyzing
the captured image frames includes processing the
captured image frames to identify and map one or more
fixed objects in the interactive environment and track-
ing the one or more fixed objects to enable the tracking
of the movement of the HMD;

using the tracked movement of the HMD to adjust a
beamforming direction of an RF transceiver towards
the HMD, the RF transceiver being in a region local to
the HMD in the interactive environment;

adjusting an angular spread of the RF transceiver based on
the movement of the HMD, wherein the angular spread
increases with increasing lateral movement of the
HMD relative to the RF transceiver.

2. The method of claim 1, wherein identifying the move-

ment of the HMD includes determining a motion vector of
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the HMD, the beam forming direction and angular spread
being adjusted based on the motion vector of the HMD.

3. The method of claim 2, wherein a magnitude of the
motion vector identifies a speed of the movement of the
HMD, and wherein a direction of the motion vector identi-
fies a direction of the movement of the HMD.

4. The method of claim 2, wherein determining the motion
vector includes determining an acceleration of the move-
ment of the HMD.

5. The method of claim 1,

wherein identifying the movement of the HMD includes

identifying translational movement and/or rotational
movement of the HMD.

6. The method of claim 1,

wherein the RF transceiver includes a phased array of RF

emitters;

wherein adjusting the beamforming direction of the RF

transceiver includes generating transceiver control data
that is configured to cause adjustment of a phase or
amplitude of at least one of the RF emitters of the
phased array.

7. The method of claim 1, wherein the at least one inertial
sensor of the HMD includes one or more of an accelerom-
eter, a gyroscope, or a magnetometer.

8. The method of claim 1,

wherein the HMD includes a plurality of sensors;

wherein analyzing the captured image frames includes

identifying locations of one or more of a plurality of
emitters in the captured image frames.

9. The method of claim 1, wherein the captured image
frames are captured by one or more outward facing cameras
of the HMD.

10. The method of claim 1, further comprising:

receiving feedback data indicating a quality of a signal

transmitted by the RF transceiver;

wherein the beamforming direction and angular spread

are adjusted based on the feedback data.

11. The method of claim 10, wherein the feedback data is
transmitted over a different frequency band than the signal
transmitted by the RF transceiver.

12. The method of claim 1, wherein the beamforming
direction and angular spread are applied to transmit video
data to the HMD, the video data being rendered to a display
of the HMD to provide a view of a virtual environment
through the HMD.

13. The method of claim 1, wherein the angular spread
decreases with increasing radial distance of the HMD rela-
tive to the RF transceiver.

14. A method executed by a computer external to a
head-mounted display (HMD), comprising:
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receiving, by the computer, captured image frames of an
interactive environment in which a HMD is disposed;

receiving inertial data processed from at least one inertial
sensor of the HMD;

analyzing the captured image frames and the inertial data

to track movement of the HMD HMD, wherein ana-
lyzing the captured image frames includes examining
changes within a sequence of said captured image
frames to track the movement of the HMD, wherein
analyzing the captured image frames includes process-
ing the captured image frames to identify and map one
or more fixed objects in the interactive environment
and tracking the one or more fixed objects to enable the
tracking of the movement of the HMD;

using the tracked movement of the HMD to adjust a

beamforming direction of an RF transceiver towards
the HMD, the RF transceiver being in a region local to
the HMD in the interactive environment;

adjusting an angular spread of the RF transceiver based on

the movement of the HMD, wherein the angular spread
decreases with increasing radial distance of the HMD
relative to the RF transceiver.

15. The method of claim 14,

wherein the RF transceiver includes a phased array of RF

emitters;

wherein adjusting the beamforming direction of the RF

transceiver includes generating transceiver control data
that is configured to cause adjustment of a phase or
amplitude of at least one of the RF emitters of the
phased array.

16. The method of claim 15, wherein the at least one
inertial sensor of the HMD includes one or more of an
accelerometer, a gyroscope, or a magnetometer.

17. The method of claim 14,

wherein the HMD includes a plurality of emitters;

wherein analyzing the captured image frames includes

identifying locations of one or more of the plurality of
emitters in the captured image frames.

18. The method of claim 14, wherein the captured image
frames are captured by one or more outward facing cameras
of the HMD.

19. The method of claim 14, further comprising:

receiving feedback data indicating a quality of a signal

transmitted by the RF transceiver;

wherein the beamforming direction and angular spread

are adjusted based on the feedback data.

20. The method of claim 14, wherein the feedback data is
transmitted over a different frequency band than the signal
transmitted by the RF transceiver.
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