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1. 

HEADER SIZE REDUCTION OF DATA 
PACKETS 

FIELD OF THE INVENTION 

The invention relates to a method for reducing the header 
size of data packets on a particular communication path. The 
invention mainly applies to communication between a MN 
and a CN, wherein intermediate nodes apply additional 
encapsulation of data packets, thereby increasing the data 10 
traffic. In particular, the invention provides different method 
steps so as to encode in the transmitting entity the inner 
headers of the data packets into an address of the outer header, 
and later in the receiving entity, restore the innerheaders from 
previously generated context information which is identified 15 
by the address in the outer header. Furthermore, the invention 
relates to a network entity and a mobile node, that participate 
in the invention. 

TECHNICAL BACKGROUND 2O 

Communications systems evolve more and more towards 
an Internet Protocol (IP)-based network. They typically con 
sist of many interconnected networks, in which speech and 
data is transmitted from one terminal to another terminal in 25 
pieces, so-called packets. IP packets are routed to the desti 
nation by routers in a connection-less manner. Therefore, 
packets comprise IP header and payload information, 
whereby the header comprises among other things source and 
destination IP address. 30 

For scalability reasons, an IP network uses a hierarchical 
addressing scheme. Hence, an IP address does not only iden 
tify the corresponding terminal, but additionally contains 
location information about this terminal. With additional 
information provided by routing protocols, routers in the 35 
network are able to identify the next router towards a specific 
destination. 

In particular, a process referred to as routing is used to 
move data packets from a source to a destination over at least 
one intermediate network. In order for the data packet to reach 40 
the destination, the data packet needs to be handed off from 
one router to another, until it gets to the physical network of 
the destination device. This is also referred to as next-hop 
routing, since the routing is based on a step-by-step basis, that 
is, the exact path between the Source and the destination is not 45 
known at the beginning, but each intermediate router knows 
the next-hop router to which to forward the data packet. The 
main advantage achieved by this is that each router only needs 
to know which neighboring router should be the next recipi 
ent for a given data packet, rather thanknowing all the routers 50 
on the path to every destination network. 

Exemplary, after the source device sends a packet to its 
local router, the data link layer of the local router passes it up 
to the router's IP layer. Correspondingly, after removing the 
layer 2 frame, the layer 3 header of the packet is examined, 55 
and the router decides to which next router the packet is to be 
sent. Consequently, the packet is re-encapsulated in an appro 
priate layer 2 frame and is passed back down to the data link 
layer, which sends it over one of the router's physical network 
links to the determined next router. 60 

In this respect, a router maintains a set of information, 
called routing table, that provides a mapping between differ 
ent network IDs (IP address prefixes) and the other routers to 
which it is connected. Correspondingly, the router checks the 
destination IP address of a data packet against the routing 65 
table entries to determine the next-hop router, based on the 
longest match of the destination address with an entry of the 

2 
routing table. In addition, a metric value defined for each 
routing table entry allows to rate, based on certain criteria, 
particular routing entries, and thus to select the best path 
among several possible paths. 
The routing tables are thus relevant for an efficient provi 

sion of data and may be configured manually by an operator, 
or dynamically. A manual setting of Static routes is only 
feasible for smaller networks, whereas in the common Inter 
net, which changes constantly, mainly dynamic routing tables 
are applied. The automatic construction of routing tables is 
managed and updated by routing protocols, involving a series 
of periodic or on-demand messages containing routing infor 
mation that is exchanged between routers. 
The network layer 3 (OSI) is the layer where the routing of 

packets actually takes place, wherein the layer 3 header of a 
data packet is not changed while routed through intermediate 
networks. As higher layers of a source and a destination are 
only “logically connected, that is, there is no real/physical 
connectivity, it is necessary for the packets to traverse the 
lower layers 2 and 1 to get physically delivered to the desti 
nation. Since different protocols may be used in each layer 2, 
each data packet passed from e.g. layer 3 to layer 2 has to be 
appropriately framed. 

Accordingly, encapsulation of data packets is usually used 
to transmit data from an upper layer protocol via a lower layer 
protocol. For instance, IPv4 and IPv6 protocol are network 
layer protocols, and the User Data Protocol (UDP) or the 
Transmission Control Protocol (TCP) are transport layer pro 
tocols. Consequently, user data is encapsulated in a UDP 
datagram (layer 4), which is then encapsulated in an IP packet 
(layer 3). Sequentially, the IP packet, along with the encap 
sulated user data, may then be transmitted over the data link 
layer protocol (e.g. Ethernet, layer 2), which again entails an 
encapsulation. 

Furthermore, encapsulation may also be used within a 
same layer in case one protocol of aparticular layer is used for 
transporting a data packet encapsulated by another protocol 
of the same particular layer. A logical construct called a 
tunnel is established between the device that encapsulates and 
the device that decapsulates, wherein the process itself is 
referred to as tunneling. The tunneling may be used for trans 
mitting data packets of one network protocol through a net 
work (controlled by a different protocol) which would other 
wise not Support it. Tunneling may also be used to provide 
various types of Virtual Private Network (VPN) functional 
ities such as private addressing and security or for mobility 
support. For instance, there is the GPRS Tunnelling Protocol 
(GTP), the Point-to-Point Tunneling Protocol (PPTP) or the 
IP security Protocol (IPsec). 
One of the most commonly used tunneling mechanisms is 

the IP (layer 3)-in-IP (layer 3) encapsulation, which refers to 
the process of encapsulating an IP-datagram with another IP 
header and may be used e.g. for Mobile IP Mobile IPv6— 
also denoted MIPv6—(see D. Johnson, C. Perkins, J. Arkko, 
“Mobility Support in IPv6', IETF RFC 3775, Jun. 2004, 
incorporated herein by reference) is an IP-based mobility 
protocol that enables mobile nodes to move between subnets 
in a manner transparent for higher layers and applications, i.e. 
without breaking higher-layer connections. In other words, 
the mobile nodes remain reachable while moving around in 
the IPv6 internet network. 

Usually, when a terminal powers on, it configures an IP 
address that is based on the IP address prefix of the access 
network. If a terminal is mobile, a so-called mobile node 
(MN), and moves between subnets with different IP prefix 
addresses, it must change its IP address to a topological 
correct address due to the hierarchical addressing scheme. 
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However, since connections on higher-layers such as TCP 
connections are defined with the IP addresses (and ports) of 
the communicating nodes, the connection to the active IP 
sessions breaks if one of the nodes changes its IP address, e.g. 
due to movement. One possible protocol to address said prob 
lem is the MIPv6 protocol. 
The main principle of MIPv6 is that a mobile node is 

always identified by its Home Address (HoA), regardless of 
its topological location in the Internet, while a Care-of 
Address (CoA) of the mobile node provides information 
about the current topological location of the mobile node. 

In more detail, a mobile node (mainly referred to as MN or 
User Equipment UE) has two IP addresses configured: a 
Care-of Address and a Home Address. The mobile node's 
higher layers use the Home Address for communication with 
the communication partner (destination terminal), from now 
on mainly called Correspondent Node (CN). This address 
does not change and serves the purpose of identifying the 
mobile node. Topologically, it belongs to the Home Network 
(HN) of the mobile node. In contrast, the Care-of Address 
changes on every movement resulting in a Subnet change and 
is used as the locator for the routing infrastructure. Topologi 
cally, it belongs to the network the mobile node is currently 
visiting. One out of a set of Home Agents (HA) located on the 
home link maintains a mapping of the mobile node's Care-of 
Address to the mobile node's Home Address and redirects 
incoming traffic for the mobile node to its current location. 
Reasons for deploying a set of home agents instead of a single 
home agent may be e.g. redundancy and load balancing. 

Mobile IPv6 currently defines two modes of operation, one 
of which is bi-directional tunneling (FIG. 1). The other mode 
is the route optimization mode (FIG. 2). In using bi-direc 
tional tunneling, data packets sent by the correspondent node 
101 and addressed to the home address of the mobile node 
102 are intercepted by the home agent 111 in the home net 
work 110. IP-in-IP encapsulation is required because each 
data packet that is intercepted needs to be resent over the 
network to the Care-of Address of the MN 102. Accordingly, 
each intercepted data packet is included as the payload in a 
new IP data packet addressed to the CoA of the MN 102 and 
tunneled to the MN 102, which is located at the foreign 
network 120. The start of the corresponding tunnel is the 
Home Agent 111, which does the encapsulation and the end is 
the mobile node 102. It might also be possible that a local 
agent in the foreign network 120 receives messages on behalf 
of the mobile node, strips off the outer IP header and delivers 
the decapsulated data packet to the mobile node (not shown). 

Data packets sent by the mobile node 102 are reverse 
tunneled to the home agent 111, which decapsulates the pack 
ets and sends them to the correspondent node 101. Reverse 
tunneling means that packets are tunneled by the mobile node 
to the home agent in a “reverse' manner to the “forward 
tunnel. 

Regarding this operation, in MIPv6 only the Home Agent 
111 is informed about the Care-of Address of the mobile node 
102. Therefore, the mobile node sends Binding Update (BU) 
messages to the Home Agent. These messages are advanta 
geously sent over an iPsec security association, and are thus 
authenticated and integrity protected. 

Generally, IPsec provides security services at the IP layer 
for other protocols and applications in order for them to 
communicate securely. That is, IPsec sets up a secure path 
between two communicating nodes over insecure intermedi 
ate systems. In this respect, IPsec is composed of several 
components to provide security service, wherein the two 
main ones are the Authentication Header (AH) protocol and 
the Encapsulating Security Payload (ESP) protocol. They 
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4 
provide authenticity and privacy to IP data by adding particu 
lar headers to the IP data packet. 

FIG. 3 shows a diagram of an exemplary data packet 
exchange between a CN 101 and a MN 102 via the Home 
Agent 111 of the MN 102, wherein the packet format during 
the communication is illustrated in detail. It is assumed that 
all communication between the CN and the MN is conducted 
via the MN's HA 111, that is, no route optimization has been 
performed. Consequently, the IP header of a data packet 
transmitted from the CN to the MN contains the Home 
Address of the MN as destination address, and the IP address 
of the CN as the source address. In accordance with the 
destination address of the packet being the Home Address of 
the MN, the data packet is routed to the Home Network, and 
then to the Home Agent of the MN. 
As explained above, upon receiving the data packet, the 

HA applies the IP-in-IP encapsulation based on MIPv6 pro 
cedures and sends the encapsulated packet to the MN. In other 
words, the HA tunnels the received data packets to the MN by 
applying the IP-in-IP encapsulation. More specifically, the 
HA adds another IP header to the packet, comprising its own 
address as the source address, and the Care-of Address of the 
MN as the destination address of the additional header. As 
apparent from FIG. 3 this augments the packet size with 
another 40 bytes. For the following discussion and descrip 
tion of the various embodiments of the invention, it should be 
noted that the IP-in-IP header applied at the HA is mainly 
called “outer header', whereas the header encapsulated by the 
outer header will be mostly referred to as “encapsulated 
header” or “inner header”. The outer header and the encap 
Sulated header(s) form a concatenation of headers. 

Data packets that are returned by the MN are encapsulated 
with two IP headers. The outer header is used by routers for 
routing the packet and relates to the tunneling of the data 
packet to the HA, and accordingly includes the address of the 
HA as the destination address, and the Care-of Address of the 
MN as the source address. The inner IP header includes the 
CN's address as the destination, and the MN's HomeAddress 
as the Source address. 

Therefore, each data packet of a communication session 
between a MN and a CN is augmented between the HA and 
the MN, this resulting in additional traffic in the correspond 
ing network. This is especially disadvantageous in networks 
with limited data bandwidth capabilities, e.g. wireless net 
works. 

This is only one example in which additional overhead is 
generated during the transfer of data packets to a receiving 
entity. Other scenarios may include even more additional 
header bytes. For instance, in case data security is necessary 
on a particular path, the IPSec protocol may be used to trans 
mit encrypted data packets on said path, which however adds 
another 48 bytes. Furthermore, provided that said path is 
between the HA and the mobile node, this means that each 
data packet has 88 bytes (40 bytes (IP-in-IP)+48 bytes (IP 
Sec)) of overhead. 

SUMMARY OF THE INVENTION 

Therefore, in view of the above problems in the state of the 
art, one object of the invention is to improve the exchange of 
data packets between two entities in a mobile communica 
tions network. 
A more specific object of the invention is to reduce the 

header size of data packets exchanged between the two enti 
ties in the mobile communications system. 
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At least one of the above objects is solved by the subject 
matter of the independent claims. Advantageous embodi 
ments of the invention are subject-matters of the dependent 
claims. 

Within a tunnel between two endpoints several different 
flows can be transported. In case of IP flows, each inner flow 
may have different IP headers, i.e. with different source/ 
destination addresses, traffic classes, flow labels, etc. In order 
to be able to first remove and later fully reconstruct the inner 
headers, some information is required to be transported with 
the data packets to enable the reconstruction of the inner 
headers at the receiver. 

Several proposals to reduce the header overhead, e.g. the 
Robust Header Compression (ROHC) mechanisms, are based 
on additional information, that is added to the transported 
data packets. This adds again some overhead that should be 
avoided. The header removal mechanism described in this 
invention does not add additional overhead to a packet and 
thus may reduce the headers of a tunneled packet to a single 
header that is the outer one. 

According to one aspect of the invention, the data packets 
on a communication path are reduced by removing part(s) of 
the innerheaders and by then reconstructing the innerheader 
in the receiving entity by means of a context comprising 
information for reconstructing the inner header. The Context 
Identifier, by which the Context is identified in the receiving 
entity, is encoded by the transmitting entity into the Source 
and/or destination address of an outer header of the data 
packet, from which part(s) of the inner header are removed. 
Consequently, this does not add any additional overhead, and 
for the best case only the outer header remains. 
One embodiment of the invention provides a method for 

reducing the size of data packets of a data flow exchanged on 
a communication path in a mobile communications system 
between a first entity and a second entity. The data packets on 
said communication path comprise a concatenation of head 
ers, wherein an outer header in the concatenation of headers is 
used for exchanging the data packets on the communication 
path between the first and second entity. A new address is 
configured, which uniquely identifies a context comprising 
information for reconstructing the concatenation of headers 
in the data packets. 
An address in a destination or source address field of the 

outer header is then replaced with the configured new 
address. At least one part of at least one header other than the 
outer header is removed from the concatenation of headers, 
prior to transmitting the data packet to the second entity. 
Finally, the data packets with the concatenation of headers 
from which the at least one part of the at least one header has 
been removed are transmitted from the first entity to the 
second entity via the communication path using the outer 
header with the configured new address in the destination or 
source address field. 

According to another embodiment of the invention, the 
context comprising information for reconstructing the con 
catenation of headers is exchanged between the first and 
second entity. Upon configuring the new address, the config 
ured new address is associated with the context comprising 
information for reconstructing the concatenation of headers. 

Relating to an advantageous embodiment of the invention, 
the first/second entity decides for the downlink and/or uplink 
direction which at least one part of the at least one headers in 
the concatenation of headers except for the outer header is to 
be removed from the data packets and reconstructed. Upon 
deciding, the second/first entity is informed about which at 
least one part of the at least one header in the concatenation of 
headers is to be removed and reconstructed. 
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6 
In a further embodiment of the invention, the first entity 

configures the new address. An address in the source address 
field of the outer header of the data packets, transmitted from 
the first entity to the second entity is replaced with the con 
figured new address of the first entity. Similarly, an address in 
the destination address field of the outer header of the data 
packets, transmitted from the second entity to the first entity, 
is replaced with the configured new address of the first entity 
as well. One advantage from using only one new address, is 
that only one entity (here, the first entity) needs to configure 
a new address. This is especially advantageous in cases where 
the network in which the second entity is located cannot 
configure new addresses e.g. due to a restricted address space. 

According to still another embodiment of the invention, the 
first entity and the second entity each configure one new 
address. In said case, the Source/destination address field in 
the outer header of the data packets, transmitted from the first 
entity to the secondentity, is replaced with the configured new 
address of the first/second entity. 

Conversely, the source/destination address field in the 
outer header of the data packets, transmitted from the second 
entity to the first entity, is replaced with the configured new 
address of the second/first entity. One possible advantage in 
case the source address is used, is that there is no need to 
configure additional IP address on the interface of the receiv 
ing entity, since no packets will be destined to said address. 

In another embodiment of the invention, the outer header of 
the data packets includes an original address, composed of a 
prefix and an interface identifier. The new address is config 
ured by maintaining the prefix of the original address and 
changing the interface identifier, or by changing the prefix 
and the interface identifier. 

According to a more advantageous embodiment of the 
invention, within the data flow the at least one part of the at 
least one header, that is to be removed from the concatenation 
of headers in the data packets, comprises a field with a value 
that can vary from one data packet to another data packet. In 
said cases, the varying value is copied from the at least one 
header that is to be removed into a field in the outer header, 
corresponding to the field with the varying value in the at least 
one part of the at least one header. Thereby, it easily possible 
to apply the embodiments of the invention, to headers which 
are not entirely static. 

Referring to a different embodiment of the invention, 
within the data flow the at least one header, that is to be 
removed from the concatenation of headers in the data pack 
ets, comprises a field with a value that can vary from one data 
packet to another data packet. The rate of variation of the 
value in the field of the at least one part of the at least one 
header that is to be removed is determined from one data 
packet to another data packet. The embodiment of the inven 
tion is only conducted in case the rate of variation of the value 
is below a predetermined value. 

In a more advantageous embodiment of the invention, 
within the data flow the at least one part of the at least one 
header, that is to be removed from the concatenation of head 
ers in the data packets, comprises a field with a value that can 
vary from one data packet to another data packet. For each 
different value among these varying values of said field, a 
different new address is configured, wherein each of different 
new address uniquely identifies a different context compris 
ing information for reconstructing the concatenation of head 
ers comprising the different value. 

This is advantageous for example since it is possible to 
reduce the headers of a data packet, to only one outer header 
in the best case, irrespective of changing fields in the headers 
that are to be removed. 
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According to another embodiment of the invention, within 
the data flow the at least one part of the at least one header, that 
is to be removed from the concatenation of headers in the data 
packets, comprises a field with a value that can vary from one 
data packet to another data packet. It is further assumed that 
the first entity and the second entity each configure a new 
address. In such a case, an address in the source/destination 
address field of the outer header is replaced with the config 
ured new address of the first entity. Furthermore, an address in 
the destination/source address field of the outer header is 
replaced with the configured new address of the secondentity. 
The configured new address of the first/second entity 
uniquely identifies a context for reconstructing the field with 
the varying value and the configured new address of the 
second/first entity uniquely identifies a context for recon 
structing the concatenation of headers except for the field 
comprising the varying value. This hybrid approach is advan 
tageous for at least the reason that only one entity possibly 
needs to allocate a large number of IP address to cope with the 
changing fields, whereas the other entity gets on with only 
one new IP address for the static fields of the innerheaders to 
be removed. 

Relating to a different embodiment of the invention, the 
first entity generates a first hash value, which represents the at 
least one part of the at least one header to be removed from the 
concatenation of headers. The first hash value results from 
performing a specific calculation on fields of the at least one 
part of the at least one header. A message is transmitted from 
the first entity to the second entity comprising the generated 
first hash value, the configured new address and information 
on the fields of the at least one part of the at least one header 
on which the calculation of the first hash value is performed. 
The second entity generates a second hash value by perform 
ing on each received data packet the specific calculation on 
the fields of the at least one part of the at least one header, 
indicated by the received information. The second entity 
identifies the concatenation of headers of received data pack 
ets, that are to be reconstructed and/or from which the at least 
one part of the at least one header has to be removed, by 
matching the received first hash value with the second hash 
value of each received data packet. Further, the second entity 
associates the received configured new address of the first 
entity with a context for reconstructing the identified concat 
enation of headers. Instead of transmitting the complete head 
ers to the second entity, it suffices to only transmit the hash 
values, which reduces the size of the message. 

According to a more advantageous embodiment of the 
invention, the first entity generates a first hash value, which 
represents the at least one part of the at least one header to be 
removed from the concatenation of headers. The first hash 
value results from performing a specific calculation on fields 
of the at least one part of the at least one header. A message is 
transmitted from the first entity to the second entity compris 
ing the generated first hash value and information on the fields 
of the at least one part of the at least one header on which the 
calculation of the first hash value is performed. The second 
entity generates a second hash value by performing on each 
received data packet the specific calculation on the fields of 
the at least one part of the at least one header, indicated by the 
received information. The second entity identifies the concat 
enation of headers of received data packets, that are to be 
reconstructed and/or from which the at least one part of the at 
least one header has to be removed, by matching the received 
first hash value with the second hash value of each received 
data packet. The secondentity deduces the new address of the 
first entity by maintaining the Subnet prefix compared to an 
original address of the first entity and using the first hash 
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value as interface identifier of the new address of the first 
entity. Additionally, the second entity associates the deduced 
new address of the first entity with a context for reconstruct 
ing the identified concatenation of headers. Provided that it is 
possible for the second entity to configure any interface iden 
tifier, the second entity may use the first hash value of the first 
entity to configure the address. Then, the first entity knows 
which IP address will be used by the second entity, since the 
first entity also knows the first hash value. Therefore, there is 
no need to transmit a message to the first entity to inform it 
about the new address of the second entity. 
One embodiment of the invention provides a method for 

generating data packets comprising a concatenation of head 
ers from received data packets comprising an incomplete 
concatenation of headers. The data packets belong to a data 
flow exchanged on a communication path in a mobile com 
munications system between a first entity and a second entity. 
A data packet is received comprising an incomplete concat 
enation of headers but at least an outer header. The outer 
header in the data packet has been used for the exchange of the 
data packet on the communication path between the first 
entity and the second entity. Furthermore, the outer header 
comprises an address uniquely identifying a context compris 
ing information for reconstructing the complete concatena 
tion of headers. The complete concatenation of headers for 
the received data packet is reconstructed based on the infor 
mation in the context identified by the address in the outer 
header of the received data packet. 

According to another embodiment of the invention, the 
secondentity determines whether to reconstruct the complete 
concatenation of headers. In case it is determined to not 
reconstruct the complete concatenation of headers, it is deter 
mined which part of the complete concatenation of headers is 
to be reconstructed. Then, the determined part of the complete 
concatenation of headers is reconstructed based on the infor 
mation in the context identified by the address in the outer 
header of the received data packet. 
One embodiment of the invention provides an entity for 

reducing the size of data packets of a data flow on a commu 
nication path in a mobile communications system between 
the entity and a second entity. The data packets on said com 
munication path comprise a concatenation of headers, 
wherein the outer header in the concatenation of headers is 
used for exchanging the data packets on the communication 
path between the entity and the second entity. A processor 
within the entity configures a new address, which uniquely 
identifies a context comprising information for a reconstruc 
tion of the concatenation of headers in the data packets. The 
processor replaces an address in a destination or source 
address field of the outer header with the configured new 
address. The processor removes at least one part of the at least 
one header other than the outer header from the concatenation 
of headers. A transmitter in the entity transmits to the second 
entity the data packets with the concatenation of headers from 
which the at least one part of the at least one header other than 
the outer header has been removed, using the outer header 
with the configured new address in the destination or source 
address field. 
One embodiment of the invention provides an entity for 

generating data packets comprising a concatenation of head 
ers from received data packets comprising an incomplete 
concatenation of headers. The data packets belong to a data 
flow exchanged on a communication path in a mobile com 
munications system between a first entity and the entity. A 
receiver within the entity receives a data packet comprising an 
incomplete concatenation of headers but at least an outer 
header, having been used for the exchange of the data packet 
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on the communication path between the first entity and the 
entity. The outer header comprises an address uniquely iden 
tifying a context comprising information for reconstructing 
the complete concatenation of headers. A processor recon 
structs the complete concatenation of headers for the received 
data packet based on the information in the context identified 
by the address in the outer header of the received data packet. 
A further embodiment of the invention provides a method 

for reducing the size of data packets of a data flow exchanged 
between a first entity and second entity. The data packets of 
said data flow comprise a concatenation of headers, including 
an outer header and a first inner header used for exchanging 
the data packets between the first and second entity. Further 
more, the first and second entities are located in networks 
supporting the Internet Protocol Version 4. The outer header 
of a data packet is adapted to the Internet Protocol Version 4 
type. A new port number is configured, uniquely identifying 
the context comprising information for reconstructing the 
concatenation of headers in the data packet. A port number in 
a destination or source field of the first inner header of the 
concatenation of headers is then replaced with the configured 
new port number. At least one part of at least one header, other 
than the outer header and the first inner header, is removed 
from the concatenation of headers, prior to transmitting the 
data packet to the secondentity. Subsequently, the data packet 
with the concatenation of headers, from which the at least one 
part of the at least one header has been removed, is transmit 
ted from the first entity to the second entity using the outer 
header and the first inner header with the configured new port 
number. 

According to an advantageous embodiment of the inven 
tion, the first inner header and the port number in the first 
inner header belong to the User Datagram Protocol or to the 
Transmission Control Protocol. 

Referring to a further embodiment of the invention, within 
the data flow the at least one part of the at least one header, that 
is to be removed from the concatenation of headers in the data 
packet, comprises a field with a value that can vary from one 
data packet to another data packet. In said case, the varying 
value is copied from the at least one part of the at least one 
header that is to be removed into an appropriate field in the 
outer header. Alternatively, the field with the varying value is 
simply not removed. Further alternatively, a new port number 
is configured for each varying value of the field, respectively 
uniquely identifying a context comprising information for 
reconstructing the concatenation of headers in the data packet 
including the varying value in the field. 

In another advantageous embodiment of the invention Net 
work Address Translation, NAT, is used for the second entity, 
and the data packets are exchanged between the first and 
second entity via a NAT router. A data packet is transmitted 
from the second entity via the NAT router to the first entity 
using the configured new port number in the destination or 
source field in order to enable in the NAT router the reception 
and forwarding of data packets from the first entity using the 
configured new port number. 

According to a different embodiment of the invention, 
Network Address Translation, NAT, is used for the second 
entity, and the data packets are exchanged between the first 
and second entity via a NAT router. A configuration message 
is transmitted from the second entity to the first entity via the 
NAT router, wherein the configuration message is transmitted 
from the second entity using a first port number in the Source 
field of the first innerheader, and the configuration message is 
forwarded from the NAT router to the first entity using a 
second port number in the source field of the first innerheader. 
Then, in the first entity the second port number is determined 
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10 
as the new port number uniquely identifying the contextcom 
prising the information for reconstructing the concatenation 
of headers in the data packet. 

In a further embodiment of the invention the configured 
new port number is hierarchically structured with at least 
regard to entities with which data packets are exchanged, with 
regard to the sessions in which at least one data flow exist and 
with regard to data flows of data packets. 
One embodiment of the invention provides a method for 

generating data packets comprising a concatenation of head 
ers from received data packets comprising an incomplete 
concatenation of headers. The data packets belong to a data 
flow exchanged between a first entity and a second entity. A 
data packet is received comprising an incomplete concatena 
tion of headers but at least an outer header and a first inner 
header, having been used for the exchange of the data packet 
between the first entity and the second entity. The first inner 
header comprises a port number uniquely identifying a con 
text comprising information for reconstructing the complete 
concatenation of headers. The complete concatenation of 
headers for the received data packet is then reconstructed 
based on the information in the context identified by the port 
number in the first inner header of the received data packet. 
One embodiment of the invention provides an entity for 

reducing the size of data packets of a data flow exchanged 
between the entity and a second entity. The data packets 
comprise a concatenation of headers, wherein the outer 
header and a first innerheader in the concatenation of headers 
are used for exchanging the data packets between the entity 
and the second entity. The entity and the second entity are 
located in networks supporting the Internet Protocol Version 
4. A processor of the entity adapts the outer header of a data 
packet to the Internet Protocol Version 4 type. The processor 
further configures a new port number uniquely identifying a 
context comprising information for a reconstruction of the 
concatenation of headers in the data packets. The processor 
then replaces a port number in a destination or source field of 
the first inner header with the configured new port number. 
The processor removes at least one part of the at least one 
header other than the outer header and the first inner header 
from the concatenation of headers. A transmitter of the entity 
transmits to the second entity the data packet with the con 
catenation of headers from which the at least one part of the at 
least one header has been removed, using the first inner 
header with the configured new port number in the destination 
or source field. 
One embodiment of the invention further provides an 

entity for generating data packets comprising a concatenation 
of headers from received data packets comprising an incom 
plete concatenation of headers. The data packets belong to a 
data flow exchanged between a first entity and the entity. A 
receiver of the entity receives a data packet comprising an 
incomplete concatenation of headers but at least an outer 
header and a first inner header, having been used for the 
exchange of the data packet between the first entity and the 
entity. The first inner header comprises a port number 
uniquely identifying a context comprising information for 
reconstructing the complete concatenation of headers. Then, 
a processor of the entity reconstructs the complete concatena 
tion of headers for the received data packet based on the 
information in the context identified by the port number in the 
first inner header of the received data packet. 

BRIEF DESCRIPTION OF THE FIGURES 

in the following the invention is described in more detail in 
reference to the attached figures and drawings. Similar or 
corresponding details in the figures are marked with the same 
reference numerals. 
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FIG. 1 exemplifies the use of bi-directional tunneling for a 
communication between a mobile node and a correspondent 
node according to MIPv6, 

FIG. 2 exemplifies the use of route optimization for a 
communication between a mobile node and a correspondent 
node according to MIPv6, 

FIG.3 shows the data packet formats used during commu 
nication between a MN and a ON, when in bidirectional 
tunneling mode of MIPv6, shows a standard IP header, with 
the various header fields, 

FIG. 5 shows the data packet formats used during the 
communication between a MN and a ON, confronting the 
data packet format on the communication path between the 
HA and the MN, before and after applying the embodiment of 
the invention, in which two new addresses are used to remove/ 
reconstruct the inner headers, 

FIG. 6 is as signaling diagram illustrating the message 
exchange between MN and the HA for initiating the header 
removal according to the embodiment of the invention, in 
which two new addresses are used to remove/reconstruct the 
inner headers, depicts the IP header, wherein the Header 
Removal Context Identifier according to one embodiment of 
the invention is the interface identifier of an IP address in the 
Source address field, 

FIG. 8 is a signaling diagram illustrating the message 
exchange between the MN and the HA for initiating the 
header removal according to another embodiment of the 
invention, in which only one new address is used to remove/ 
reconstruct the inner headers, 

FIG. 9 illustrates the data packet formats used during the 
communication between the MN and the CN, confronting the 
data packet format on the communication path between the 
HA and the MN, before and after applying an embodiment of 
the invention, in which only one new address is used to 
remove/reconstruct the inner headers, 

FIG. 10 is a signaling diagram illustrating the message 
exchange between the MN and the HA for initiating the 
header removal according to another embodiment of the 
invention, in which a hash value is calculated and transmitted 
to the HA instead of the actual inner headers, 

FIG. 11 depicts the IP header according to a different 
embodiment of the invention, wherein the value of a changing 
field (here, the inner hop limit) is also encoded into the source 
address, 

FIG. 12 shows an IP header of a downlink/uplink data 
packet according to another embodiment of the invention, in 
which a hybrid approach is conducted, wherein the changing 
field is encoded into the source address of the outer header, 
and the static fields are encoded into the destination address of 
the outer header, 

FIG. 13 illustrates an IP header of an uplink/downlink data 
packet according to the previous embodiment of the inven 
tion, wherein the changing field is encoded into the destina 
tion address of the outer header, and the static fields are 
encoded into the source address of the outer header, 

FIG. 14 illustrates the data packet formats used during the 
communication between the MN and the CN, confronting the 
data packet format on the communication path between the 
HA and the MN, before and after applying the previous 
embodiment of the invention, in which an hybrid approach is 
conducted, 

FIG. 15 shows an overview of a network scenario of 
another embodiment of the invention, in which the MN is 
located in a WLAN, wherein the various tunnels between the 
various entities are illustrated, 
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FIG. 16 shows a data packet header for the previous 

embodiment of the invention, which contains one outer 
header and three inner header, 

FIG.17 shows an overview of a network scenario, in which 
the embodiment of the invention has been performed between 
the HA and the MN, thereby resulting in two different flows, 
for uplink and downlink, 

FIG. 18 illustrates the data packet format used during the 
communication between the MN and the ON, confronting the 
data packet format on the communication path between the 
HA and the MN, before and after applying the previous 
embodiment of the invention, 

FIG. 19 is a signaling diagram for the embodiments of the 
invention, when using the SIP/SDP extension, 

FIG.20 shows an overview of a network scenario, in which 
an embodiment of the invention has been applied, the 
embodiment sequentially performing header removal with 
the various network entities in the network, 

FIG.21 shows a standard IPv4 header with the correspond 
ing header fields, 

FIG. 22 shows the data packet formats used during the 
communication between a MN and a CN, confronting the 
data packet formats on the communication path between the 
HA and the MN, before and after applying one embodiment 
of the invention, in which two IPv4 source addresses are used 
to remove/reconstruct the inner headers, 

FIG. 23 compares data packets, before and after applying 
one embodiment of the invention, in case an outer IPv4 
header is employed and further in case a particular value Xin 
a changing field of the inner headers is encoded into an 
address of the resulting outer header, 

FIG. 24 compares data packets, before and after applying 
one embodiment of the invention, in case an outer IPv4 
header is employed and further in case a particular value Yin 
a changing field of the inner headers is encoded into an 
address of the resulting outer header, 

FIG. 25 compares data packets, before and after applying 
one embodiment of the invention, in case an outer IPv4 
header is employed and further in case a particular value Xin 
a changing field of the inner headers is encoded into a port 
number, 

FIG. 26 compares data packets, before and after applying 
one embodiment of the invention, in case an outer IPv4 
header is employed and further in case a particular value Y in 
a changing field of the inner headers is encoded into a port 
number, 

FIG. 27 shows the data packet formats used during the 
communication between a MN and a CN, confronting the 
data packet formats on the communication path between the 
HA and the MN, before and after applying one embodiment 
of the invention, in which port numbers are used as Context 
identifiers, 

FIG. 28 shows the data packet formats used during the 
communication between a MN and two CNs, CN1 and CN2, 
after applying one embodiment of the invention, in which port 
numbers are used as Context-IDs, 

FIG. 29 shows the data packet formats used during the 
communication between a MN and a CN, confronting the 
data packet formats on the communication path between the 
HA and the MN before and after applying one embodiment of 
the invention, in which a NAT router is assumed to be located 
between the HA and the MN and port numbers are used as 
Context-IDs for the header removal, and 

FIG. 30 shows the data packet formats used during the 
communication between a MN and a CN, confronting the 
data packet formats on the communication path between the 
HA and the MN before and after applying one embodiment of 
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the invention, in which an ePDG is assumed to be located 
between the HA and the MN and addresses are used as Con 
text-IDs for the header removal, 

DETAILED DESCRIPTION 

Definitions 
In the following a definition of a few terms frequently used 

in this document will be provided. 
A mobile node is a physical entity within a communication 

network. One node may have several functional entities. A 
functional entity refers to a software or hardware module that 
implements and/or offers a predetermined set of functions to 
other functional entities of a node or the network. Nodes may 
have one or more interfaces that attach the node to a commu 
nication facility or medium over which nodes can communi 
cate. Similarly, a network entity may have a logical interface 
attaching the functional entity to a communication facility or 
medium over it may communicate with other functional enti 
ties or correspondent nodes. 
An encapsulated header is any kind of header which is 

encapsulated by another header. 
A concatenation of headers means at least two header that 

are sequentially arranged, including the exact relationship 
between the headers in the concatenation as well as the con 
tent of each header in the concatenation. 

The following paragraphs will describe various embodi 
ments of the invention. For exemplary purposes only, Some of 
the embodiments are outlined in relation to a 3GPP commu 
nication system. It should be noted that the invention may be 
advantageously used for example in connection with a mobile 
communication system such as the 3GPP communication 
system, but the invention is not limited to its use in this 
particular exemplary communication network. 
The explanations given in the Technical Background sec 

tion above are intended to better understand the specific 
exemplary embodiments described herein and should not be 
understood as limiting the invention to the described specific 
implementations of processes and functions in the mobile 
communication network. Nevertheless, the improvements 
proposed herein may be readily applied in the architectures/ 
systems described in the Technological Background section 
and may in Some embodiments of the invention also make use 
of standard and improved procedures of theses architectures/ 
systems. 

Before discussing in detail the various embodiments of the 
invention, an IP header is presented in FIG. 4. The header is 
required for every data packet. It contains addressing and 
control information that are used to manage the processing 
and routing of the data packet. 

FIG. 5 shows the corresponding header formats of data 
packets exchanged between the CN 101 and the MN 102 via 
HA 111, before and after applying one embodiment of the 
invention. Apparently, the network architecture is very simi 
lar to FIG.3 which has been introduced and discussed before. 
The concatenation of headers is composed of two IP headers, 
in this example resulting from the MIPv6 Protocol. 

According to the embodiment of the invention, a new 
address is used in the outer header to exchange the data packet 
between the MN and the HA, and the innerheader is removed 
before actually sending the data packet. In more detail and 
with reference to FIG. 5, in this embodiment of the invention 
the source address of the outer header of each data packet is 
used to code the removed innerheader. That is, a new address 
is used as source address of the data packets on said commu 
nication path between the HA and the MN. For instance, 
instead of using the original address HA of the Home Agent, 
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a new address HA2 is used as source address for data packets 
being transmitted from the Home Agent 111 to the MN 102. 
At the same time the inner IP header is removed from the 
downlink data packet. Analogically, a new address MN is 
inserted in place of the original address MN of the MN as 
Source address for data packets that are transmitted from the 
MN 102 to the HA111, and the encapsulated header is deleted 
before actually sending the data packet to the HA. 

In order for the receiving entity, be it the MN or the HA, to 
reconstruct the concatenation of headers including the encap 
sulated header which was previously deleted by the transmit 
ting entity, be it the HA or the MN, it is necessary to hold 
appropriate context information in the entities. In more detail, 
the HA needs to know the exact content of the encapsulated 
header which was deleted by the MN. Furthermore, since the 
new address MN used in the outer header of the received 
data packet is employed to encode the inner header, and an 
association between the deleted inner header and the new 
address, which serves as context ID must be available in the 
HA. Correspondingly, when the HA receives a data packet 
with the source address of MN, it recognizes by means of 
the new Source address the data packet as a data packet on 
which the header removal procedure according to the 
embodiment of the invention has been applied. 

Consequently, the HAthen inserts the encapsulated header, 
which was previously stored in the HA in any kind of 
memory, into the received data packet. The outer header may 
also be adapted to resemble the outer header before the 
embodiment of the invention is applied, so that at the end, the 
complete concatenation of headers is restored, including the 
outer header. Precisely, the source address MN in the 
outer header is substituted with the original address MN of 
the MN. Then, the data packet is passed up to higher layers in 
a usual fashion. Alternatively, the outer header may just be 
removed after reception of the data packet from the MN. 

Conversely, the MN recognizes a data packet as a data 
packet which has undergone the header removal procedure 
according to the embodiment of the invention when the 
source address in the outer header of the received data packet 
is HA2. Upon recognizing Such a data packet, the MN tries to 
match the address HA2 with a corresponding encapsulated 
header, which has been previously stored in any kind of 
memory. The associated encapsulated header is then inserted 
into the data packet, and the outer header is either adapted as 
well, or just removed, as explained above. 

Thereby, it is possible to significantly reduce the size of a 
data packet transmitted between the HA and the MN. In more 
detail, the size of the header before the execution of the 
embodiment of the invention is 80 bytes, since two IP headers 
are present. In contrast thereto, after applying the embodi 
ment of the invention only one header remains, and thus only 
40 bytes overhead. Apparently, the header size is reduced by 
a factor of 2 which brings an important reduction in band 
width usage for the path between the two end entities. 

However, it should be noted that the invention is not 
restricted to remove complete innerheaders. The principles of 
the invention apply as well for removing only specific parts of 
the inner header(s). For instance, the address fields (source 
and destination address) may be removed from the inner 
headers, while maintaining the remaining innerheader struc 
ture and content. Which parts of the inner headers are to be 
removed is completely up to the entity which decides on said 
aspect, or on the operator. 

FIG. 6 illustrates a signal exchange between the MN and 
the HA for enabling the embodiment of the invention, in 
which the MN decides which headers are to be removed in 
case there are more than one header (will be discussed later) 
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or not the complete inner header is to be removed, but only 
part of it. Also, the MN may decide which headers are to be 
removed in the downlink as well as in the uplink direction of 
the data flow between HA and MN. It should be noted that at 
least one entity needs to have the capability to decide whether 5 
to apply the embodiment of the invention, and in case the 
embodiment of the invention is to be applied, whether to 
remove all innerheader or only parts thereof in the uplink and 
downlink direction. For instance, there may be cases in which 
the inner header has fields that change from packet to packet 
within a specific IP flow, which would make the execution of 
the embodiment of the invention difficult; however, this will 
be explained in more detail later. 

It is assumed that the UE decides to remove the complete 
inner header as illustrated in the example of FIG. 5. Further, 
in this exemplary embodiment of the invention the procedure 
is initiated by the MN, and since the source address is used to 
encode the context-ID by which the inner header information 
is identified into the outer header, both the MN and the HA 
need to configure a new IP address. 

In said respect, there are two mechanisms for dynamic, i.e. 
no manual or static, configuration of IPv6 addresses in hosts: 
stateful and stateless address autoconfiguration. Stateless 
autoconfiguration requires no manual pre-configuration of 
hosts, minimal configuration of routers and no additional 
servers in the network. The stateless mechanism allows a host 
to generate its own addresses using a combination of host 
specific information (e.g. layer 2 address) for the interface 
identifier and prefix information advertised by routers. Rout 
ers advertise prefixes that identify the subnet(s) associated 
with an IP link, while hosts generate an “interface identifier” 
that uniquely identifies an interface on a Subnet. An address is 
formed by combining the advertised prefixes and unique 
identifier. In the absence of routers, a host can only generate 
link-local addresses with a well-known prefix. However, link 
local addresses are solely sufficient for allowing communi 
cation among nodes attached to the same IP link. 

In the stateful autoconfiguration model, hosts obtain IP 
addresses and/or configuration information and parameters 
from a server. Said server maintains a database that keeps 
track of which addresses have been assigned to which hosts. 

It is also possible to use both stateful and stateless address 
autoconfiguration simultaneously. For example, one IP 
address can be configured using stateful autoconfiguration 
and another IP address using stateless autoconfiguration oran 
IP address may be formed based on the stateless mechanism, 
but other IP configuration parameters, e.g. Maximum Trans 
mission Unit (MTU) size, may be configured by a central 
SeVe. 

For example, assuming that the MN uses Stateless address 
autoconfiguration for configuring the IP address, different 
interface identifiers are generated and used to identify and 
reconstruct the original inner header. That is, a possible new 
IP address MN has the same prefix (which is necessary 
for the correct routing of an incoming packet), but has a 
different interface identifier than the original address MN. 
In this case the interface identifier can be referred to as a 
Header Removal Context Identifier, shown in FIG. 7. Only 
half of the source address is illustrated as Header Removal 60 
Context-ID, since in this example embodiment only the inter 
face identifier of the new IP address MN of the MN is 
changed compared to the original one. 

In general, compression mechanisms, like ROHC, reduce 
the header size by including a Context identifier in an addi- 65 
tional header that is appended to the outer header. According 
to another embodiment of the invention, it is also possible to 
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use the mechanism of e.g. ROHC and encode the ROHC 
Context identifier into the source and/or destination address, 
as discussed before. 

In those cases in which the subnet in which the MN is 
located possesses more than one Subnet prefix, it is also 
possible to configure a full new IP address to later reconstruct 
the original innerheaders. This means that the Subnet prefix as 
well as the interface identifier are changed in the new address 
MN, in respect to the original address MN. In this 
case, the full IP address can be described as the Header 
Removal Context Identifier, this is however not shown in FIG. 
7, which only illustrates the Header Removal Context ID 
being the interface identifier. 

Similar considerations apply to the case in which the MN 
uses stateful address autoconfiguration (e.g. based on DHCP) 
to configure the IP address. 

After discussing a possible allocation of a new IP address 
in the MN we return to FIG. 6 in which it is illustrated that a 
new IP address is configured, with the interface identifier 
being the Uplink Header Removal (HR) Context-ID. 
Though not illustrated in FIG. 6, it is necessary for the MN 

to also retain the information about the headers which are to 
be removed and the new IP address MN for later use. 
Subsequently, the MN informs the HA with a Header 
Removal Request message comprising the Uplink HR Con 
text-ID and information on the headers, i.e. the uplink headers 
that should be reconstructed and the downlink headers that 
should be removed. By transmitting both headers, the HA is 
later able to perform the reconstruction by inserting the indi 
cated uplink header, as well as the removal by recognizing 
those data packets with the indicated downlink headers and 
removing the indicated downlink headers. 
The Home Agent receives the HR Request and starts to 

configure a new IP address HA2 for itself. Since the HA has 
the same possibilities to generate a new IP address than the 
MN, no further detailed discussion on this topic is conducted 
at this point. As apparent from FIG. 6, the HA generates a new 
IP address HA2 by changing the interface identifier of the 
original address HA, which is then used as the Downlink HR 
Context-ID. 

Furthermore, the HA generates a context for reconstructing 
the uplinkinnerheader by associating the Uplink HR Context 
ID, being the new IP address MN of the MN and being in 
particular the new interface identifier of the MN, with the 
inner header which is to be removed from uplink packets by 
the MN. 
The MN needs to be informed about the new allocated IP 

address of the HA, so as to be able to recognize is received 
data packets among the data packets received from the HA, in 
which the inner header is to be restored. Accordingly, the HA 
transmits a Header Removal Response to the MN comprising 
the Downlink HR Context ID expected by the MN, which is 
the new address HA2, and in particular, the new interface 
identifier therein. Upon receiving the Header Removal 
Response, the MN is now able to generate a context for 
restoring the deleted downlinkinnerheader by associating the 
Downlink HR Context ID with the inner header which will be 
removed by the HA, so as to be able to later reconstruct the 
removed encapsulated header of received data packets. For 
instance, the MN can set up a particular table for the header 
removal procedure according to the embodiments of the 
invention, in which a specific IP address in a source field of a 
received data packets is associated with the appropriate inner 
headers which have to be inserted to achieve the correct data 
packet structure. 

It should be easily understood by a skilled reader that many 
variants are possible for the above suggested signaling 
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between the HA and the MN. The important thing that is to be 
achieved by said signaling is that both of the participating 
entities must know which header(s) are to be removed/recon 
structed, must know the corresponding Uplink/Downlink HR 
Context Identifiers by which the received data packets, that 
are to be removed/reconstructed, are encoded/identified, and 
must know which innerheaders are then to be inserted into the 
received and identified data packets. In other words, there 
should exist Some means between the endpoints to inform 
each other about the relation between the outer header infor 
mation and the inner headers. After the reconstruction there 
should be no difference to data packets received without 
applying the header removal procedure of the invention. 

Apparently, the signaling may be done in various ways. For 
example, instead of the MN initiating the signaling proce 
dure, it may be the HA which starts to decide which headers 
are to be removed, which allocates a new address and trans 
mits the Header Removal Request to the MN. Thus, the sig 
naling procedure exemplified in FIG. 6 is performed con 
versely. 

Furthermore, it may be that the MN does not decide about 
the headers which are to be removed in uplink and downlink, 
but only in uplink or downlink. Then, the HA would decide 
the headers which are to be removed from the downlink or the 
uplink and inform the MN accordingly about the decision. 
Other alternatives will become apparent to the skilled reader 
from the remaining description in which other embodiments 
for the signaling procedure will be presented as well. 
As a result from the signaling procedure as exemplified in 

FIG. 6, the HA and the MN are now able to perform the header 
removal according to the embodiment of the invention. 
More specifically, when a downlink data packet from the 

CN 101 arrives at the HA 111, the HA recognizes the data 
packet by means of the specific header structure as a data 
packet on which header removal according to the embodi 
ment of the invention is to be applied. Accordingly, the HA 
inserts the IP address (in FIG. 5: HA2), which was specifi 
cally allocated for that purpose, into the source address of the 
outer header, and removes the inner header(s) from the data 
packet structure. The changed data packet now only consists 
of one header and the payload, and is forwarded to the MN. 
The MN in turn receives said changed data packet from the 
HA and recognizes by means of the source address (in FIG.5: 
HA2) the data packet as a data packet that has undergone the 
header removal according to the embodiment of the present 
invention. Correspondingly, the MN knows that reconstruc 
tion has to be conducted and performs a look-up operation for 
the source address. Provided that at the beginning of the 
signaling procedure of FIG. 6 a context was generated for 
reconstructing the downlink inner header, the MN can 
uniquely identify said context by the source address (HA2), 
and the MN can now insert the appropriate inner header into 
the received data packet and adapt the outer header with the 
original source address HA. Thus, the MN eventually obtains 
the same data packets as if no header removal would have 
been applied, and can further process the received data packet 
as usual. 

Conversely, a data packet which is to be transmitted from 
the MN to the HA, is to be reduced in size as well. The MN 
determines that a particular data packet belongs to those data 
packets that have to undergo the header removal according to 
the embodiment of the invention by recognizing the inner 
header. Then, the source address of the outer header is 
changed to the new IP address MN of the MN, configured 
before, and the inner header is deleted completely. There 
upon, the data packet is transmitted to the HA, which receives 
the data packet and recognizes same by means of the address 
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(MN) in the source address field of the (outer) header as 
a data packet, whose concatenation of headers needs to be 
restored. Correspondingly, the correct encapsulated header is 
looked-up and then inserted into the received packet. Further, 
the outer header, and in particular the source address, is 
adapted so as to resemble to the outer header as originally 
provided, i.e. the address MN in the source address field 
is replaced by the original address MN of the MN. The 
thus-reconstructed data packet can then be processed as 
before the implementation of the invention. 

In order to abort the header removal procedure of the inven 
tion, it suffices to inform both entities that no further header 
removal or reconstruction is to be performed. This may be 
done by one of the two participating entities or especially by 
the entity which initiated the Header Removal, this is however 
not restricted thereto. Any entity that knows or is informed 
about the imminent abortion of the header removal procedure 
can in turn notify the participating entities. Then, the entities 
stop to remove and/or reconstruct data packets. 
One advantage of using the source IP address to code 

therein the encapsulated header that are to be removed from a 
data packet, is that there is no need for the sender to configure 
the source interface with all IP addresses that are used for 
header removal, because the Sender does not necessarily 
receive packets with this address as destination address. One 
shortcoming of encoding the HR Context ID in the source 
address fields of data packets, is that it requires that both 
endpoints are able to allocate multiple IP addresses. 

However, it is possible to re-use a newly configured IP 
address for several Header Removal sessions, that is, it is not 
necessary to always configure a new IP address for each new 
Header Removal Procedure that is started. For instance, it is 
assumed that for a first HR session on a communication path 
between the MN and the HA, the new IP addresses HA2 and 
MN are respectively configured by the HA and the MN to 
be used as Source address in those data packets from which at 
least a part of the inner headers is removed. Eventually, a 
second HR Session is initiated on a communication path 
between another MN2 and the HA. In said case, the previ 
ously configured new IP address HA2 may also be used as 
source address of data packets transmitted to the other MN2. 
Obviously, the other MN2 upon receiving data packets with 
HA2 as source address, recognizes said packet and can 
restore the original concatenation of headers from the context 
which was initially saved during Header Removal Start Pro 
cedure. 

Conversely, the MN may also re-use its IP address MN 
for another HR session with another Home Agent (in case the 
MN has more than one Home Agent). 

In a further embodiment of the invention, as illustrated in 
FIG.8 only one address, here the IP address of the HA, is used 
to identify the inner headers in both directions. This may be 
due to e.g. a limited IP address space in the access network of 
the UE, wherein the UE is thus notable to allocate additional 
IP addresses. Similar to the signaling process presented in 
FIG. 6, the MN presumably first determines the header(s) of 
the uplink and downlink flow that should be removed. Then, 
a Header Removal Request is sent to the HA with information 
on the uplink headers that should be reconstructed and the 
downlink headers that should be removed. 
The Header Removal Request may further include param 

eters and/or options from which the receiving entity can 
deduce how the header removal procedure is exactly to be 
conducted. For example, information that should be com 
prised in the HR Request can refer to which address field in 
the outer header is to be used to recognize receiving packets 
whose innerheader(s) have to be reconstructed and to encode 
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inner headers, that are to be removed. Alternatively, this may 
involve additional signaling to “negotiate' which variant of 
the header removal shall be used. Also, some orall parameters 
denoting aparticular variant of the invention may be set by the 
operator of the network, in which one of the participating 
entities is located. 

Referring again to FIG. 8, upon the HR Request is received 
in the HA, a new IP address is allocated for the downlink and 
uplink flows, e.g. a new interface identifier is generated while 
maintaining the same Subnet prefix as the original address. 
According to this embodiment of the invention, said interface 
identifier corresponds to both the Uplink and Downlink HR 
Context. 
Though not depicted in the signaling diagram of FIG. 8, the 

HA needs to provide a mapping between the Uplink HR 
Context ID and the uplink inner header which will be 
removed by the MN from each uplink data packet. In said 
respect, a context is provided in the HA, comprising informa 
tion for reconstructing the uplink inner header, wherein said 
context in the HA is uniquely indicated by the Uplink HR 
Context ID. 
The HA sends a Header Removal Response to the UE, with 

the HR ContextID, being the new IP address, or in particular 
the new interface identifier. Similarly to the mapping in the 
HA, the MN also needs an association between the HR Con 
text ID and the downlink inner header, that is removed by the 
HA from each downlink data packet, so as to be able to 
perform the reconstruction. Correspondingly, the MN holds a 
context, which allows to transform the incomplete concatena 
tion of headers, in this case only one outer header, into the 
original complete concatenation of headers. 

After the reception of the HR Response, the UE and the HA 
can start to remove the inner headers. The UE sends the data 
packets with the appropriate destination address HA2 to the 
Home Agent, and the Home Agent sends the data packets with 
the appropriate source address HA2 to the UE. The other 
endpoint recognizes the data packets based on the HR Con 
text ID in the Source? destination address and can reconstruct 
the headers, by inserting the innerheaders which are stored in 
their memories, using the context tagged by the HR Context 
ID 

FIG. 9 illustrates the use of the new address HA2 of the 
Home Agent as sole indicator/encoding information in the 
data packets. As can be seen, the original address HA of the 
Home Agent in the source address field of downlink data 
packets and the destination address field of uplink data pack 
ets is replaced during the header removal by the new address 
HA2. 
So when comparing the use of the source IP address with 

the use of the destination IP address to encode the contextID, 
it follows that both have its advantages and drawbacks, which 
are summarized in the subsequent table. The following table 
is explained for a scenario when the header removal is applied 
on the communication path between the UE and the HA. 

TABLE 1. 

Comparing the use of source against destination IP address 
for inner header identification according to different 

embodiments of the invention 

ContextID encoded 
in IP destination 
address 

Context ID encoded in IP source 
address 

Uplink Advantages 
No need to configure additional 
IP addresses on the interface of 

Advantages 
No need for UE to allocate 
multiple IP addresses 
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TABLE 1-continued 

Comparing 
for inner 

he use of source against destination IP address 
header identification according to different 
embodiments of the invention 

ContextID encoded 
ContextID encoded in IP source in IP destination 
address address 

UE Drawbacks 
No need for HA to allocate HA must be able to allocate 
multiple IP addresses (tunnel 
endpoint checks source address 
only to identify context and 
reconstruct headers) 
Drawbacks 
UE must be able to allocate 

multiple IP addresses 
HA must configure 
additional IP addresses 
on interface 

multiple IP addresses 
Downlink Advantages Advantages 

HA can re-use IP addresses for No need for HA to allocate 
different UES multiple IP addresses 
No need to configure all IP Drawbacks 

UE must be able to allocate 
multiple IP addresses 
UE must configure 
additional IP addresses 
on interface 

addresses on interface of the 
HA 
Drawbacks 
HA must be able to allocate 
multiple IP addresses 

In the high level signalling procedure shown in FIG. 6 or 8 
it is assumed, that always the whole header information is 
transferred in the Header Removal Request. In order to reduce 
the amount of data that is to be transmitted with the Header 
Removal Request it is suggested to transmit a hash value, by 
which the actual uplink and downlink header may be 
deduced, instead of transmitting the complete uplink and 
downlink header. More specifically, after the MN determines 
which headers are to be removed from uplink and downlink 
data packets, the MN selects particular fields from the inner 
headers (e.g. source and destination IP address) or the com 
plete inner header and generates a hash value (one for uplink 
and one for downlink) out of them by performing a special 
hash function. 

Consequently, in order to indicate the uplink and downlink 
inner header to the HA, it suffices to transmit the two hash 
values along with information about which header parts have 
been used to calculate the hash values and information about 
the particular hash function itself. Naturally, a skilled reader 
is aware that the header fields and the particular hash function 
which are used to calculate the hash values can also be agreed 
in advance, so that it is only necessary to transmit the hash 
values, but no information about hash function or header 
fields. 

Hence, the Header Removal Request according to this 
embodiment of the invention consists of two hash values, the 
configured new address of the MN and optionally of infor 
mation about the particular hash function and the header 
fields used for the calculation. 
When the HA receives said Header Removal Request mes 

sage, the HA is able to perform the particular hash function, 
already used in the UE, on the agreed or indicated header 
fields of data packets in the uplink and downlink flows. The 
calculated hash values for downlink and uplink data packets 
are matched in the HA against the received hash values in the 
Header Removal Request. Thereby, the headers which were 
determined by the MN to be removed/reconstructed are even 
tually identified in the HA. Accordingly, a context is estab 
lished in the HA to reconstructuplink inner headers, wherein 
the context is associated with the Uplink HR Context ID, 
which may be e.g. the new IP address of the MNinthose cases 
in which uplink data packets have the new IP address in their 
Source address fields. 
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Consequently, the HA is able to recognize the uplink data 
packets in which the header is to be reconstructed and the 
downlink data packets from which the headers are to be 
removed. Depending on the particular embodiment of the 
invention used, the HA might need to configure a new IP 
address, which is then signalled to the MN in the HR 
Response message. 
The main advantage achieved thereby is that the Header 

Removal Request message is Smaller in size, since not the 
complete inner header is transmitted but in the best case only 
the two hash values. However, in order for the HA to identify 
the correct data packets it may be that a lot of hash values have 
to be calculated, which increases the processing load. In order 
to mitigate this problem, it is possible to signal additional 
information (e.g. the destination address), so that the HA does 
not need to calculate too many hash values on all received 
data packets. By limiting the received data packets to only 
those with e.g. the particular destination address indicated in 
the HR Request Message, the processing load can be signifi 
cantly reduced. 

It is possible to further optimize the signalling procedure 
according to another embodiment of the invention. In particu 
lar, so far there is no special requirement on the mechanism 
that is used to generate the IP address for the header removal 
session. However, if it is possible for the UE and/or the other 
HA to generate an arbitrary interface identifier (Header 
Removal Context ID), for example if a per-node prefix is 
advertised, then the signalling procedure can be further opti 
mized. In said case, the UE can calculate a hash value over the 
relevant header fields of uplink and downlink packets as 
discussed above, and this hash values may be respectively 
used as interface identifier for the IP address of the MN and/or 
the HA. 

In more detail and referring to FIG. 10, the hash values are 
calculated based on part (or all) of the uplink and downlink 
header previously determined by the UE. The uplink hash 
value is then used by the MN as interface identifier to config 
ure its new address. The Header Removal Context ID is in 
both directions the interface identifier being the respective 
hash value. The UE is immediately enabled to generate the 
context information for restoring the downlink headers, the 
context being uniquely identified by the Downlink HR Con 
text ID (interface identifier-downlink hash value), since the 
UE already knows the Downlink HR Context ID which will 
be used by the HA to encode the inner header of downlink 
data packets. 
The HR Request message is transmitted to the HA, con 

taining the Uplink and Downlink HR Context ID (uplink and 
downlink hash), and optionally information on the particular 
hash function and header fields used for the calculation of the 
hash values. Further optionally, the HR Request may include 
additional identification information to reduce the amount of 
data packets on which the calculation has to be performed. 

Correspondingly, when the HA receives the HR Request 
message, it is able to generate a new IP address using the 
downlink hash value comprised in the message. The HA also 
knows the IP address by which uplink data packets will be 
encoded by the MN in case header removal is applied. Since 
the MN already knows the new IP address which the HA will 
configure, and in particular, the Downlink HR Context ID 
(interface identifier being the downlink hash value), there is 
no need for the HR Response message. 

This embodiment is advantageous, because the HR 
Request message is further reduced in size, now optimally 
containing the two hash values only, being the uplink and 
downlink HR Context IDs. The header fields pointer in FIG. 
10 is just optional, in case the HAknows which fields are used 
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to perform the calculation, as discussed before. Also, no 
Response message is necessary anymore, due to the MN 
already knowing the Downlink HR Context ID. 

If Duplicate Address Detection (DAD) for the new IP 
address of the MN or later for the HA fails, the UE can 
calculate a new interface identifier using a different hash 
function or hash key and signal this information again to the 
HA. Alternatively, in case the DAD for the new IP address of 
the HA is negative, the HA may arbitrarily configure a new IP 
address and inform the UE about the new IP address with a 
HR Response message as usual. 

It should be noted that the header removal according to the 
invention as discussed until now is not restricted to only the 
inner IP headers. If there are other inner headers that have 
mostly constant fields (e.g. UDP header), these can be also 
easily removed and reconstructed as well by applying the 
same steps as already illustrated before. 
With header removal according to the invention, the con 

texts for reconstructing the original inner headers are identi 
fied by the outer header IP addresses, be it the destination or 
source address. Thus, when a UE is mobile and changes its L3 
link, also the outer header uplink source IP address and 
respectively the outer header downlink destination IP address 
changes. Therefore, the UE must update the other tunnel 
endpoint, in this case the HA, with the new IP address. If the 
UE uses its IP address (instead of the other tunnel endpoints 
IP address) to identify inner headers and if there are several 
header removal sessions, the UE may have to send an update 
for many IP addresses concurrently, e.g. by using again the 
Header Removal Request or a Header Removal Update mes 
sage. In more detail, the UE must configure a plurality of new 
IP addresses being used as Downlink and/or Uplink HR Con 
text IDs. In order to substitute the associations in the HA with 
the previous addresses, it is necessary to transmit multiple 
messages for the multiple Header Removal session respec 
tively comprising the new HR Context ID of the UE and the 
corresponding inner header. 
One possibility to avoid the sending of many update mes 

sages at the same time is to use a bulk Header Removal 
Request/Update procedure, where the UE includes several IP 
addresses (HR Context Identifiers) and the matching inner 
header information at once. 
One problem with removing the inner headers and encod 

ing the related information into the outer header (e.g. the 
Source address) is, that some fields of the inner header may 
change from packet to packet, e.g. the hop limit or flow label 
field of the IPv6 header. Consequently, provided that the 
context information for reconstructing is not updated for each 
data packet with a new value in the changing field, the content 
of the inner headers can not be restored correctly, due to the 
changing values therein. 

However, e.g. the purpose of the hop limit field is to limit 
packet lifetimes, and thus, changes in the hop limit field can 
be possibly ignored on the last hop, i.e. the UE will then not 
be aware of the change of the hop limit value. In particular, the 
change of the value will not be noticed by the receiving entity, 
here the UE, since the innerheader is restored from informa 
tion that refers to an initial value at the time of starting the 
Header Removal Procedure. However, the change of the 
value does not negatively affect the operation of the UE. 

According to another embodiment of the invention, other 
changing fields, like the flow label and traffic class field, may 
be handled easily by copying the values into the appropriate 
field in the outer header and then, at the receiving side, copy 
ing them back far the reconstruction. Naturally, this is only 
possible in case the corresponding field(s) of the outer header 
are either empty or can be overwritten without causing any 
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problems, e.g. in case the value is irrelevant. Another possi 
bility in case the value in the corresponding field of the outer 
header is constant, is to include information in the context 
within the receiving entity for reconstructing the content of 
the corresponding field in the outer header that is overwritten 
along with the remaining innerheader. For instance, first, the 
context information is used to reconstruct the inner header 
except for the changing field. Then, the value of the corre 
sponding field in the outer header is copied into the same field 
in the inner header. Finally, the context information is again 
used to reconstruct the corresponding field in the outer header 
with the correct value, thereby arriving at the same concat 
enation of header as if no header removal was applied. 

Another simple way to cope with changing fields is to 
identify packets with frequently changing fields and not apply 
header removal to those tunnelled packets. That is, those data 
packets with field values that change often are tunnelled like 
packets without header removal. For example, the most fre 
quent values of the changing fields are determined before 
and/or during header removal is applied, and only the headers 
with the most frequent values are removed; i.e. all other 
packets, having values in the changing fields different from 
the most frequent one are still tunnelled without applying the 
header removal procedure of the invention. 

Nevertheless, it is desirable to always remove the inner 
headers, independent from changing values in certain fields 
of the inner headers that are to be removed. Further, it might 
be necessary that all fields of the inner headers must be 
reconstructed correctly and it can be also possible that the 
outer fields cannot be used, because they are occupied since 
they are needed for a different purpose (e.g. QoS handling). 
Then, the inner fields cannot be copied into the appropriate 
outer fields. 

Relating to another embodiment of the invention, it is 
possible to perform the header removal separately for every 
changing field, i.e. for every different inner header that shall 
be removed. In particular, the hop limit field, flow label, traffic 
class are also encoded into the interface identifier of the outer 
IP address, as depicted in FIG. 11. Then, if for example 
different hop limit values may occur for one inner IP source 
address-IP destination address pair, for every different hop 
limit value a different outer IP source address (in case the 
source address is used, as discussed with reference to FIG. 5) 
is needed for encoding the inner header comprising the dif 
ferent hop limit value. 

However, this form of encoding might conflict with a limit 
of the number of available IP addresses that can be configured 
on an interface of a tunnel endpoint. Also, if Duplicate 
Address Detection (DAD) is required for every new allocated 
IP address, a lot of delay and signalling overhead is added. 
One possibility to overcome the DAD problem is to assign a 
per-node IP prefix to a UE, then the UE can configure any 
interface identifier and does not need to perform DAD. 

Another possibility to cope with address exhaustion and 
changing fields in the IP header is to use a hybrid approach, 
according to the following embodiment of the invention. This 
means, that for downlink packets (i.e. from HA to UE) the 
destination IP address (e.g. an IP address of the UE) of the to 
be sent packet refers to static fields of inner headers (e.g. the 
version field, next header field, source IP address, destination 
IP address) and the source IP address of the tunnel endpoint 
(e.g. an IP address of the HA) refers to the value of the 
changing field (e.g. the hop limit). This is illustrated in FIG. 
12, which exemplary depicts an outer IPv6 header in which it 
is assumed that the hop limit value changes from one data 
packet to another and is encoded into the Source address HA2 
of downlink data packets. The static part of the inner headers 
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that are removed by the HA are encoded with the new address 
MN of the mobile node, which is inserted as destination 
address in the downlink data packets. 

Conversely, the outer header content for uplink packets is 
shown in FIG. 13. That is, for uplink data packets (i.e. from 
UE to HA) the source IP address MN (e.g. an IP address 
of the UE) of the to be sent packet refers to static fields of 
inner headers (e.g. the version field, next header field, source 
IP address, destination IP address) and can be equal to the IP 
address that is used for the corresponding downlink packets. 
The destination IP address of the tunnel endpoint (e.g. an IP 
address HA2 of the HA) can refer to the value of the changing 
field (e.g. to the hop limit). The header packet formats when 
applying the hybrid approach is depicted in FIG. 14. 
The advantage of this approach is that only one new IP 

address is needed on the UE's side for identifying the flow. On 
the other hand, the other tunnel endpoint (e.g. the HA) needs 
to allocate a larger number of IP addresses to cope with the 
changing fields. But these IP addresses can be re-used e.g. for 
tunnelling to other UEs, as already explained. 

According to another embodiment of the invention, the 
MN is located in a Wireless Local Network Area, wherein the 
WLAN interworks with 3GPP systems. The interworking 
3GPP-WLAN will be referred to in the following as 
I-WLAN. It is especially important to reduce the data traffic 
in wireless networks, as only a limited bandwidth is available 
therein. Nevertheless, as may be easily appreciated by a 
skilled reader it is also possible to implement the principles of 
the various embodiments of the invention in network archi 
tectures that are different from the subsequent WLAN sce 
nario. The support of 3GPP access (e.g. GERAN, UTRAN, 
E-UTRAN), non-3GPP accesses (e.g. WLAN, WiMAX, 
3GPP2, etc.) and also mobility between them is becoming 
more and more important. 

FIG. 15 depicts a simplified overview of a 3GPP-WLAN 
architecture, wherein the anchor for the mobility between the 
3GPP and the non-3GPP accesses is a Gateway, that also 
provides the interface to the external Packet Data Network 
(PDN), and is called PDN-GW. The mobility between 3GPP 
and non-3GPP accesses is based on Mobile IP, whereby the 
protocol used can be either Client Mobile IP or Proxy Mobile 
IP. The non-3GPP accesses are separated into trusted accesses 
and untrusted accesses. The assumption for untrusted 
accesses is that a UE in an untrusted access needs first a secure 
tunnel (e.g. based on IPsec) to an evolved Packet Data Gate 
way (ePDG) before being able to access operator services. 
The ePDG is similar to the PDG used for Interworking 
WLAN. On the other hand, this secure tunnel is not needed 
from trusted accesses. Whether a non-3GPP access is trusted 
or not is an operator decision and may be different from 
operator to operator. 

In addition, the WLAN includes WLAN access points and 
intermediate AAA (authentication, authorization and 
accounting) elements. It may further include other devices 
such as routers. The WLAN capable MN comprises all equip 
ment that is in possession of an end user, Such as a computer, 
WLAN radio interface adapter, etc. In I-WLAN a MN 
attached to the WLAN may either access directly the Internet 
(referred to as direct IP access) or may connect to its 3GPP 
operator and use operator's services. Since the operator nor 
mally wants to keep control of the MN's traffic, it is usual that 
the MNaccesses the data services over the 3GPP operator, i.e. 
through the ePDG. 
When a mobile node attaches to a WLAN, the MN config 

ures a local IP address (MN) in the WLAN network. It is 
further assumed that the MN uses within the WLAN the 
MIPv6 Protocol which means, that a HA is provided in the 
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WLAN. Then the MN, is not used for communication with 
correspondent nodes, rather, this is the address that the MN 
uses only in the WLAN network, e.g. between the n2G-HA 
and itself and the MN, is used by the n3G-HA to forward the 
data packets to the MN in the WLAN. Hence, the MN uses a 5 
non-3GPP HomeAddress for communication with the ePDG, 
i.e. an IPsec tunnel between the MN and the ePDG is estab 
lished by using the configured n3G-HoA. 
When the MN establishes the IPsec tunnel (security asso 

ciation, etc.) with the ePDG, the MN receives a remote IP 10 
address from the ePDG. Said remote IP address (RA) is used 
as new CoA of the MN when the MN communicates with the 
3G-HA. Afterwards, the MN needs to perform MIP proce 
dures to register the CoA (remote IP address from PDG's 
network) with its 3G-HA. Only in doing so, the MN can 15 
continue using its original Home IPAddress, which has been 
used to start the service in the 3GPP network beforehandover 
to the WLAN network. 

This connection scenario is illustrated in FIG. 15. Within 
the WLAN Access Network Mobile IP is used for local 20 
mobility, thus there is an IP-in-IP tunnel between the UE and 
its Home Agent (n3G-HA) in the WLAN Access Network. 
Furthermore, a secure tunnel is needed to an ePDG, resulting 
in an IPsec tunnel between the UE and the ePDG. Then, with 
use of Client Mobile IP for mobility between 3GPP and 25 
non-3GPP access, there is another IP-in-IP tunnel between 
the UE and the PDN-GW (3G-HA), which acts as Home 
Agent in the 3GPP network. With the IP address allocated by 
the PDN-GW, an IP packet sent from the UE or received by 
the UE would result in 4 IP headers on the Wireless Link, 30 
which can be appreciated in FIG. 16. In particular, there are 
three inner headers which amounts to 3x40 bytes=120 bytes 
of additional headers. Especially in case of e.g. an IMS VoIP 
service, a huge amount of overhead is added, because the 
actual Voice data payload is usually small. 35 
The amount of bytes in the inner headers may be even 

higher provided that the IPsec tunnel header also comprises 
additional security information, as e.g. Encapsulating Secu 
rity Payload (ESP). Referring to FIG. 16 again, the original 
data packets are encapsulated within an IPsec header, with the 40 
MN's Home Address (n3G-HoA) as the destination address, 
the ePDG's address as the source address, and including the 
Encapsulating Security Payload (ESP, 8 bytes in length; not 
shown) within a corresponding option field. The payload of 
the new encapsulated packet, i.e. the original data packet, 45 
may be encrypted. Furthermore, the ESP provides origin 
authenticity, integrity and confidentiality of the data packets, 
while the packet overhead added by the IPsec tunnel sums up 
to 48 bytes. 
A skilled reader will appreciate that all the above presented 50 

embodiments of invention are applicable to the scenario as 
presented in FIG. 16. The principles of the invention may be 
easily adapted to the specific scenarios. Also, though the 
following embodiment of the invention is restricted to a 
3GPP-WLAN architecture, other access technologies in the 55 
MN's network are possible, and the mechanism of the inven 
tion may be appropriately applied thereto, as well. For 
instance, the MN and the CN may both be connected to the 
same type of network which may be a 3GPP network. Other 
access technologies that are possible is for example the 60 
WIMAX (Worldwide Interoperability for Microwave 
Access). 

In FIG. 17 and FIG. 18 an embodiment of the invention is 
illustrated in which the n3G-HA performs the header 
removal, wherein the Source address of data packets is used to 65 
encode/recognize the data packets on which the header 
removal is applied. From FIG. 18 the skilled reader will 

26 
notice that the size of each data packet is reduced by 128 bytes 
(168 bytes-40 bytes) after performing the embodiment of the 
invention. 

In this example, it is assumed that no changing field(s) are 
present in the three inner headers that are removed. However, 
a skilled person is able to implement the principles relating to 
changing fields, which have been discussed before, in order to 
cope with changing fields in this scenario of FIG.16 as well. 

It should be noted that performing the different embodi 
ments between the MN and its HA is a mere example for 
illustration purposes. The invention is however not limited 
thereto. It is also possible to implement the invention on 
communication paths between the MN and other network 
entities, like the ePDG or PDN-GW. In addition, a Header 
Removal session between two network entities, like e.g. the 
ePDG and the 3G-HA is feasible as well, as long as both 
entities comprise the appropriate means to perform the vari 
ous embodiments of the invention. 
A simple high level signaling procedure is described so far 

in FIGS. 6, 8 and 10 where the signaling is between an UE and 
an HA. However, it should be mentioned, that a separate 
protocol for header removal related signaling is not required. 
The signaling can be also based on existing protocols (e.g. for 
tunnel setup/modification). One advantage achieved thereby 
is that the entities do not have to be modified, as correspond 
ing functionality for performing standard procedures (i.e. 
MIPv6, MOBIKE etc.) is assumed to be comprised in a usual 
network entity by standard. 
One possible protocol that can be enhanced to exchange 

header removal information is the IKEv2 protocol. Here, the 
information to perform header removal could be transported 
for example in a configuration payload field or with an addi 
tional notification field in the CREATE CHILD SA 
exchange or in an additional informational exchange. 

With header removal the IP addresses of the outer header 
however change compared to the original tunneled packet, 
and this might require the establishment of a new IKEv2 
session for each tunnel removal session. Therefore, an IKEv2 
variant like MOBIKE could be used, because with MOBIKE 
it is possible to change the IP addresses that are used for an 
IPsec SA. Furthermore, now the outer header, i.e. the outer 
header IP addresses, uniquely identify the appropriate con 
texts for reconstructing the innerheaders and also the appro 
priate Security Association, and thus the Security Parameter 
Index (SPI) in the ESP header can be additionally omitted. In 
this case, the Security Association Database (SAD) and the 
IPsec processing should be changed in the way that the outer 
header (i.e. the used IP addresses) identify the SA instead of 
the used SPI. 
The creation of an additional child IPsec SA for every 

header removal flow results also increation of additional keys 
for every SA. However, in order to reduce the overhead due to 
additional keys, it is also possible to share one key among 
different header removal IPsec SAs. 

Because the amount of traffic that would be secured by one 
shared key when multiple header removal SAS are used for 
different flows, is not different compared to using the one key 
to secure all different flows transported in one single non 
header removal SA, there should be no additional security 
risk in sharing the key. 

Another possible protocol that can be enhanced to carry the 
header removal signaling is the Mobile IPv6 protocol. Then, 
the Header Removal Request can be included in the MIP6 
Binding Update (BU) message, probably e.g., as a new 
Mobility Option and the Header Removal Response can be 
included in the MIP6 Binding Acknowledge (BACK) mes 
sage, probably e.g. also as a new Mobility Option. The BU 
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and the BACK inform the other node about the headers that 
can be removed and about the outer IP header, i.e. at least the 
used source and destination IP addresses. 

Still another way to carry out the header removal signaling, 
for example if the traffic is IP tunneled between a GW and the 
UE, is to make use of the application layer signaling (SIP/ 
SDP). Here, during the SIP/SDP (and QoS negotiation) sig 
naling, the used IP addresses, flow label, traffic class, proto 
cols are negotiated. Thus, an additional trigger and possibly a 
newly allocated IP address included in the SIP signaling 
could indicate the use of header removal between the Gate 
way and the UE. The SIP OK message could be extended to 
inform the UE about the final header parameters. FIG. 19 
shows an exemplary signaling flow when SIP/SDP signaling 
is used. 

Before the session is started, the UE may allocate a new IP 
address that is used for this session. The UE sends an SIP 
Invite message to the SIP proxy (P-CSCF) with an additional 
flag, indicating that header removal should be applied and 
probably the new IP address that should be used for tunneling 
this flow. Accordingly, the P-CSCF detects that header 
removal should be used. The information about the inner IP 
header fields can be derived from the SDP messages. 

The normal SIP exchange between the UEs is performed 
but without the additional header removal indication. The 
P-CSCF informs the Policy and Charging Rules Function 
(PCRF) about the header removal request and the to be used 
IP address. The PCRF in turn may authorize the request and 
informs the Gateway about the header removal, i.e. the inner 
headers that should be removed and the new IP address of the 
UE. The GW may at that time also allocate a new IP address 
for the session. 

The GW sends the Header Removal Accept to the PCRF 
and informs it about the Downlink HR Context ID, i.e. the 
allocated IP address. The PCRF subsequently informs the 
P-CSCF about the Downlink HR Context ID. Finally, the 
P-CSCF sends the SIP OK message to the UE, including the 
Header Removal Accept message and the Downlink HR Con 
text ID. 

It should be noted that the above implementation of the 
signaling into the SIP procedure, is only exemplary, and shall 
not be understood as restricting. Rather, a skilled person will 
be easily aware of variations that may be applied. 
A currently discussed topic in the IETF MEXT Working 

Group is the implementation of a “Generic Notification Mes 
Sage'. This generic message might be used to perform the 
"header removal request/response' signaling as exemplified 
in FIG. 19, instead of using SIP signaling and other means. 

Another possibility in said respect, would be to us new 
Mobility header types. In said case, messages, normally being 
part of Mobile IP, would then be used for the “header removal 
request/response' signaling, by employing a different header 
indicating said type. 

According to another embodiment of the invention, it 
might not be necessary to reconstruct all of the innerheaders, 
depending on the UE and on the applications on the UE. It 
could be sufficient to reconstruct only the most inner header 
that is needed by the higher layer. Referring to FIG. 15, if 
there are for example multiple tunnels to/from the UE (e.g. 
one IP tunnel to n3G-HA, one IPsec tunnel to ePDG and 
another IP tunnel to PDN GW), then, the IP header of the 
original IP flow (between the UE and a correspondent host) 
without tunnelling and the header of the UE-PDNGW tunnel 
and also the header of the UE-ePDG tunnel can be removed 
with the header removal. Thus, the traffic between UE and 
n3G-HA for this specific session has only one IP header that 
has for downlink traffica UEIP address as destination address 
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and an n3G-HA IP address as source address. In this case, 
when the UE is tunnel endpoint of both tunnels, there is no 
need to reconstruct the UE-ePDG tunnel or the UE-PDN-GW 
IP tunnel. For the higher layers it might be sufficient to recon 
struct only the IP header used for the UE-CN session. 

Additionally, depending on the application, it could be 
possible that even the most inner header needs not to be 
reconstructed, then the data payload can be passed to the 
application directly. 
The Header Removal according to one of the above 

embodiments of the invention allows the removal of several 
inner headers simultaneously. For example, in the scenario 
shown in FIG. 17, the HA in the WLAN can remove the 
headers of the UE-ePDG tunnel, of the UE-PDN-GW tunnel 
and of the UE-CN IP session. 

However, a tunnel can be e.g. encrypted and then the inner 
headers are not visible and it is not possible to remove them. 
In this case and if header removal is supported by multiple 
endpoints, the header removal can be also applied in a sequen 
tial manner achieving the same amount of overhead reduction 
onaparticular communication path, like between the MN and 
its HA in the WLAN. According to this embodiment, the UE 
performs the header removal procedure with each tunnel end 
point separately. 

For instance, there could be a secure tunnel between UE 
and ePDG and between UE and PDNGW. Then, it would not 
be possible for the HA in the WLAN to remove the UE-PDN 
GW header or the UE-CN header, and it would also not be 
possible for the ePDG to remove the UE-CN header. With the 
sequential header removal according to this embodiment of 
the invention, it is still possible to achieve the header removal 
between the HA and the MN, as will be discussed below. 
The UE may perform the procedure in the following way: 

at first UE performs header removal with the PDN-GW to 
remove the header of the UE-CNIP session. Subsequently, 
the UE performs header removal with the ePDG to remove the 
header of the UE-PDN-GW session that was created in the 
previous step to remove the UE-CN header. The UE performs 
header removal with the HA in the WLAN to remove the 
header of the UE-ePDG session that was created in the pre 
vious step to remove the UE-PDN-GW header. 
The resulting flow is shown in FIG. 20. The flows from the 

CN to the PDN-GW have not changed and have one IPheader. 
In the flows from the PDN-GW to the ePDG the inner UE-CN 
header is removed, and a separate flow for each inner header 
is established. The same is done on the ePDG and on the HA, 
the innerheader is removed and a separate flow is established. 
On each communication path between the various entities 
only one header is present in the exchanged data packets. 

IPv4 is still widely used in the Internet. In the previous 
embodiments it has been assumed that the outer header, after 
having performed header removal according to one of the 
embodiments, belongs to the IPv6 type. Then, in case of the 
outer IPv6 header and in case the UE has an IPv4 session with 
a CN, i.e. an inner IPv4 header, where both entities have an 
IPv4 address, the concatenation of the IPv4 addresses of the 
UE and the CN may be used as Context-ID, i.e. as interface 
identifiers of an address of the outer IPv6 header. Naturally, 
other combinations of the IPv4 addresses of the UE and the 
CN are also possible, apart from a simple concatenation of 
same to form the interface identifier. 

Another optimization, in case the inner header is of the 
IPv4 type and the outer header is of an IPv6 type and alter 
natively to encoding the inner header fields to different 
Source? destination addresses, as discussed in detail in previ 
ous embodiments, the inner IPv4 fields may be copied into the 
outer IPv6 header by the following rule: 
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Inner IPv4 Header Outer IPv6 Header 

Type Of Service Traffic Class 
Total Length Payload Length 
Identification Flow Label 
Flags Encoded into Interface Identifier 
Fragment Offset Encoded into Interface Identifier 
Time To Live Hop Limit 
Protocol Next Header 

As already mentioned, in the various embodiments of the 
invention described above it is assumed that the header 
removal of tunnelled data packets is applied when the outer 
header is an IPv6 header, as displayed in FIG. 4. This is for 
example the case when the UE is in an access network Sup 
porting IPv6 only, thus using an IPv6 header as the outer 
header. However, the invention is not limited to only IPv6 
header types; there are at least two additional scenarios pos 
sible. 

According to a first scenario, it cannot be always assumed 
that IPv6 is Supported, i.e. Some access networks might Sup 
port IPv4 only. Then, the UE can only allocate an IPv4 
address, and in case of tunnelling (e.g. DSMIP or IPSec), the 
outer header would be an IPv4 header, even when the inner 
packets are IPv6 packets. 

According to a second scenario, the access network in 
which the mobile node is located might support both IPver 
sions, IPv4 and IPv6. In said case, the UE might choose 
between both. However, e.g. in case of DSMIPv6, it is advan 
tageous that the MN should prioritize IPv6 care-of addresses. 
One of the problems with the first scenario is that header 

removal as described thoroughly in the previous embodi 
ments of the invention above assuming an outer IPv6 header, 
does not work with IPv4. One of the problems with the second 
scenario is that IPv6 headers are 40 bytes long, whereas IPv4 
headers are only 20 bytes (and 28 bytes with additional UDP 
header).Thus, the chosen IPv6 header would be nearly 
2-times (1.43-times) the size of an IPv4 header. 

According to another embodiment of the invention, instead 
of using an outer IPv6 header, the outer header is always 
changed to the IPv4 type, when possible. More specifically, in 
case the access network of the mobile node and the PDN-GW 
supports IPv4, when performing the header removal, the 
inner IPv6 headers are removed, and an outer IPv4 header is 
applied to the data packet. An exemplary header of the IPv4 
type is illustrated in FIG. 21. 

The main benefit is that the tunnel removal mechanism is 
also made possible for IPv4 only access networks. Further 
more, in the case IPv4 as well as IPv6 are supported, the 
header removal mechanism using IPv4 outer headers results 
in even Smaller data packets than when using the header 
removal with the IPv6 outer header. Even more, the resulting 
data packet after header removal is even smaller than the 
initial data packet transmitted from the CN, using the IPv6 
header. 

These two benefits are illustrated in more detail using FIG. 
22, which generally corresponds to FIG. 5 of the previous 
embodiments. When comparing FIG. 5 and FIG. 22, it is 
apparent that the IPv6 data packet header exchanged between 
the HA and the MN is twice as large as the IPv4 one of FIG. 
22. Furthermore, within FIG. 22, the data packet exchanged 
between the CN and the HA, and the one exchanged between 
the HA and the MN, are also different in size. This is due to the 
different header sizes of IPv4 and IPv6. 
As already addressed in previous embodiments of the 

invention, there may be changing fields in the inner headers 
that shall be removed (i.e. Traffic Class, Flow Label or Hop 
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Limit). Since the values within said fields may change from 
one data packet to another data packet, they need to be 
addressed separately and for each value of the changing field. 
This problem may be overcome by simply not removing the 
corresponding fields with the changing values. Thus, only 
static fields would be removed according to the inventive 
header removal procedure explained in the various different 
embodiments before. 

Another possibility to handle changing fields in the inner 
headers is to copy the content of the changing fields to the 
final outer header. But the copying of the changing fields of 
the inner IPv6 headers and the outer IPv4 header poses a 
problem in that the IPv4 and the IPv6 header fields are dif 
ferent. 

However, even though the header fields are different, one 
possible exemplary copying method of inner IPv6 headers to 
outer IPv4 headers is shown in the following table: 

Inner IPv6 Header Outer IPv4 Header 

Traffic Class Type Of Service 
Flow Label Identification + Fragment Offset 
Hop Limit Time To Live 

This mapping of the inner IPv6 fields to the outer IPv4 
fields is only possible if the outer IPv4 fields are not used. 
Especially for the copying of the Flow Label field, the IPv6 
packet needs to be not fragmented. Otherwise, the IPv4 Iden 
tification field is bound to carry the Identification of a 
removed inner IPv6 fragmentation header. If the Identifica 
tion field and Fragment Offset field are used to carry an inner 
Flow Label field, the more fragments flag should be set to 0. 
In case the outer header fields are already in use (e.g. the 
Identification field), the corresponding field of the inner 
header (e.g. Flow Label) should be maintained within the 
innerheader. One possibility here (as always) is to not remove 
the inner IPv6 Fragment Header in this case. 

Another possibility to overcome the cases where the outer 
header fields cannot encode changing inner IPv6 header fields 
(e.g. Hop Limit) is to use different IPv4 source and/or desti 
nation addresses. This is similar to the embodiments dis 
cussed in connection with FIGS. 11, 12 and 13. This is again 
illustrated in FIGS. 23 and 24, where different IPv6 Hop 
Limits are encoded into different outer IPv4 destination 
addresses. 

Nevertheless, apart from the limitations with regard to the 
outer header fields described above, IPv4 has further limita 
tions compared to IPv6. At first, IPv4 does not support state 
less address autoconfiguration, i.e. the UE cannot configure 
an address based on a prefix and a generated interface iden 
tifier. Further, IPv4 may suffer from limited address space. 
The UE may not be able to allocate any number of IPv4 
addresses, but only a very limited number, or only a single one 
in the worst case. Another problem could be that private IPv4 
addresses in connection with Network Address Translation 
(NAT) are widely used. Put briefly, the UE gets assigned a 
private IPv4 address in the access network, and then, in the 
communication with external nodes the private IP address is 
translated by a NAT router into a public IP address. In these 
cases the encoding of a Context-ID into outer IPv4 headers is 
not possible. 
More specifically, as already known to the skilled person, 

IPv4 has only a comparatively small address space. Network 
Address Translation deals with the IPv4 address shortage by 
transceiving network traffic through a corresponding NAT 
router that involves re-writing the source and/or destination 
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IP addresses and usually also the TCP/UDP port numbers of 
IP packets as they pass through. 

In a typical configuration, a local network uses one of the 
designated “private’ IP address subnets, and nodes in said 
subnet have corresponding private addresses. Further, a NAT 
router on that network has also a private address in that 
address space and is connected to the Internet with a single 
“public' address (known as “overloaded NAT) or multiple 
“public' addresses assigned by e.g. an Internet Service Pro 
vider. As traffic passes from the local network to the Internet, 
the source address in each packet is translated on the fly from 
the private addresses of the nodes to the public address(es). 

The router tracks basic data about each active connection 
(particularly the destination address and port). When a reply 
returns to the router, it uses the connection tracking data, 
stored during the outbound phase, to determine where on the 
internal network to forward the reply; the TCP or UDP client 
port numbers are used to demultiplex the packets in the case 
of overloaded NAT, or IP address and port number when 
multiple public addresses are available, on packet return. To a 
system on the Internet, the router itself appears to be the 
source? destination for this traffic. 

In other words, different kinds of NATs are possible, such 
as basic Network Address Translation (Basic NAT) or Net 
work Address Port Translation (NAPT). With Basic NAT 
there is a one-to-one mapping between the private and public 
IP addresses. Alternatively, NATs may be overloaded; then, 
the public IPv4 address is used by several hosts behind the 
NAT. In order to traverse these overloaded NATs, NAPT is 
used. In this case TCP or UDP port numbers are used to 
identify the connection, respectively the hostbehind the NAT. 
For example, UDP tunnelling is used in case of DSMIPv6 
(Dual Stack MIPv6) in an IPv4 access network, i.e. packets 
between the MN and HA are tunneled by UDP and IPv4. 

According to another embodiment of the invention, when 
using IPv4 with UDP tunneling for exchanging data packets, 
instead of allocating new Source and destination IP addresses, 
the UDP header (e.g. for traversing NATs) can be re-used for 
header removal. For instance, an UDP port number may be 
newly configured to be the Context-ID for later on recon 
structing the inner headers that have been removed by the 
communication peer entity. This might be done instead of 
using IP address as Context-IDs or in combination therewith. 

In addition, to handle the fields having changing values, it 
is possible to configure one special UDP port number for each 
different value in said changing field. This is illustrated in 
FIGS. 25 and 26, respectively showing data packets before 
and after the header removal. The UDP port number in FIG. 
25 is used as Context-ID and belongs to the Hop Limit=X. 
Consequently, data packets with different Hop Limits than X 
would have a different UDP port number as Context-ID, such 
as Hop LimitY, which belongs to the Context-ID "port nry', 
as illustrated in FIG. 26. FIG. 27 shows the data packet 
formats used during the communication between a MN and a 
CN, confronting the data packet formats on the communica 
tion path between the HA and the MN, before and after 
applying the header removal according to the current embodi 
ment of the invention discussed in connection with FIG. 26. 
The configuration of the header removal procedure may be 

the same as for the previous embodiments. Further, provided 
that the header removal should be applied between a UE and 
a PDN-GW (the HA of the UE), then, in the header removal 
signaling flow, the UE indicates in a Header Removal Request 
message to the PDN-GW the innerheaders to be removed and 
the desired behavior regarding possible changing fields. If the 
UE is notable to allocate additional IP addresses for different 
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flows with removed header, it indicates different UDP ports to 
be used for the different flows. 

In the example in FIG. 28 it is shown how data packets 
would look like in case a UE communicates with 2 CNs from 
a private IPv4 access network through a NAT and header 
removal is used between the UE and the PDN-GW. CN1 and 
CN2 are sending data packets with IPv6 headers to the UE's 
HomeAddress, i.e. allocated at the PDN-GW. The PDN-GW 
uses DSMIPv6 with IPv4 and UDP tunneling to tunnel the 
packets to the UE. In addition, according to the present 
embodiment of the invention the PDN-GW removes the IPv6 
header and uses different UDP destination ports for the pack 
ets from the different CNs. At the NAT the public IPv4 
addresses are changed to the private IPv4 address of the UE 
and the port numbers may be also changed to numbers 
assigned by the NAT. In this case, the PDN-GW knows to 
perform the header removal according to the present embodi 
ment when it detects the destination ports 4444 (for packets 
from CN1) or 4445 (for packets from CN2). The correspond 
ing Context-IDs for the UE however are 23456 and 23457 
respectively, due to the change of UDP port number at the 
NAT router. Consequently, when the UE detects the UDP port 
numbers 23456 and 23457, it may identify the reconstruction 
context with which to respectively reconstruct the complete 
header concatenation. 
One issue to be considered when the UE is behind a NAT is 

that Address-Dependent or Address and Port-Dependent Fil 
tering may be applied in the NAT. In this case, if the port 
number of the internal endpoint or of the external endpoint 
changes, packets are dropped at the NAT. I.e. in the example 
above, if the PDN-GW sends packets to the UE and uses a port 
number (source and/or destination, depends on the configu 
ration of the NAT) that was not used during previous com 
munication, the packets will be dropped by the NAT, instead 
of being forwarded. To overcome this, the UE must first send 
packets to the external node's IP address and port from the 
appropriate internal IP address and port. This would enable 
the NAT router to receive and forward incoming packets to 
the UE. 

Furthermore, this also means in case changing fields are 
encoded in the UDP port sent from the PDN-GW, the PDN 
GW must first trigger the UE over an existing connection to 
send a packet to the PDN-GW address and the appropriate 
port. This has to be done every time a new value of the 
changing field needs to be considered for the inventive header 
removal. 

Another issue is that the NAT may change the port number 
of the UDP header: For example, if different hosts behind the 
NAT are communicating with the same external node and are 
using internally the same port number. Then, it may not be 
Sufficient if the UE informs the PDN-GW about the to be used 
destination port, because the destination port number seen by 
the PDN-GW may be different from the one used by the UE, 
as already shown with FIG. 28. Matter of fact, when more 
than one host uses internally the same port number, the NAT, 
using only one public IP address, needs to change said port 
number into two different port numbers So as to distinguish 
data packets incoming for said two hosts. 

Therefore, one embodiment of the invention Suggests that 
the UE should send the Header Removal Request message 
from the UDP source port that should be used for the appro 
priate uplink and downlink session. In other words, a Context 
configuration message for exchanging the Context-ID, pos 
sibly including further information Such as reconstruction 
information, is sent from the UE to the PDN-GW using the 
Context-ID (port number) as source port number of said 
message. Then, when the NAT changes the UDP port number, 
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the configuration message received in the PDN-GW has a 
different source port number than the one specified as the 
Context-ID (port number) within the actual message. Thus, 
the PDN-GW may determine that the source port number of 
the message is to be used as Context-ID instead of the one 
indicated in the actual message. 

FIG. 29 shows a similar arrangement as FIG. 28, however 
with only one CN but illustrating the data packet exchange in 
both directions. It is assumed that a NAT router is located 
between the UE and its HA, the PDN-GW. For this exemplary 
embodiment of the invention illustrated, it is also assumed 
that the Context-ID is encoded into the port number of the 
data packets. 

In the downlink, i.e. from the CN to the UE, the Context-ID 
is the UDP destination port, and more specifically, UDP port 
4444 for the PDN-GW and UDP port 23456 for the UE. When 
the PDN-GW detects that a data packet is to be transmitted to 
UDP port 4444 it performs header removal according to one 
of the previous embodiments, and thus only maintains one 
outer header, here, an IPv4 header, and the UDP header. Said 
smaller data packet is then transmitted to the NAT, which 
changes the destination field of the data packet by using the 
UE's private address and a different UDP port number. The 
UE receives the data packet and may recognize from the UDP 
port number 23456 that header removal was applied thereto, 
and may then reconstruct the complete concatenation of 
headers using the Context identified by the Context-ID. 
When being compared to the data packet format and con 

tent without applying the header removal, it stands out that the 
UDP port number used in the destination field of the UDP 
header is different, namely 3333 between HA and NAT router 
or 5987 between the NAT router and the MN. 

Conversely, on the uplink the source UDP port number is 
used as Context-ID. In more detail, source UDP port number 
23456 triggers the UE to perform header removal on an out 
going data packet. Source UDP port number 4444 induces the 
PDN-GW to perform header reconstruction using context 
information identified by the Context-ID 4444. 

Referring now to a different embodiment of the invention, 
one possible scenario is that a DSMIPv6 UE is at first con 
nected to a trusted access, i.e. the PDN-GW is reachable from 
the access network, and the UE can send a Binding Update 
directly to the PDN-GW. In addition, the UE may have estab 
lished a header removal context in the PDN-GW. Then, the 
UE is doing a handover to an untrusted access and allocates a 
local IPv6 prefix and has a corresponding local IPv6 address. 
Further, because the PDN-GW is not directly reachable from 
the access network, the UE needs to establish a connection 
with an ePDG before being able to sendaBU to the PDN-GW. 
The connection with the ePDG may further include a further 
encapsulation of the data packets. FIG. 30 illustrates the 
packet format and contents when the MN is located in an 
untrusted network and needs to communicate via an ePDG 
with the PDN-GW and the CN. 

In the data packets denoted with “before, it is apparent 
that between the ePDG and the MN a total of three IP headers 
is present in each data packet. In more detail, the most inner 
header refers to the one used by the CN to transmit and direct 
the data packet. The second inner header is attached by the 
HA according to MIP and may belong to Version 6 or Version 
4 of the Internet Protocol, here IPv4. The ePDG then encap 
sulates said packet in a further header and attaches the ESP 
header of the IPsec protocol for security reasons. Conse 
quently, the packet received in the UE has three IP headers 
and the ESP header. 
By performing the header removal according to previous 

embodiments between the HA and the UE, it is possible to 
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remove the IPv6 header used by the CN, as apparent by the 
data packet illustrated in FIG. 30 between the HA and the 
ePDG, denoted “after. 
By performing a further header removal between the ePDG 

and the UE it is even possible to remove the outer header, used 
by the HA after the header removal to transmit the data 
packet, thus only maintaining one header and optionally the 
ESP header. 
The exemplary Context-IDs would be the following in the 

downlink: 
The HA detects the source address 115.1.1.7 of a data 

packet and in response thereto performs header removal. The 
ePDG detects that the destination address 110.10.0.7 would 
be used for a data packet and also performs header removal 
according to one of the previous embodiments. Then, the MN 
receiving the data packet notes the Context-ID 1 10.10.0.7 in 
the destination address field, and performs header reconstruc 
tions as configured with the ePDG, thereby arriving at a data 
packet with the headerstructure as employed between the HA 
and ePDG after the header removal by the HA. 

Subsequently, the MN would notice the Context-ID 
115.1.1.7 in the source address field of the outer header of the 
data packet, and performs header reconstruction as config 
ured with the HA, thereby arriving at a data packet with the 
complete concatenation of headers as illustrated by the data 
packet format denoted “before’. 
One possible alternative optimization in this scenario to 

reduce the signaling overhead during handover, is that the 
UE, during tunnel establishment to the ePDG, signals to the 
ePDG that it wants to use header removal. At the same time, 
it requests an address prefix from the ePDG and then sends a 
BU to the PDN-GW with the new CoA prefix. Additionally, 
the UE tells the ePDG that it should not encapsulate and 
tunnel packets from the PDNGW to the UE, but instead the 
ePDG shall substitute the source address prefix of the outer 
header of the downlink packets from the PDN-GW with a new 
prefix from the ePDG and substitute the destination address 
prefix by the local address prefix. Consequently, it would not 
be necessary to establish a further header removal with the 
ePDG (see FIG. 30), but it would suffice to avoid the addi 
tional tunnel by changing the outer header as indicated while 
maintaining the ESPheader and thus the security between the 
ePDG and the MN. 

Another optimization to reduce signaling overhead, e.g. to 
simplify the cleanup of the ContextIDs when leaving a PDN 
GW, is, to have hierarchy in the structure of the context ID. 
For example the context ID can be split into 3 parts: 

1. PDN-GW Context-ID referring to a PON-GW, 
2. Session Context-ID referring to a session, e.g. consisting 

of several flows (audio-video), and 
3. Flow Context-ID referring to a flow in a session. 
For instance, when using a port number as Context-ID, e.g. 

23456, the number “23” would denote the entity with which 
the header removal session would be established, in this case 
the PDN-GW. The number “4” might indicate the session, 
and the remaining number "56 could distinguish the differ 
ent flows. 

Therefore, when the UE wants to terminate all sessions/ 
flows from one PDN-GW, it only indicates the PDN-GW 
Context-ID and all header removal contexts can be deleted. 
On the other hand, if the UE wants to terminate all flows of a 
session, it only indicates the Session Context-ID and all 
header removal contexts (i.e. all flows) belonging to the ses 
sion can be terminated in one step. 

Moreover, a UE may have created aheader removal context 
for the tunnel between the UE and e.g. a PDN-GW for a 
session to a CN. However, if the UE is for example in an 
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untrusted non-3GPP access network, the UE may have addi 
tionally created a header removal context for the tunnel 
between the UE and an ePDG for the same session (see FIG. 
30 and corresponding discussion). Then, there are multiple 
Context-IDs in the UE for the same session. In this scenario 
the context with the PDN-GW can be put into a dormant 
mode, if it is not necessary to reduce resources within the 
network. The context with the ePDG may be setup and only 
this one would then be used. On the other hand, if also header 
removal within the network should be used, then there are two 
contexts for one packet. One possible enhancement here is to 
use the hierarchical three-part context described above and to 
inform the ePDG about the PDN-GW Context-ID and then 
the ePDG may re-use the other parts of the Context-ID and 
only changes the PDNGW Context-ID to its ownePDG Con 
text-ID. 
As will be apparent to a skilled person, the above discussed 

embodiments of the invention are mere examples of how to 
implement the concepts behind the invention. Various com 
binations of the previous embodiments are possible and may 
depend on the actual requirements of the implementation. For 
instance, the use of UDP port numbers as Context-ID may be 
combined with the use of IP address as Context-IDs, e.g. one 
for uplink, the other for downlink; or even a combination of 
port number and IP address as one Context-ID. A further 
exemplary combination would be the use of the hierarchically 
structured Context-ID for IP addresses, be it IPv4 or IPv6. 

Apparently, the principles of the invention are very flexible 
and may be adapted to the particular scenario for achieving 
the greatest benefit therefrom. 
A data packet may be identified as a data packet on which 

header removal has been performed only by the two peer 
entities participating in the header removal procedure, for 
example the UE and the PDN-GW, when looking for the 
Context-ID in the data packet. In other words, from outside it 
is not possible to determine whether the current data packet is 
a data packet with header removal or not. However, for some 
functions it might be advantageous to distinguish a “normal” 
data packet from a data packet on which header removal has 
been or will be performed. For instance, charging in the 
network may be performed based on the size of the payload. 
The payload part of packets with header removal is larger 
compared to packets without header removal. Therefore, the 
packets should be charged differently and the charging func 
tion in the network should be able to distinguish the packets. 

For DSMIPv6 there is a possibility that a TLV header 
comes after the UDP headerina data packet. This TLV header 
might be used to indicate that the data packet is of the type “IP 
with removed header'. Then, the payload following said TLV 
header would be the actual data packet with the removed 
(parts of) inner headers. 

Another embodiment of the invention relates to the imple 
mentation of the above described various embodiments using 
hardware and software. It is recognized that the various 
embodiments of the invention may be implemented or per 
formed using computing devices (processors). A computing 
device or processor may for example be general purpose 
processors, digital signal processors (DSP), application spe 
cific integrated circuits (ASIC), field programmable gate 
arrays (FPGA) or other programmable logic devices, etc. The 
various embodiments of the invention may also be performed 
or embodied by a combination of these devices. 

Further, the various embodiments of the invention may also 
be implemented by means of software modules, which are 
executed by a processor or directly in hardware. Also a com 
bination of software modules and a hardware implementation 
may be possible. The software modules may be stored on any 
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kind of computer readable storage media, for example RAM, 
EPROM, EEPROM, flash memory, registers, hard disks, CD 
ROM, DVD, etc. 

In the previous paragraphs various embodiments of the 
invention and variations thereof have been described. It 
would be appreciated by a person skilled in the art that numer 
ous variations and/or modifications may be made to the 
present invention as shown in the specific embodiments with 
out departing from the spirit or scope of the invention as 
broadly described. 

It should be further noted that most of the embodiments 
have been outlined in relation to a 3GPP-based communica 
tion system and the terminology used in the previous sections 
mainly relates to the 3GPP terminology. However, the termi 
nology and the description of the various embodiments with 
respect to 3GPP-based architectures is not intended to limit 
the principles and ideas of the inventions to Such systems. 

Also the detailed explanations given in the Technical Back 
ground section above are intended to better understand the 
mostly 3GPP specific exemplary embodiments described 
herein and should not be understood as limiting the invention 
to the described specific implementations of processes and 
functions in the mobile communication network. Neverthe 
less, the improvements proposed herein may be readily 
applied in the architectures described in the Technological 
Background section. Furthermore the concept of the inven 
tion may be also readily used in the LTE RAN currently 
discussed by the 3GGP. 

The invention claimed is: 
1. A method for reducing a size of data packets of a data 

flow exchanged on a communication path in a mobile com 
munications system between a first entity and a second entity, 
wherein the data packets on said communication path com 
prise a concatenation of headers, wherein an outer header in 
the concatenation of headers is used for exchanging the data 
packets on the communication path between the first and 
second entity, wherein the method comprises the steps of: 

configuring a new address uniquely identifying a context 
comprising information for reconstructing the concat 
enation of headers in the data packets, 

replacing an address in a destination or source address field 
of the outer header with the configured new address, 

removing at least one part of at least one header other than 
the outer header from the concatenation of headers, prior 
to transmitting the data to the second entity, and 

transmitting the data packets with the concatenation of 
headers from which the at least one part of the at least 
one header has been removed from the first entity to the 
second entity via the communication path using the 
outer header with the configured new address in the 
destination or source address field. 

2. The method according to claim 1, wherein the config 
ured new address in the destination or source address field of 
the data packets is used to exchange the data packets between 
the first and second entity and to enable reconstruction of the 
concatenation of headers. 

3. The method according to claim 1 further comprising the 
step of: 

exchanging between the first and second entity the context 
comprising information for reconstructing the concat 
enation of headers, and upon configuring the new 
address, associating the configured new address with the 
context comprising information for reconstructing the 
concatenation of headers. 

4. The method according to claim 1, further comprising the 
steps of: 
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deciding in the first or second entity for a downlink and/or 
uplink direction which at least one part of the at least one 
header in the concatenation of headers except for the 
outer header is to be removed from the data packets and 
reconstructed, and 

upon performing the deciding, informing the second or first 
entity about which at least one part of the at least one 
header in the concatenation of headers is to be removed 
and reconstructed. 

5. The method according to claim 1, wherein the first entity 
configures the new address, wherein the step of replacing 
replaces an address in the source address field of the outer 
header of the data packets transmitted from the first entity to 
the second entity, and an address in the destination address 
field of the outer header of the data packets transmitted from 
the second entity to the first entity, with the configured new 
address of the first entity, or 

wherein the first entity and the secondentity each configure 
one new address, and the step of replacing replaces the 
source or destination address field in the outer header of 
the data packets transmitted from the first entity to the 
secondentity with the configured new address of the first 
or second entity, and replaces the source or destination 
address field in the outer header of the data packets 
transmitted from the second entity to the first entity with 
the configured new address of the second or first entity. 

6. The method according to claim 1, wherein the outer 
header of the data packets includes an original address com 
posed of a prefix and an interface identifier, and the step of 
configuring the new address configures the new address by 
maintaining the prefix of the original address and changing 
the interface identifier, or by changing the prefix and the 
interface identifier. 

7. The method according to claim 1, wherein within the 
data flow the at least one part of the at least one header that is 
to be removed from the concatenation of headers in the data 
packets comprises a field with a value that can vary from one 
data packet to another data packet, the method further com 
prising the step of 

copying the varying value from the at least one part of the 
at least one header that is to be removed into a field in the 
outer header corresponding to the field with the varying 
value in the at least one part of the at least one header. 

8. The method according to claim 1, wherein within the 
data flow the at least one part of the at least one header that is 
to be removed from the concatenation of headers in the data 
packets comprises a field with a value that can vary from one 
data packet to another data packet, the method further com 
prising the steps of: 

determining from the one data packet to the another data 
packet a rate of variation of the value in the field of the at 
least one part of the at least one header that is to be 
removed, wherein the steps for reducing the size of the 
data packet according to claim 1 are performed based on 
whether the rate of variation of the value is below a 
predetermined value. 

9. The method according to claim 1, wherein within the 
data flow the at least one part of the at least one header that is 
to be removed from the concatenation of headers in the data 
packets comprises a field with a value that can vary from one 
data packet to another data packet, and 

wherein for each different value among the varying values 
of said field, a different new address is configured, each 
of which uniquely identifies a different context compris 
ing information for reconstructing the concatenation of 
headers comprising the different value. 
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10. The method according to claim 1, wherein within the 

data flow the at least one part of the at least one header that is 
to be removed from the concatenation of headers in the data 
packets comprises a field with a value that can vary from one 
data packet to another data packet, and wherein the first entity 
and the second entity each configure a new address, and the 
step of replacing replaces an address in the source or desti 
nation address field of the outer header with the configured 
new address of the first entity, and replaces an address in the 
destination or source address field of the outer header with the 
configured new address of the second entity, 

wherein the configured new address of the first or second 
entity uniquely identifies a context for reconstructing the 
field with the varying value and the configured new 
address of the second or first entity uniquely identifies a 
context for reconstructing the concatenation of headers 
except for the field comprising the varying value. 

11. The method according to claim 1 further comprising 
the steps of: 

generating at the first entity a first hash value which repre 
sents the at least one part of the at least one header to be 
removed from the concatenation of headers by perform 
ing a specific calculation on fields of the at least one part 
of the at least one header, 

transmitting a message from the first entity to the second 
entity comprising the generated first hash value, the 
configured new address and information on the fields of 
the at least one part of the at least one header on which 
the calculation of the first hash value is performed, 

generating at the second entity a second hash value by 
performing on each received data packet the specific 
calculation on the fields of the at least one part of the at 
least one header, indicated by the information, 

identifying at the second entity the concatenation of head 
ers of received data packets, that are to be reconstructed 
and/or from which the at least one part of the at least one 
header has to be removed, by matching the first hash 
value with the second hash value of each received data 
packet, and 

associating at the secondentity the configured new address 
of the first entity with a context for reconstructing the 
identified concatenation of headers. 

12. The method according to claim 1, further comprising 
the steps of: 

generating at the first entity a first hash value which repre 
sents the at least one part of the at least one header to be 
removed from the concatenation of headers, by perform 
ing a specific calculation on fields of the at least one part 
of the at least one header, 

transmitting a message from the first entity to the second 
entity comprising the generated first hash value and 
information on the fields of the at least one part of the at 
leastoneheader on which the calculation of the first hash 
value is performed, 

generating at the second entity a second hash value by 
performing on each received data packet the specific 
calculation on the fields of the at least one part of the at 
least one header, indicated by the information, 

identifying at the second entity the concatenation of head 
ers of received data packets, that are to be reconstructed 
and/or from which the at least one part of the at least one 
header has to be removed, by matching the first hash 
value with the second hash value of each received data 
packet, 

deducing in the second entity the new address of the first 
entity by maintaining a Subnet prefix compared to an 
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original address of the first entity and using the first hash 
value as an interface identifier of the new address of the 
first entity, and 

associating at the secondentity the deduced new address of 
the first entity with a context for reconstructing the iden 
tified concatenation of headers. 

13. The method according to claim 1, wherein the first 
entity is located in a first network and moves to a second 
network, and the method further comprises the step of: 
upon moving to the second network, configuring by the 

first entity another new address, which uniquely identi 
fies the context comprising information for reconstruct 
ing the concatenation of headers, and 

informing the secondentity about the another new address, 
being used instead of the configured new address for 
uniquely identifying the context comprising informa 
tion for reconstructing the concatenation of headers. 

14. The method according to claim 1, wherein the first 
entity is located in a first network and moves to a second 
network, and the method further comprises the step of: 
upon moving to the second network, configuring by the 

first entity another new address, which uniquely identi 
fies the context comprising information for reconstruct 
ing the concatenation of headers, and 

informing the secondentity about the another new address, 
being used instead of the configured new address for 
uniquely identifying the context comprising informa 
tion for reconstructing the concatenation of headers, 

wherein the first entity concurrently performs the method 
to reduce the size of data packets according to claim 1 
with the second entity a plurality of times, wherein the 
first entity respectively holds a configured new address 
for the each of the plurality of times the method is 
performed with the second entity, and 

wherein the step of informing comprises transmitting from 
the first entity a bulk message to the second entity, com 
prising the plurality of configured new addresses of the 
first entity and information on the corresponding con 
texts in the second entity, which are to be uniquely 
identified by each of the plurality of the configured new 
addresses of the first entity. 

15. The method according to claim 1, wherein the outer 
header belongs to the Internet Protocol Version 6, and 
wherein within the data flow the at least one part of the at least 
one header, belonging to the Internet Protocol Version 4 and 
to be removed from the concatenation of headers in the data 
packets, comprises a field with a value that can vary from one 
data packet to another data packet, and the method further 
comprises the step of: 

copying the varying value of the field from the innerheader 
to an appropriate field of the outer header. 

16. A method for generating data packets comprising a 
complete concatenation of headers from received data pack 
ets comprising an incomplete concatenation of headers, 
wherein the data packets belong to a data flow exchanged on 
a communication path in a mobile communications system 
between a first entity and a second entity, and the method 
comprises the steps of: 

receiving a data packet comprising an incomplete concat 
enation of headers and at least an outer header, having 
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been used for the exchange of the data packet on the 
communication path between the first entity and the 
second entity, the outer header comprising an address 
uniquely identifying a context comprising information 
for reconstructing the complete concatenation of head 
ers, and 

reconstructing at least one part of at least one header other 
than the outer header to generate the complete concat 
enation of headers for the received data packet based on 
the information in the context uniquely identified by the 
address in the outer header of the received data packet. 

17. The method of claim 16, further comprising the steps 
of: 

determining at the second entity whether to reconstruct the 
complete concatenation of headers, 

in case it is determined to not reconstruct the complete 
concatenation of headers, determining which part of the 
complete concatenation of headers is to be recon 
structed, and 

reconstructing the determined part of the complete concat 
enation of headers based on the information in the con 
text identified by the address in the outer header of the 
received data packet. 

18. A method for reducing a size of data packets of a data 
flow exchanged between a first entity and second entity, 
wherein the data packets of said data flow comprise a concat 
enation of headers, including an outer header and a first inner 
header used for exchanging the data packets between the first 
and second entity, wherein the first and second entities are 
located in networks supporting the Internet Protocol Version 
4, and the method comprises the steps of: 

configuring the outer header of a data packet to the Internet 
Protocol Version 4 type, configuring a new port number, 
and uniquely identifying a context comprising informa 
tion for reconstructing the concatenation of headers in 
the data packet, 

replacing a port number in a destination or source field of 
the first inner header of the concatenation of headers 
with the configured new port number, 

removing at least one part of at least one header, other than 
the outer header and the first inner header, from the 
concatenation of headers, prior to transmitting the data 
packet to the second entity, and 

transmitting the data packet with the concatenation of 
headers, from which the at least one part of the at least 
one header has been removed, from the first entity to the 
second entity using the outer header and the first inner 
header with the configured new port number, 

wherein within the data flow the at least one part of the at 
least one header that is to be removed from the concat 
enation of headers in the data packet comprises a field 
with a value that can vary from one data packet to 
another data packet, and wherein a new port number is 
configured for each varying value of the field, respec 
tively uniquely identifying a context comprising infor 
mation for reconstructing the concatenation of headers 
in the data packet including the varying value in the field. 


