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(57) ABSTRACT

A crowd type classification system of an aspect of the
present invention includes: a staying crowd detection unit
that detects a local region indicating a crowd in staying from
a plurality of local regions determined in an image acquired
by an image acquisition device; a crowd direction estimation
unit that estimates a direction of the crowd for an image of
a part corresponding to the detected local region, and
appends the direction of the crowd to the local region; and
a crowd type classification unit that classifies a type of the
crowd including a plurality of staying persons for the local
region to which the direction is appended by using a relative
vector indicating a relative positional relationship between
two local regions and directions of crowds in the two local
regions, and outputs the type and positions of the crowds.

3 STORAGE DEVICE

T w0 gooq ooco ccos ook es  B68C

‘/\/31

LOCAL REGION

DETECTION UNIT

CROWD DIRECTION
ESTIMATION UNIT

2z

4
i
g
4
%
4
f
i
4
]

CROWD TYPE
CLASSIFICATION UNIT

esoe Meac leooe ‘coolebdh Wak WM e

o e e ewer. o e o el euoe. soow ees. mwsc cow e sew wew o

|
TYPE AND POSITION OF CROWD

GROUP STORAGE
UNIT

§
§
§
§
{
§
H
H

E R O L

-
H
H
§
§
§
H
i
§
§
§
H
i
H



Apr. 4,2019 Sheet 1 of 14 US 2019/0102629 A1

Patent Application Publication

QMOHD 40 NOLLISOd ONY 3dAL

|

3 . .

- LIND NOLLYOIHISSYTID
ddAl GMOHD

LINA NOLLYWILST
NOLLOZHIO QMOHD

€2

ADIAZC ADVHOLS © DNISSIOONd VIVQ &

LBl

W 3 NN\}\

LB
y . | oy o LINA NOLLOZLI]
; AgelOLS dNouD P . GMOHO ONIAYLS
T w 12’
& 4

R AN ARAN AN SNNN TRANR NN NSNS NNRE UERNT SN N NN GRRE N TR DT SR N R

§
{
§

EDIAG
A~ NOLLISINDOY 309N

%




Apr. 4,2019 Sheet 2 of 14 US 2019/0102629 A1

Patent Application Publication

Le LINM 3DYHOLS
af10uD NOIDEH VDO

GMOHD DNIAYLS
DNLLYOIONT NOIDEY TYDO0T

LINGO NOLLOE L3O

¢ LINM NOLLYWILSE
NOLLOZWIO GMOHD

OMOHD DNIAVYLS LMD NOLLDZ130
NOIDZY TYO0T

v
MWN\

LING NOLLVALLEH
SNOSHId-40- 438NN

LINA NOLLYINLLSZ

NWN\A\

3

112

P won ea GV MMM R SR N R SOOr RO 008 00 DR R kR e e g

o
Z B

L dOIALG NOLLISINOOY 3DvNI



US 2019/0102629 A1

Apr. 4,2019 Sheet 3 of 14

Patent Application Publication

£2 LINM NOLLYWLLSH ddAL GMOHD

LING NOLLVYIRILSE NOLLOZHIO GRMOHD

LINM NOLLYWILSY 1IN
NOLLOAHI | NOLLIGOY Y1YQ

LE LINM 30VHOLS
AN0HD NOIDIY Tvi0T

XA

H

%

Po LINM NOLLOZLE0 GMOHD DNIAYLS




Patent Application Publication  Apr. 4,2019 Sheet 4 of 14 US 2019/0102629 A1

Fig.4
CROWD DIRECTION 22
ESTIMATION UNIT | 23
Vad
A0 000 200007 00N 0K 000t Nt ol MO e RO SRR T xeod Goe eoor deeoc or O Y | OO0 OBX  BRY WD MWW AW AR WOm oo 3
232 | ,231
/’v‘, : P

| | RELATIVE VECTOR
ANALYSIS UNIT  CALCULATION UNIT

CROWD TYPE CLASSIFICATION UNIT

TYPE AND POSITION OF CROWD

Fig.5

IMAGE

SELECTED TWO
LOCAL REGIONS ~~_
g,

|

T RELATIVE VEGTOR

| INDICATING
- RELATIVE
\\j’ ,_ POSITIONAL
| RELATIONSHIP

DIRECTION OF CROWD



Patent Application Publication  Apr. 4,2019 Sheet S of 14 US 2019/0102629 A1

Fig.6

IMAGE

| CROWD TYPE: LINING UP
RELATIVE VECTOR 'y soar recion #1 o |

LOCAL REGION #2

{

P
¢ m&cmm OF
7 CROWD
P . .
&
CENTER OF GRAVITY
OF LOCAL REGION
Hig.7
DIRECTIONS _
OF CROWD
IMAGE §,\ M .~ INTERSECTION POINT
\ - J:".“

CROWD TYPESURROUNDING

.. RIGHT szm-z\ \\ |

LEFT szaz -

e R

INTERSECTION VECTOR

LOGAL
REGION #1

RELATIVE VECTOR




Patent Application Publication

Apr. 4,2019 Sheet 6 of 14 US 2019/0102629 A1l
ig.8
( START >
¥
IMAGE ACQUISITION DEVICE ACQUIRES |\
IMAGE
AAAAAAAAAA W |
- 82
DETECT ALL LOCAL REGIONS NS
INDICATING STAYING CROWD FROM
PREDETERMINED LOCAL REGIONS
W - 5}3
APPEND INFORMATION INDICATING | 4/
DIRECTION OF CROWD TO DETECTED |
LOCAL REGION
CLASSIFY CROWD TYPE FOR EACH 4
COMBINATION OF TWO LOCAL REGION 2\

TO WHICH INFORMATION INDICATING
DIRECTION OF CROWD IS APPENDED
AND QUTPUT RESULTY

H

D)




Patent Application Publication  Apr. 4,2019 Sheet 7 of 14

US 2019/0102629 A1

@g;m@ Fig.9

H SELECT ONE LOCAL RE{EEQN ‘

FOR SELECTED LOCAL
CROWD

| ESTIMATE STAYING DEGREE |

3
g

ESTIMATE NUMBER OF
PEOPLE IN LOCAL REGION
FOR SELECTED LOCAL

REGION

" SELECTED LOCAL

" REGION IS LOCAL REGION INDICATING -
T STAYING CROWD? e

NQ’

 STORE SELECTED LOCAL
- REGIONS AS LOCAL REGION
1 INDICATING STAYING CROWD

525
LW

= INSELECTED g
< LOCALREGION =

CUTPUT LOCAL REGION

527

o

Y

INDICATING STAYING CROWD §




Patent Application Publication  Apr. 4,2019 Sheet 8 of 14 US 2019/0102629 A1

§4MSTAR‘§ Fig.10

W

841

[ SELECT TWO LOCAL REGIONS FROM LOCAL | .

REGIONS TO WHICH INFORMATION
INDICATING DIRECTION OF CROWD IS
APPENDED (SELECT COMBINATION OF TWO
LOCAL REGIONS)

W iy BA2

CALCULATE RELATIVE VECTOR BASED ON [~
POSITIONS OF CENTERS OF GRAVITY OF
TWO LQ(EALREGEON&

i MAGNITUDE OF ™. N

ﬁid&?i\f& VECTOR IS EQUAL TO OF

" SMALLER THAN PREDETERMINED, ™
e JHRESHOLD? v

"CLASSIFY GROWD TYPE USING RELATIVE
VEGTOR AND DIRECTIONS OF CROWDS OF
" TWO LOGAL REGIONS

s45
No

<~ CROWD TYPE WAS

"y

546

Yes

STORE TYPE AND POSITION OF CROWD

No AL COMBINATION™

<_ WAS SELECTED? oo™

..... - 848

OUTPUT STGREE} TYPES AND PGSETE(}NS OF N
CROWDS

(S@}m)




Patent Application Publication  Apr. 4,2019 Sheet 9 of 14 US 2019/0102629 A1

Fig.11
IMAGE ACQUHSITION w\j
DEVICE ;
|2 DATA PROGESSING 3 STORAGE DEVICE

§ B R OO ARy K X R g W RO ﬁ gi A SRR DU KA 0NN TG00 el D000, M09 \%
; ¥ i i
¢ <24 o371
§ ey i § Ty H
. £ i P rd "
. i : LOCAL REGION ‘
. DETECTION UNIT . ; GROUP STORAGE ,
§ i | it ;
§ § 4 §
i 23 1 L s e s o s i s s i
; H
; CROWD TYPE i
: CLASSIFICATION UNIT i
¥ H
g&o AORD DD ADDE R R K XU D K 0000 X000 MO0 HON WG N GO 0% g

TYPE AND POSITION OF CROWD



Patent Application Publication  Apr. 4,2019 Sheet 10 of 14  US 2019/0102629 A1

Fig.12
'@gé;smgaﬁ
$31

SELECT ONE LOCAL REGION FROM By
DETECTED LOCAL REGIONS

— s32
ESTIMATE DIRECTION OF CROWD OF
1 SELECTED LOCAL REGION

TERMWE RELB\B?U"';‘;ELEABEUYY LOW
B, OF DIRECTION OF GROWD 3‘{ s
ALTERNATEVE OFHIGH e

534

APPEND INFORMATION INDICATING
DIRECTION OF CROWD TO SELECTED
" LOCAL REGION

RELIABILITY: HIGH |

5395
"R

 No_~"ALL DETECTED LOCAL &
T e REGIONS SELECTED? .

836

Wy

OUTPUT LOCAL REGION TO WHICH
INFORMATION INDICATING DIRECTION |
OF {}RGWQ APPENDED

<SS Em}




Patent Application Publication  Apr. 4,2019 Sheet 11 of 14  US 2019/0102629 A1l

Fig.13
IMAGE ACQUISITION
DEVICE |
2 DATAPROCESSING ° STORAGE DEVIGE
DEVICE o~
§mmwmmmmm ORI W mmm»ﬂ; g mmmmm l‘fne( mmmmmmm %
21 ? 31 !
: o0 ; Jadn
! PR . LOCAL REGION |
, STAYING CROWD : : ‘ -
; DETEGTION UNIT f ] GROUB STORAGE ¢
é i UNIT §
§ EE !
§ gﬁ“"v‘! ‘ ] Lo o om o o me o oo s !
i § :
» CROWD DIRECTION ot
i ESTIMATION UNIT {
) 3
3 ;
" Mfzg ;
§ e %
; CROWD TYPE i
; CLASSIFICATION UNIT §
! }
27 |
i -~ i
i Vo
. SUPERORDINATE {
i | CROwnTYPE s
. | CLASSIFICATION UNIT :
i § ¥

TYPE AND POSITION OF CROWD
TYPE AND POSITION OF SUPERORDINATE CROWD



Patent Application Publication  Apr. 4,2019 Sheet 12 of 14  US 2019/0102629 A1

IMAGE

LOCAL REGION SURROUNDING { SURROGUNDING
5 e
& N %
:,"’,‘( 3 & ) \

| B 1Y SURROUNDING
H o e

8T AR R IR TR e v MU~ WE | .
:' & ! TR Y 3 I
J CIRCULAR <o LI SURROUNDING

SURROUNDING




OMOHD 40 NOLLISOd ONY HdAlL

US 2019/0102629 A1

L HILNGNOD

2
5
« JOVAHIINI O/ bt
;n.lw g E
2 oet
SN\ e ooo s shan 00w W00 e v sehs visele nan a&.m
= ! AHOWIW et
2., § ]
= w TiNn : T [ e N
m.. g IOVHOLS diOHD m ., Oél YOO EQM.@QLEML@&JL W
< ' NOIT WO M T FdAL GMOED

g - | N0 D vy

) wm\,\ ; ey Lob

g Pt

f§§§§§,§§§_§u\§m gLt

I0IAIC IOVHOLS £ =7 Aeff./,

O

oL )
E T Nﬁ

/~/; NOLLISINDOV ZDYII WATAIW idvavayd -

i "

HALNdWOD 20L

G1 B4

Patent Application Publication




Patent Application Publication  Apr. 4,2019 Sheet 14 of 14  US 2019/0102629 A1

Fig.16 e

25

STAYING CROWD
DETECTION UNIT

&

22

23
o~

5l

CROWD TYPE
CLASSIFICATION UNIT

Fig. 17 91
P

DETECTION UNIT

N?E

CLASSIFICATION UNIT




US 2019/0102629 Al

CROWD TYPE CLASSIFICATION SYSTEM,
CROWD TYPE CLASSIFICATION METHOD
AND STORAGE MEDIUM FOR STORING
CROWD TYPE CLASSIFICATION
PROGRAM

TECHNICAL FIELD

[0001] The present invention relates to a crowd type
classification system, a crowd type classification method and
a storage medium storing a crowd type classification pro-
gram for classifying the type of a crowd or crowds included
in an image.

BACKGROUND ART

[0002] A system that extracts the number of persons in a
line is described in PTL 1. The system described in PTL 1
extracts a region of persons in an image by a background
differencing technique. In the system described in PTL 1, a
detection region for a line is determined in advance in the
image. The system described in PTL 1 extracts in the
detection region the number of persons in a line. The
technology described in PTL 1 enables detection of a type
“line” of a crowd in the detection region.

[0003] PTL 2 discloses a system that detects a group
having a high irregularity. PTL 3 discloses a system that
detects an area and the like indicating staying of persons or
the like in a region of a moving image.

[0004] PTL 4 discloses a crowd state recognition device
that is capable of recognizing the numbers of persons in
various regions of an image, and of recognizing directions of
crowds in the various regions of the image.

[0005] PTL 4 further discloses a training data generation
device that generates, by machine learning, a dictionary of
a discriminator which is used by the crowd state recognition
device when performing recognition processing.

CITATION LIST

Patent Literature

[0006] PTL1: Japanese Unexamined Patent Publication
No. 2007-265290

[0007] PTL 2: PCT Internal Publication No. 2015/040929

[0008] PTL 3: Japanese Unexamined Patent Publication
No. 2011-248836

[0009] PTL 4: PCT Internal Publication No. 2014/207991
SUMMARY OF INVENTION
Technical Problem
[0010] A type of a staying crowd may be, for example,

39 <

“lining up”, “surrounding” or the like. However, the tech-
nology described in PTL 1 is capable of detecting only the
crowd type “lining up” in an image. It is preferable that
various types of staying crowds can be classified in an
image.

[0011] For that reason, an object of the present invention
is to provide a crowd type classification system, a crowd
type classification method and a storage medium storing a
crowd type classification program which are capable of
classifying various types of the staying crowds in an image.
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Solution to Problem

[0012] A crowd type classification system according to an
aspect of the present invention includes: staying crowd
detection means for detecting a local region indicating a
crowd in staying from a plurality of local regions determined
in an image acquired by an image acquisition device; crowd
direction estimation means for estimating a direction of the
crowd for an image of a part corresponding to the local
region detected by the staying crowd detection means, and
appending the direction of the crowd to the local region; and
crowd type classification means for classifying a type of the
crowd including a plurality of staying persons for the local
region to which the direction is appended by the crowd
direction estimation means by using a relative vector indi-
cating a relative positional relationship between two local
regions and directions of crowds in the two local regions,
and outputting the type and positions of the crowds.
[0013] A crowd type classification system according to an
aspect of the present invention includes: detection means for
detecting a plurality of partial regions each indicating
crowds in staying in an image; and classification means for
analyzing a first partial region and a second partial region,
and classifying types of the crowds in the first partial region
and the second partial region.

[0014] A crowd type classification method according to an
aspect of the present invention includes: detecting a local
region indicating a crowd in staying in local regions deter-
mined in an image acquired by an image acquisition device;
estimating a direction of the crowd for an image of a part
corresponding to the local region detected and appending the
direction of the crowd to the local region detected; and
classifying a type of the crowd including a plurality of
staying persons for the local region with the direction of the
crowd by using a relative vector indicating a relative posi-
tional relationship between two local regions and directions
of crowds in the two local regions, and outputting the type
and positions of the crowd.

[0015] A crowd type classification method according to an
aspect of the present invention includes: detecting a plurality
of partial regions each indicating crowds in staying in an
image; and analyzing a first partial region and a second
partial region, and classifying types of the crowds in the first
partial region and the second partial region.

[0016] A storage medium according to an aspect of the
present invention stores a crowd type classification program
causing a computer to execute: a staying crowd detection
process of detecting a local region indicating a crowd in
staying in local regions determined in an image acquired by
an image acquisition device; a crowd direction estimation
process of estimating a direction of the crowd for an image
of a part corresponding to the local region detected and
appending the direction of the crowd to the local region
detected; and a crowd type classification process of classi-
fying a type of the crowd including a plurality of staying
persons for the local region to which the direction is
appended by the crowd direction estimation process by
using a relative vector indicating a relative positional rela-
tionship between two local regions and directions of crowds
in the two local regions and outputting the type and positions
of the crowd.

[0017] A storage medium according to an aspect of the
present invention stores a crowd type classification program
causing a computer to execute: a detection process of
detecting a plurality of partial regions each indicating
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crowds in staying in an image; and a classification process
of'analyzing a first partial region and a second partial region,
and classifying types of the crowds in the first partial region
and the second partial region.

[0018] An aspect of the present invention is also achieved
by the crowd type classification programs stored in the
above-described storage media.

Advantageous Effects of Invention

[0019] According to the present invention, various types
of staying crowds in an image can be classified.

BRIEF DESCRIPTION OF DRAWINGS

[0020] FIG. 1 is a block diagram illustrating a configura-
tion example of a crowd type classification system according
to a first example embodiment of the present invention.

[0021] FIG. 2 is a block diagram illustrating a configura-
tion example of a staying crowd detection unit according to
the first example embodiment of the present invention.
[0022] FIG. 3 is a block diagram illustrating a configura-
tion example of a crowd direction estimation unit according
to the first example embodiment of the present invention.
[0023] FIG. 4 is a block diagram illustrating a configura-
tion example of a crowd type classification unit according to
the first example embodiment of the present invention.
[0024] FIG. 5 is a schematic drawing of an example
illustrating two selected local regions and a relative vector
indicating a relative positional relationship between the two
local regions.

[0025] FIG. 6 is a schematic drawing illustrating two local
regions each indicating crowds of a crowd type classified as
“lining up”.

[0026] FIG. 7 is a schematic drawing illustrating two local
regions each indicating crowds of a crowd type classified as
“surrounding”.

[0027] FIG. 8 is a flowchart illustrating an example of
operation of the crowd type classification system according
to the first example embodiment of the present invention.
[0028] FIG.9 is a flowchart illustrating an example of an
operation in Step S2 of the crowd type classification system
according to the first example embodiment of the present
invention.

[0029] FIG. 10 is a flowchart illustrating an example of an
operation in Step S4 of the crowd type classification system
according to the first example embodiment of the present
invention.

[0030] FIG. 11 is a block diagram illustrating a modifica-
tion example of the first example embodiment.

[0031] FIG. 12 is a flowchart illustrating an example of a
process of processing in Step S3 of a second example
embodiment.

[0032] FIG. 13 is a block diagram illustrating a configu-
ration example of a crowd type classification system accord-
ing to a third example embodiment of the present invention.
[0033] FIG. 14 is an explanatory drawing illustrating an
example of classification of a superordinate crowd.

[0034] FIG. 15 is a block diagram illustrating a specific
configuration example of the crowd type classification sys-
tem according to the example embodiment of the present
invention.
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[0035] FIG. 16 is a block diagram illustrating a configu-
ration example of a crowd type classification system accord-
ing to a fourth example embodiment of the present inven-
tion.

[0036] FIG. 17 is a block diagram illustrating a configu-
ration example of a crowd type classification system accord-
ing to a fitth example embodiment of the present invention.

DESCRIPTION OF EXAMPLE EMBODIMENTS

[0037] Example embodiments of the present invention are
described below with reference to the drawings.

First Example Embodiment

[0038] FIG. 1 is a block diagram illustrating a configura-
tion example of a crowd type classification system according
to a first example embodiment of the present invention. The
crowd type classification system according to the first
example embodiment of the present invention includes an
image acquisition device 1, a data processing device 2 that
operates under control of a program, and a storage device 3
configured to store information. The image acquisition
device 1 is configured to acquire an image from an output of
an imaging device such as a camera or from an output of a
video device such as video equipment.

[0039] The storage device 3 includes a local region group
storage unit 31.
[0040] The local region group storage unit 31 is config-

ured to store positions and sizes of individual local regions
located in an image. A position and a size of each of the local
regions are determined in advance. Basically, positions and
sizes of the individual local regions are determined in such
a way that the local regions cover the entire image. However,
the mode of determining the local regions is not limited to
the example described above, and local regions may be
determined only for a region for classification of a crowd
type of a crowd in the image. The local regions may be
determined in such a way that the local regions overlap with
each other. The sizes of the local regions are determined
depending on functions of the staying crowd detection unit
21 and the crowd direction estimation unit 22 and the like
described later.

[0041] Hereinafter, an image of a part corresponding to the
local region in an image is referred to as a local region
image.

[0042] The data processing device 2 includes a staying
crowd detection unit 21, a crowd direction estimation unit
22, and a crowd type classification unit 23.

[0043] The staying crowd detection unit 21 estimates a
staying degree of objects and the number of persons in a
local region for each of the local region images specified by
the local regions determined in advance (in other words, by
the positions and sizes of the local regions stored in the local
region group storage unit 31) in an image (i.e. an image
acquired by the image acquisition device 1). The staying
degree of objects is a value indicating a state of staying of
the objects. The number of persons in the local region is a
value indicating density of a crowd. The staying crowd
detection unit 21 detects, based on these two values, a local
region of a staying crowd among the local regions.

[0044] FIG. 2 is a block diagram indicating a configura-
tion example of the staying crowd detection unit 21. The
staying crowd detection unit 21 includes a staying state
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estimation unit 211, a number-of-persons estimation unit
212, and a local region detection unit 213.

[0045] The staying state estimation unit 211 estimates the
staying degree of objects in each of the local region images
specified by the local regions determined in advance in the
image acquired by the image acquisition device 1. The term
“object” is not limited to a crowd, and means various objects
including a crowd. For example, when the local region
image includes vehicles, trees, buildings in addition to a
crowd, the staying state estimation unit 211 estimates the
staying degree of the whole of these objects including a
crowd.

[0046] An example of a method of estimating a staying
degree of objects is described below.

[0047] The staying state estimation unit 211 may calculate
a similarity of feature values of image patterns, motion
vectors, or amounts of difference between frames from local
region images that are of the same place and are acquired at
different times. It can be said that these values indicate a
degree of movement of an object appearing in the local
regions. The similarity of feature values of the image
patterns has characteristics that a staying degree becomes
larger as the similarity becomes larger. The motion vector
has characteristics that the staying degree becomes larger as
the magnitude of the motion vector becomes smaller. The
amount of difference between the frames has characteristics
that the staying degree becomes larger as the value of the
amount become smaller. Using these features, the staying
state estimation unit 211 may estimate the staying degree of
objects based on calculated values.

[0048] Alternatively, an estimator may be acquired in
advance by learning in so that the estimator output a staying
degree of objects upon reception of an input of local region
images that are of the same place and are acquired at
different times. The staying state estimation unit 211 may
input, into the estimator, local region images that are of the
same place and are acquired at different times, and thereby
obtain an estimation value of the staying degree of objects.
The above-described learning of the estimator may be
performed by using two local region images acquired at
different times when objects are staying, two local region
images acquired at different times when objects are not
staying, and information indicating the states of staying of
objects in those cases. It can be said that this learning is
local-region-based learning.

[0049] Alternatively, a motion sensor may be installed in
such a way that the motion sensor detects motion of objects
in a real space corresponding to the local region. The staying
state estimation unit 211 may estimate a staying degree of
objects included in the local region image on the basis of a
result of detection by the motion sensor.

[0050] The method of estimating the staying degree may
be other than the method illustrated above as an example.

[0051] The number-of-persons estimation unit 212 esti-
mates the number of persons in each of the local regions in
the local region images specified by the local regions
determined in advance in the image acquired by the image
acquisition device 1.

[0052] The number-of-persons estimation unit 212 may
estimate the number of persons in the local region by using
the estimator acquired by learning. For example, an estima-
tor may be acquired in advance by learning so that the
estimator outputs the number of persons in a local region
upon reception of an input of a local region image. The
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number-of-persons estimation unit 212 may input a local
region image into the estimator and thereby obtain an
estimated number of persons in the local region. The above-
described learning of the estimator may be performed by
using a local region image including a crowd consisting of
a plurality of persons and information relating to the num-
bers of persons in the local region image. It can be said that
this learning is local-region-based learning. This technology
is described also in PTL 4.

[0053] The method of estimating the number of persons in
the local region may be other than the method described
above as an example.

[0054] The local region detection unit 213 detects all the
local regions each indicating staying crowds, from the local
regions determined in advance, by using a staying degree of
objects, which is estimated by the staying state estimation
unit 211, and the number of persons in a local region, which
is estimated by the number-of-persons estimation unit 212.
Specifically, the local region detection unit 213 detects all
the local regions for each of which a staying degree of
objects larger than a predetermined threshold value is esti-
mated and in each of which the number of persons is larger
than a predetermined threshold value. The threshold value
for the staying degree and the threshold value for the number
of persons are determined independently.

[0055] The crowd direction estimation unit 22 estimates a
direction of the crowd in the local region image correspond-
ing to the local region detected by the staying crowd
detection unit 21, and appends the direction of the crowd to
the corresponding local region. Specifically, the crowd
direction estimation unit 22 appends information indicating
a direction of the crowd to the local region.

[0056] The direction of the crowd may be, for example, a
direction to which faces of a majority of persons included in
a local region direct in the local region in an image. The
direction of the crowd may be, for example, a direction to
which bodies of a majority of persons included in a local
region direct in the local region in an image. The direction
of the crowd may be, for example, a direction in which a
majority of persons included in a local region are watching
in the local region in an image. The direction of the crowd
may be determined based on, for example, a purpose of a
person conducting learning of the estimator for estimating
the direction of the crowd as described below. The direction
of the crowd is not limited to the examples described above.
[0057] FIG. 3 is a block diagram illustrating a configura-
tion example of the crowd direction estimation unit 22. The
crowd direction estimation unit 22 includes a direction
estimation unit 221 and a data append unit 222.

[0058] The direction estimation unit 221 estimates a direc-
tion of the crowd in the local region image corresponding to
the local region detected by the staying crowd detection unit
21. The direction estimation unit 221 may be configured to
estimate the direction of the crowd by using the estimator
obtained by learning. For example, an estimator may be
acquired in advance by learning so that the estimator outputs
a direction of the crowd in the local region image upon
reception of an input of the local region image.

[0059] The direction estimation unit 221 may input a local
region image corresponding to a local region detected by the
staying crowd detection unit 21 into the estimator, and
thereby estimates a direction of a crowd. The above-de-
scribed learning of the estimator may be performed by using
a local region image indicating a crowd including a plurality
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of persons facing various directions, and a vector or an angle
indicating the representative direction of the crowd corre-
sponding to the local region image. It can be said that the
learning is local-region-based learning. This technology is
described also in PTL 4.

[0060] The method of estimating a direction of a crowd
may be other than the method illustrated above.

[0061] The data append unit 222 appends information
indicating the estimated direction of the crowd to the cor-
responding local region.

[0062] The crowd type classification unit 23 executes the
following processes for each local region combination, i.e.
two local regions, obtained from the local regions to each of
which information indicating a direction of a crowd is
appended. The crowd type classification unit 23 classifies
the crowd type of crowds including a plurality of staying
persons and determines the positions of the crowds by using
a vector indicating a relative positional relationship between
the two local regions in pair and information indicating
directions of crowds appended to the two local regions. The
positions of crowds correspond to positions of the two local
regions used for classifying the crowd type of the crowds.
Hereinafter, a vector indicating relative positional relation-
ship of two local regions is referred to as a relative vector.
[0063] FIG. 4 is a block diagram illustrating a configura-
tion example of the crowd type classification unit 23. The
crowd type classification unit 23 includes a relative vector
calculation unit 231 and an analysis unit 232.

[0064] The relative vector calculation unit 231 selects two
local regions in pair. The relative vector calculation unit 231
calculates a relative vector indicating the relative positional
relationship between the two local regions.

[0065] FIG. 5 is a schematic drawing of an example
illustrating selected two local regions and a relative vector
indicating a relative positional relationship between the two
local regions. In FIG. 5, the relative vector is represented by
a dotted line. Directions of the crowds, indicated by infor-
mation appended to the local regions, are represented by
vectors in solid lines. Hereinafter, a direction of a crowd,
indicated by information appended to a local region, is
referred to as a direction of a crowd in a local region.
[0066] The analysis unit 232 classifies the crowd type of
a crowd including a plurality of staying persons and deter-
mines positions of crowds by using a relative vector and
information indicating directions of crowds, appended to the
two local regions. For example, lining up, surrounding, and
gathering are examples of the crowd type of staying crowds.
[0067] Two specific examples of a crowd type classifica-
tion process of classifying a crowd type of a crowd is
described below.

[0068] An example of a process of classifying “lining up”
is described as a first example. FIG. 6 is a schematic drawing
illustrating two local regions indicating crowds whose
crowd type is classified as “lining up”. In FIG. 6, a relative
vector is represented by a dotted line like in FIG. 5, and the
directions of the crowds in the local regions are represented
by vectors in solid lines.

[0069] The relative vector calculation unit 231 selects two
local regions from the local regions to each of which
information indicating a direction of a crowd is appended.
Here, two local regions #1 and #2 illustrated in FIG. 6 are
assumed to be selected. The relative vector calculation unit
231 calculates a relative vector connecting positions of
centers of gravity of the selected two local regions. Here, the
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provided as an example is description of a relative vector
having an initial point at the position of the center of gravity
of the local region #2 and a terminal point at the position of
the center of gravity of the local region #1. However, in the
processing of classifying “lining up”, as described later, the
relative vector calculation unit 231 calculates, from two
local regions, two relative vectors whose directions are
opposite from each other, and the analysis unit 232 performs
processing for the two relative vectors.

[0070] The relative vector calculation unit 231 determines
whether or not the magnitude of the relative vector derived
from the two local regions is equal to or smaller than a
predetermined threshold value. When the magnitude of the
relative vector is larger than the predetermined threshold
value (in other words, when the two local regions are far
from each other), the analysis unit 232 stops processing for
these two local regions, and the relative vector calculation
unit 231 newly selects two local regions.

[0071] When the magnitude of the relative vector is equal
to or smaller than the predetermined threshold value (in
other words, when the two local regions are close to each
other), the analysis unit 232 classifies the crowd type of the
crowds (i.e. the staying crowd) relating to the two local
regions by using the directions of the crowds of the selected
two local regions and the relative vector.

[0072] The analysis unit 232 calculates similarity between
the direction of the crowd of the local region #1 and the
direction of the relative vector. The analysis unit 232 cal-
culates similarity between the direction of the crowd of the
local region #2 and the direction of the crowd of the relative
vector. The analysis unit 232 calculates similarity between
the direction of the crowd of the local region #1 and the
direction of the crowd of the local region #2.

[0073] When all these three kinds of similarity are larger
than the predetermined value, the analysis unit 232 classifies
the crowd type of the two local regions to be “lining up”.
The similarity described above may be any value that
indicates a degree of similarity between directions, irrespec-
tive of the method of calculation. An inner product may be
used to obtain the similarity between directions. Specifically,
the analysis unit 232 may normalize vectors indicating
directions, and may calculate an inner product of the nor-
malized two vectors as the similarity between the directions
indicated by the two vectors.

[0074] The analysis unit 232 calculates a relative vector
having an initial point at the position of the center of gravity
of the local region #2 and a terminal point at the position of
the center of gravity of the local region #1, and a relative
vector in the opposite direction (in other words, a relative
vector having an initial position at the position of center of
gravity of the local region #1 and a terminal point at the
position of center of gravity of the local region #2). The
described above is a case where the analysis unit 232 focuses
on the former relative vector and calculates above-described
three kinds of similarity by focusing on the former relative
vector. The analysis unit 232 calculates the above-described
three kinds of similarity not only in the case of focusing on
the former relative vector, but also in the case of focusing the
latter relative vector. When all these three kinds of similarity
are larger than the predetermined value, the analysis unit 232
classifies the crowd type of the two local regions to be
“lining up”.

[0075] When the analysis unit 232 classifies the crowd
type in the two local regions to be “lining up” in at least one
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of the case of focusing on one of the two relative vectors
having directions opposite to each other and the case of
focusing on the other of the two relative vectors, the analysis
unit 232 may determine the crowd type of the two local
regions to be “lining up”.

[0076] In the example illustrated in FIG. 6, the analysis
unit 232 focuses on a relative vector having an initial point
at the position of the center of gravity of the local region #2
and a terminal point at the position of the center of gravity
of the local region #1, and classifies the crowd type of the
two local regions to be “lining up”. Therefore, even though
the analysis unit 232 fails to classify the crowd type of the
two local regions to be “lining up” when focusing on a
relative vector having a direction opposite to that of the
relative vector illustrated in FIG. 6, the analysis unit 232
may determine the crowd type of the two local regions
illustrated in FIG. 6 as “lining up”.

[0077] An example of processing of classifying “sur-
rounding” is described as a second example. FIG. 7 is a
schematic drawing illustrating two local regions in which
the crowd type of the crowd included in the image is
classified as “surrounding”. In FIG. 7, the relative vector is
represented by a dotted line like in FIG. 5, and the directions
of'the crowds in the local regions are represented by vectors
in solid lines.

[0078] The relative vector calculation unit 231 selects two
local regions from the local regions to each of which
information indicating a direction of the crowd is appended.
Here the following description is described on assumption
that two local regions #1 and #2 illustrated in FIG. 7 are
selected. The relative vector calculation unit 231 calculates
a relative vector connecting positions of centers of gravity of
the selected two local regions. In the processing of classi-
fying “surrounding”, the relative vector calculation unit 231
does not have to calculate the two relative vectors having
directions opposite to each other for the two local regions.
The relative vector calculation unit 231 may calculate only
one relative vector for the two local regions. Although two
directions are possible as a direction of a relative vector, the
relative vector calculation unit 231 may calculate only the
relative vector having either one of the directions. Any one
of the two directions of the relative vector may be selected.
In FIG. 7, an example of a relative vector having an initial
point at the position of the center of gravity of the local
region #2 and a terminal point at the position of the center
of gravity of the local region #1 is illustrated.

[0079] The relative vector calculation unit 231 determines
whether or not the magnitude of the relative vector derived
for the two local regions is equal to or smaller than a
predetermined threshold value. When the magnitude of the
relative vector is larger than the predetermined threshold
value, the analysis unit 232 stops processing for these two
local regions, and the relative vector calculation unit 231
selects two new local regions. When the magnitude of the
relative vector is equal to or smaller than the predetermined
threshold value (in other words, when the two local regions
are close to each other), the analysis unit 232 classifies the
crowd type of the crowd (the staying crowds) of the two
local regions by using the directions of the crowds in the
selected two local regions and the relative vector. In this
point, that is similar to the case of the processing of
classifying “lining up”.

[0080] The analysis unit 232 calculates a cross product
(hereinafter, referred to as a first cross product) of the
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relative vector and the vector in the direction of the crowd
in the local region #1. In the same manner, the analysis unit
232 calculates a cross product (hereinafter, referred to as a
second cross product) of the relative vector and the vector in
the direction of the crowd in the local region #2.

[0081] The analysis unit 232 derives an intersection point
of a straight line extending along the direction of the crowd
of'the local region #1 and a straight line extending along the
direction of the crowd of the local region #2. The analysis
unit 232 calculates a vector having a terminal point at the
intersection point and an initial point at the position of the
center of gravity of either one (no matter which) of the two
local regions. For the sake of convenience, such a vector is
referred to as an intersection point vector. In FIG. 7, the
intersection point vector is indicated by a broken line. In the
example illustrated in FIG. 7, the position of the center of
gravity of the local region #2 is an initial point of the
intersection point vector. The analysis unit 232 calculates a
cross product (hereinafter, referred to as a third cross prod-
uct) of the relative vector and the intersection point vector.
[0082] The image illustrated in FIG. 7 (images including
the two local regions) has two directions that are vertical
thereto. The first cross product, the second cross product,
and the third cross product described above are directed in
either one of the two directions vertical to the image. The
analysis unit 232 classifies the crowd type of the two local
regions to be “surrounding” when the first cross product, the
second cross product, and the third cross product are
directed in the same direction.

[0083] The sameness of the direction of the first cross
product and the direction of the second cross product means
that the direction of the crowd in the local region #1 and the
direction of the crowd in the local region #2 are directed in
directions on the same side with respect to a straight line
extending along the relative vector. The first cross product,
the second cross product, and the third cross product are
directed in the same direction means that the above-de-
scribed intersection point existing in the direction of the
crowd in the local region #1 and in the direction of the crowd
in the local region #2. Therefore, when the first cross
product, the second cross product, and the third cross
product are directed in the same direction, the crowds in the
local regions #1 and #2 face toward the intersection point
and the crowd type may be “surrounding”.

[0084] The analysis unit 232 may classify surrounding by
a method other than the method described above. The
directions of the crowds in the two local regions #1 and #2
also indicate an abnormality spot and a focused spot.
[0085] The two specific examples of classification are
described above. The crowd type classification unit 23 may
classify a crowed type other than the crowd types described
above by using a relative vector of a combination of two
local regions and direction of the crowds for the two local
regions.

[0086] The crowd type classification unit 23 may execute
processing of classifying a plurality of different crowd types
separately.

[0087] The staying crowd detection unit 21 including the
staying state estimation unit 211, the number-of-persons
estimation unit 212 and the local region detection unit 213,
the crowd direction estimation unit 22 including the direc-
tion estimation unit 221 and the data append unit 222, and
the crowd type classification unit 23 including the relative
vector calculation unit 231 and the analysis unit 232 are
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achieved by, for example, a processor such as a Central
Processing Unit (CPU) of a computer. In this case, the CPU
may read a crowd type classification program from a pro-
gram storage medium such as a program storage device (not
illustrated) of the computer, and may operate as the staying
crowd detection unit 21, the crowd direction estimation unit
22, and the crowd type classification unit 23 according to the
program.

[0088] A process of processing is described below. FIG. 8
is a flowchart illustrating an example of a process of
processing according to the first example embodiment of the
present invention.

[0089] The image acquisition device 1 acquires images
from an output from an imaging device such as a camera or
from a video device such as video equipment (Step S1).
[0090] When a method using local region images that are
of the same place and are acquired at different times is
adopted as a method of estimating a staying degree of
objects for the staying state estimation unit 211, the image
acquisition device 1 may acquire two different images that
are of the same place and are taken at different times. The
image acquisition device 1 may store an image taken at a
certain time in advance and acquire, in Step S1, one image
taken at a time that is different from the certain time. When
using a motion sensor is adopted as a method of estimating
a staying degree of objects for the staying state estimation
unit 211, the image acquisition device 1 may acquire one
image in Step S1.

[0091] After Step S1, the staying crowd detection unit 21
estimates the staying degree of objects and the number of
persons in a local region for each of the local region images
determined based on the predetermined local regions in the
image acquired in Step S1. The staying crowd detection unit
21 detects a local region indicating a staying crowd from the
local regions on the basis of the estimated values of staying
degree of objects and the numbers of persons in the local
regions (Step S2).

[0092] FIG. 9 is a flowchart indicating an example of a
process of processing in Step S2.

[0093] The staying state estimation unit 211 selects one
unselected local region from predetermined local regions
(Step S21). Each of the local regions is represented by a
position and a size of a local region stored in the local region
group storage unit 31. Although Steps S21 and S26 may be
performed by the number-of-persons estimation unit 212, a
case where the staying state estimation unit 211 performs
Steps S21 and S26 is described below.

[0094] The staying state estimation unit 211 estimates the
staying degree of objects in the local region image specified
in the image (the image acquired in Step S1) by the local
region selected in Step S21 (Step S22). The example of the
method of estimating a staying degree of objects is described
above and thus is not described here.

[0095] Next, The number-of-persons estimation unit 212
estimates the number of persons in the local region images
specified in the image (the image acquired in Step S1) by the
local region selected in Step S21 (Step S23). The example of
the method of estimating the number of persons is described
above and thus is not described here.

[0096] Either Step S22 or Step S23 may be performed
first.
[0097] Next, the local region detection unit 213 deter-

mines whether or not the selected local region is a local
region indicating a staying crowd by using the staying
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degree of objects, which is estimated in Step S22, and the
number of persons in the local region, which is estimated in
Step S23 (Step S24). When the result of determining is that
the selected local region is determined to be local region
indicating the staying crowd, the result means that the local
region detection unit 213 detects the selected local region as
a local region indicating a staying crowd.

[0098] When the conditions that the staying degree of
objects is larger than a predetermined threshold value and
the number of persons in the local region is larger than the
predetermined threshold value are satisfied, the local region
detection unit 213 determines the selected local region to be
a local region indicating a staying crowd. When the above-
described conditions are not satisfied, the local region detec-
tion unit 213 determines the selected local region not to be
a local region indicating a staying crowd.

[0099] When the selected local region is a local region
indicating a staying crowd (Yes in Step S24), the local
region detection unit 213 stores the selected local region as
the local region indicating the staying crowd (Step S25).
After Step S25, the procedure transfers to Step S26.
[0100] When the selected local region is not a local region
indicating a staying crowd (No in Step S24), the procedure
transfers to Step S26 without performing processing in Step
S25.

[0101] In Step S26, the staying state estimation unit 211
determines whether any unselected local region remains
(Step S26). When an unselected local region remains (Yes in
Step S26), the staying crowd detection unit 21 repeats the
operations from Step S21.

[0102] When no unselected local region remains (No in
Step S26), the local region detection unit 213 outputs each
local region indicating a staying crowd (that is, each local
region stored in Step S25) to the crowd direction estimation
unit 22 (Step S27). When Step S27 is performed, Step S2
(see FIG. 8) is completed.

[0103] Next, the crowd direction estimation unit 22 esti-
mates a direction of a crowd in a local region image of a
local region for each local region indicating a staying crowd,
and appends information indicating the direction of the
crowd to the local region (Step S3).

[0104] Specifically, the direction estimation unit 221
selects a local region from the local regions each indicating
staying crowds, and estimates the direction of the crowd in
the local region image of the selected local region. The data
append unit 222 then appends information indicating the
estimated direction of the crowd to the selected local region.
The direction estimation unit 221 and the data append unit
222 may perform the above-described processes until no
more unselected local region remains. The data append unit
222 outputs, to the crowd type classification unit 23, each
local region to which the information indicating the esti-
mated directions of the crowd is appended.

[0105] The crowd type classification unit 23 then classifies
the crowd type of the staying crowd for each local region
combination including two local regions to each of which
information indicating a direction of a crowd is appended by
using the relative vector and the directions of the crowd of
the two local regions. The crowd type classification unit 23
specifies the position of the crowd. The crowd type classi-
fication unit 23 outputs the crowd type of the crowd and the
position of the crowd (Step S4). The crowd type of staying
crowds may be, for example, lining up, surrounding, gath-
ering or the like. In Step S4, the crowd type classification
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unit 23 may perform processing of classifying for one crowd
type, or may perform processing of classifying for a plurality
of different crowd types.

[0106] FIG. 10 is a flowchart indicating an example of a
process of processing in Step S4.

[0107] The relative vector calculation unit 231 selects two
local regions from local regions to which the information
indicating a direction of a crowd is appended (Step S41).
Step S41 may be considered to be a process of selecting one
combination including two local regions to each of which
information indicating a direction of a crowd is appended. In
Step S41, the relative vector calculation unit 231 selects one
unselected combination.

[0108] The relative vector calculation unit 231 calculates
a relative vector connecting positions of centers of gravity of
the two local regions selected in Step S41 (Step S42). The
mode of calculating the relative vector may vary depending
on the crowd type that is the target of the processing of
classifying. For example, when the crowd type to be sub-
jected to the classification process is “lining up”, the relative
vector calculation unit 231 calculates the two relative vec-
tors having directions opposite to each other. When the
crowd type that is the target of the processing of classifying
is, for example, “surrounding”, the relative vector calcula-
tion unit 231 may calculate one relative vector having an
initial point at the position of the center of gravity of any one
of the two local regions and a terminal point at the position
of the center of gravity of the other of the two local regions.
[0109] Next, the relative vector calculation unit 231 deter-
mines whether or not the magnitude of the relative vector
calculated in Step S42 is equal to or smaller than a prede-
termined threshold value (Step S43).

[0110] When the magnitude of the relative vector is larger
than the predetermined threshold value (No in Step S43), the
procedure transfers to Step S47.

[0111] When the magnitude of the relative vector is equal
to or smaller than the predetermined threshold value (Yes in
Step S43), the analysis unit 232 classifies the crowd type of
the staying crowd by using the relative vector and the
directions of the crowds in the selected two local regions
(Step S44).

[0112] In Step S44, the analysis unit 232 may perform the
processing of classifying for one crowd type, or may per-
form the processing of classifying for a plurality of different
crowd types. For example, in Step S44, the analysis unit 232
may perform the processing of classifying only for “lining
up”, or may perform the processing of classification for
“lining up” and the processing of classification for “sur-
rounding”. Although “lining up” and “surrounding” are
exemplified here, the analysis unit 232 may perform the
processing of classifying for another crowd type in Step S44.
[0113] The specific example of processing of classifying
the crowd type by using the relative vector and the directions
of the crowds in the two local regions is described above
using the case of classifying “lining up” and the case of
classifying “surrounding” as examples. Therefore, over-
lapped description is omitted here.

[0114] When no crowd type is classified in Step S44 (No
in Step S45), the procedure transfers to Step S47.

[0115] When at least one crowd type is classified in Step
S44 (Yes in Step S45), the analysis unit 232 stores the crowd
type and the position of the crowd concerned (Step S46).
The analysis unit 232 may store the positions of the two
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local regions used for classify the crowd type as the position
of'the crowd. After Step S46, the procedure transfers to Step
S47.

[0116] In Step S47, the relative vector calculation unit 231
determines whether to complete selection of each combina-
tion including two local regions to which the information
indicating a direction of a crowd is appended (Step S47).
When an unselected combination remains (No in Step S47),
the crowd type classification unit 23 repeats the operation
from Step S41.

[0117] When no unselected combination remains (Yes in
Step S47), the analysis unit 232 outputs a stored crowd type
and the position of the crowd (Step S48). The output mode
in Step S48 is not specifically limited. For example, the
analysis unit 232 may output the crowd types and positions
by display or may output in other modes. When Step S48 is
performed, Step S4 (see FIG. 8) is completed.

[0118] According to the first example embodiment of the
present invention, the crowd type classification unit 23
selects, from local regions each indicating staying crowds,
local region combinations each of which includes two local
regions one by one. The crowd type classification unit 23
classifies the crowd type for the two local regions included
in the selected combination by using a relative vector and
directions of the crowds of the two local regions. Therefore,
various types can be classified as the crowd type of the
staying crowds included in the image.

[0119] In the present example embodiment, a plurality of
local regions are determined in advance. When the crowd
type classification unit 23 (more specifically, the analysis
unit 232) classifies the crowd type for the two local regions
included in the selected combination, the analysis unit 232
determines the positions of the two local regions in the
image as the positions where the crowd presents. Therefore,
the positions of the crowds whose crowd type in the image
is classified may be specified.

[0120] The local-region-based learning may be applied to
leaning for estimating the staying degree of objects, learning
for estimating the number of persons in the local region, and
learning for estimating the direction of the crowd. The
learning may be performed by using an image pattern
including an occlusion between persons. In this case, even
when the persons are occluded between them in the image
acquired by the image acquisition device 1, the crowd type
of the staying crowd can be classified robustly.

[0121] Next, a modification of the first example embodi-
ment is described. FIG. 11 is a block diagram illustrating a
modification of the first example embodiment. Description
of the same components as the components illustrated in
FIG. 1 is omitted.

[0122] In the first example embodiment described above,
the staying crowd detection unit 21 (see FIG. 1) estimates
the staying degree of objects in the local regions and the
numbers of persons in the local regions, and detects a local
region indicating a staying crowd. Then, the crowd direction
estimation unit 22 (see FIG. 1) estimates the direction of the
crowd of the detected local region.

[0123] Meanwhile, the crowd type classification system
illustrated in FIG. 11 estimates, for each of the local regions
determined in advance, the staying degree of objects, the
number of persons in a local region, and the direction of the
crowd at the same time. Specifically, the crowd type clas-
sification system illustrated in FIG. 11 includes a detection
unit 24 instead of the staying crowd detection unit 21 and the
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crowd direction estimation unit 22 illustrated in FIG. 1. The
detection unit 24 estimates, for each of the local regions
determined in advance, the staying degree of objects, the
number of persons in a local region, and the direction of the
crowd at the same time.

[0124] For example, an estimator may be acquired in
advance by learning so that the estimator outputs, upon
reception of an input of a local region image, the staying
degree of objects, the number of persons in the local region,
and the direction of the crowd. The detection unit 24 may
input a local region image to the estimator, and thereby
obtain estimated results of the staying degree of objects, the
number of persons in the local region, and the direction of
the crowd simultaneously. The technology described in PTL
4 may be used for the learning of the estimator described
above.

[0125] The detection unit 24 is achieved by, for example,
a CPU of a computer which operates according to the crowd
type classification program.

Second Example Embodiment

[0126] A crowd type classification system according to a
second example embodiment of the present invention may
be represented by a block diagram illustrated in FIG. 1
similarly to the crowd type classification system of the first
example embodiment, and thus the second example embodi-
ment is described with reference to FIG. 1.

[0127] A staying crowd detection unit 21 and a crowd type
classification unit 23 are similar to the staying crowd detec-
tion unit 21 and the crowd type classification unit 23 in the
first example embodiment, and thus description thereof is
omitted.

[0128] The crowd direction estimation unit 22 estimates a
direction of a crowd in a local region image of a local region
detected by the staying crowd detection unit 21, and appends
information indicating the direction of the crowd to the local
region when determining the reliability of the direction of
the crowd to be high. In contrast, when determining the
reliability of the direction of the crowd to be low, the crowd
direction estimation unit 22 does not append the information
indicating the direction of the crowd, and excludes the local
region from a target of processing of classifying a crowd
type.

[0129] The crowd direction estimation unit 22 in the
second example embodiment includes a direction estimation
unit 221 and a data append unit 222 as illustrated in FIG. 3.
[0130] The direction estimation unit 221 in the second
example embodiment estimates the direction of the crowd in
the local region image of the local region detected by the
staying crowd detection unit 21. In this point, that is similar
to the first example embodiment. However, the direction
estimation unit 221 of the second example embodiment
estimates the direction of the crowd in a mode allowing
determination of reliability of the direction of the crowd by
the alternative of high or low.

[0131] For example, in the second example embodiment,
an estimator is acquired in advance by regression learning so
that the estimator outputs, upon reception of an input of a
local region image, a vector which indicates the direction of
the crowd and whose magnitude indicates a degree of
reliability in the direction as the direction of the crowd of the
local region image. The direction estimation unit 221 inputs
a local region images into the estimator, and thereby esti-
mates the direction of the crowd. The result of estimation of
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the direction of the crowd is acquired as the above-described
vector, and thus the reliability of the direction of the crowd
can be determined by the alternative of high or low. In this
case, when the magnitude of the vector indicating the
direction of the crowd is equal to or larger than a predeter-
mined threshold value, the data append unit 222 may deter-
mine the reliability of the estimated direction of the crowd
to be high and append information (i.e. information repre-
sented by the vector in this example) indicating the direction
of the crowd to the local region. When the magnitude of the
vector indicating the direction of the crowd is smaller than
the predetermined threshold value, the data append unit 222
determines the reliability of the estimated direction of the
crowd to be low and does not append the information,
corresponding to the estimated result, indicating the direc-
tion of the crowd to the local region. The data append unit
222 excludes the local region to which information indicat-
ing a direction of a crowd is not appended from the target of
processing of the crowd type classification unit 23.

[0132] For example, an estimator may be acquired in
advance by regression learning so that the estimator outputs,
upon reception of an input of a local region image, an angle
indicating the direction of the crowd as the direction of the
crowd in the local region image. The direction estimation
unit 221 inputs a local region image into the estimator, and
thereby estimates the direction of the crowd. The result of
estimation of the direction of the crowd is represented by the
angle, and thus the reliability of the direction of the crowd
can be determined by the alternative of high or low. For
example, when the angle indicating the direction of the
crowd falls within a range from 0 to 360, the data append
unit 222 may determine the reliability of the estimated
direction of the crowd to be high and append information
(i.e. information represented by angle in this example)
indicating direction of the crowd to the local region. When
the angle indicating the direction of the crowd falls outside
the range from 0 to 360, the data append unit 222 determines
the reliability of the estimated direction of the crowd to be
low and does not append the information, corresponding to
the estimated result, indicating the direction of the crowd to
the local region. The data append unit 222 excludes the local
regions to which information indicating a direction of a
crowd is appended from the target of processing of the
crowd type classification unit 23.

[0133] For example, an estimator may be acquired in
advance by classification learning so that the estimator
outputs, upon reception of an input of a local region image,
probabilities that an angle indicating the direction of the
crowd corresponds to angles at every predetermined angle
(for example, at every 10 degrees) as the direction of the
crowd in the local region image. The direction estimation
unit 221 inputs the local region image into the estimator, and
thereby obtains a probability of each of the angles at every
predetermined angle. The direction estimation unit 221
estimates that an angle of the highest probability is the
direction of the crowd.

[0134] When the probability is high at the angle estimated
as the direction of the crowd and low at other angles, the data
append unit 222 may determine the reliability of the esti-
mated direction of the crowd to be high and append infor-
mation (i.e. information represented by angle in this
example) indicating the direction of the crowd to the local
region. When the probability is on the same level at any of
the angles, the data append unit 222 determines the reliabil-
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ity of the estimated direction of the crowd to be low and does
not append the information indicating the direction of the
crowd to the local region for which the estimated result is
calculated. The data append unit 222 excludes the local
regions to which information indicating a direction of a
crowd is not appended from the target of processing of the
crowd type classification unit 23.

[0135] The reliability of the direction of the crowd is not
limited to the example described above. The reliability of the
direction of the crowd may be indicated by any mode which
allows determination of reliability by the alternative of high
or low.

[0136] The process of processing in the second example
embodiment may be shown in the flowchart in FIG. 8. Steps
S1, S2, and S4 are similar to Steps S1, S2, and S4 in the first
example embodiment, and thus description thereof is omit-
ted.

[0137] FIG. 12 is a flowchart illustrating an example of a
process of processing in Step S3 of the second example
embodiment.

[0138] The direction estimation unit 221 selects one of
unselected local regions from the local regions (that is, the
local regions output by the staying crowd detection unit 21
in Step S2) showing the staying crowd (Step S31).

[0139] Next, the direction estimation unit 221 estimates a
direction of a crowd in the local region image of the local
region selected in Step S31 (Step S32). The direction
estimation unit 221 estimates the direction of the crowd in
a mode by which reliability of the direction of the crowd can
be determined by the alternative of high or low. The specific
example of estimation of the direction of the crowd of the
present example embodiment is described above and thus is
not described here.

[0140] The data append unit 222 determines the reliability
of the direction of the crowd estimated in Step S32 by the
alternative of high or low (Step S33). The specific example
of determination of the reliability of the direction of the
crowd by high and low is described above and thus is not
described here.

[0141] When the data append unit 222 determines the
reliability to be low, the procedure transfers to Step S35
without performing Step S34.

[0142] When the data append unit 222 determines the
reliability to be high, the data append unit 222 appends
information indicating the estimated direction of the crowd
to the local region selected in Step S31 (Step S34). After
Step S34, the procedure transfers to Step S35.

[0143] In Step S35, the direction estimation unit 221
determines whether to have completed selection of each of
the local regions indicating the staying crowds (i.e. each of
the local regions output by the staying crowd detection unit
21 in Step S2) (Step S35).

[0144] When an unselected local region remains in the
local regions indicating the staying crowd (No in Step S35),
the crowd direction estimation unit 22 repeats the processes
from Step S31.

[0145] When selection of each of the local regions indi-
cating the staying crowd is completed (Yes in Step S35), the
data append unit 222 outputs, to the crowd type classifica-
tion unit 23, each local region to which the information
indicating an estimated direction of a crowd is appended
(Step S36). When Step S36 is performed, Step S3 (see FIG.
8) is completed.
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[0146] In the second example embodiment, the advanta-
geous effects similar to that of the first example embodiment
is achieved. In the second example embodiment, processing
of classifying the crowd type is performed only for the local
regions whose reliability of the estimated direction of the
crowd is high. Therefore, an improvement in accuracy of
classification of the crowd type of staying crowds is
achieved.

Third Example Embodiment

[0147] FIG. 13 is a block diagram illustrating a configu-
ration example of a crowd type classification system accord-
ing to a third example embodiment of the present invention.
In a crowd type classification system according to the third
example embodiment of the present invention, a data pro-
cessing device 2 includes the staying crowd detection unit
21, the crowd direction estimation unit 22, and the crowd
type classification unit 23, and in addition, a superordinate
crowd type classification unit 27.

[0148] The image acquisition device 1, the staying crowd
detection unit 21, the crowd direction estimation unit 22, the
crowd type classification unit 23, and the local region group
storage unit 31 are similar to those components in the first
example embodiment or those components in the second
example embodiment, and thus description is omitted here.
The crowd type classification system in the third example
embodiment performs operations similar to the operations in
Steps S1 to S4 in the first example embodiment, or opera-
tions similar to the operations in Steps S1 to S4 in the second
example embodiment.

[0149] By the operations to Step S4, the crowd type and
the position of the crowd are determined for each combi-
nation of two local regions showing a staying crowd. The
positions of the crowd is represented by the positions of the
two local regions used for classifying of the crowd type. The
crowds whose crowd types and positions are determined by
the operations to Step S4 may be referred to as basic crowds.
In the present example embodiment, the crowd type classi-
fication unit 23 outputs, to the superordinate crowd type
classification unit 27, the crowd types and the positions (i.e.
the positions of the local regions) and directions of the
crowds in two local regions indicating the crowds.

[0150] After Step S4, the superordinate crowd type clas-
sification unit 27 performs clustering of the crowds on the
basis of the crowd types and the positions, and thereby
classifies a superordinate crowd. A superordinate crowd is a
set into which crowds that are gathered are formed. There-
fore, a superordinate crowd is complicated compared with a
crowd. The superordinate crowd type classification unit 27
classifies the type of the superordinate crowd on the basis of
the crowd types of the crowds belonging to the superordi-
nate crowd, a pattern of arrangement of the local regions,
which indicates positions of the crowds belonging to the
superordinate crowd, and a pattern of directions of the
crowds in the local regions, and outputs the type and the
position of the superordinate crowd. The mode of outputting
the type and the position of the superordinate crowd is not
specifically limited. For example, the superordinate crowd
type classification unit 27 may output the type and the
position of each superordinate crowd by display, and may
output in another mode. The superordinate crowd type
classification unit 27 may output the crowd types and the
positions of the crowds acquired by the operations to Step S4
together with the type and the position of each superordinate
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crowd. It can be said that the pattern of arrangement of the
local regions indicating the positions of the crowds belong-
ing to the superordinate crowd may is a pattern of arrange-
ment of the local regions indicating the position of the
superordinate crowd.

[0151] The superordinate crowd type classification unit 27
performs clustering of the crowds, and thereby classifies a
cluster whose element is a crowd. A cluster corresponds to
a superordinate crowd. When performing clustering of the
crowds, the superordinate crowd type classification unit 27
performs clustering so as to cause crowds that are different
from each other to be included in the same cluster when a
distance between positions of the clusters (in other words,
the positions of local regions) is equal to or smaller than a
predetermined threshold value and the crowd types of the
crowds are common. The cluster acquired by the clustering
includes a crowd as an element. In addition, a crowd is
individually associated with a position of the crowd (a
position of a local region) and a direction of the crowd of the
local region relating to the crowd.

[0152] The superordinate crowd type classification unit 27
classifies the type of the superordinate crowd acquired by
the clustering on the basis of the crowd types of the crowds
belonging to the superordinate crowd, a pattern of arrange-
ment of the local regions indicating positions of the crowds
belonging to the superordinate crowd, and a pattern of the
directions of the crowds in the local regions. The superor-
dinate crowd type classification unit 27 classifies the type of
the superordinate crowd for each cluster (i.e. for each
superordinate crowd) acquired by the clustering.

[0153] FIG. 14 is an explanatory drawing illustrating an
example of classification of a superordinate crowd. FIG. 14
illustrates an image. In FIG. 14, the crowds whose crowd
types are classified are indicated by dotted-line ovals sur-
rounding the crowds. In the vicinity of the ovals, the crowd
types are noted. Since a crowd type is classified by using two
local regions, two local regions are included in one dotted-
line oval. In the example illustrated in FIG. 14, local regions
whose shapes are rectangles are drawn. One local region
may be included in a plurality of dotted-line ovals.

[0154] In an image illustrated in FIG. 14, six crowds are
classified as “surrounding”. As described above, when a
distance between positions of crowds different from each
other (i.e. positions of local regions) is equal to or smaller
than a predetermined threshold value and the crowd types of
the crowds are common, the superordinate crowd type
classification unit 27 causes the crowds to be included in the
same cluster. In the example illustrated in FIG. 14, each of
the positions of the above-described six crowds are assumed
to be close to a position of a crowd classified as “surround-
ing” in the vicinity thereof, and a distance between positions
(i.e. positions of local regions) of crowds positioned in the
vicinity of each other is equal to or smaller than the
predetermined threshold value. The crowd types of the six
crowds are “surrounding” in common. Therefore, in this
example, the superordinate crowd type classification unit 27
performs clustering to cause the six crowds classified as
“surrounding” to be included in one cluster (see cluster B
illustrated in FIG. 14). Consequently, the superordinate
crowd corresponding to the cluster B is fixed. In FIG. 14, the
superordinate crowd is represented by a circle in a broken
line.

[0155] The crowd type belonging to the superordinate
crowd which corresponds to the cluster B is “surrounding”.
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The pattern of arrangement of the local regions B is a circle,
which represents the positions of the crowds belonging to
the superordinate crowd corresponding to the cluster B. The
pattern of directions of the crowds of the local regions is a
pattern of being directed inward of the circle. The superor-
dinate crowd type classification unit 27 classifies the type of
the superordinate crowd corresponding to the cluster B as
“circular surrounding” on the basis of the crowd type
(“surrounding”), the pattern of arrangement, and the pattern
of directions.

[0156] For example, the superordinate crowd type classi-
fication unit 27 may store association relations between the
types of superordinate crowds and combinations of the
crowd types of crowds belonging to a superordinate crowd,
a pattern of arrangement of local regions indicating positions
of the crowds belonging to the superordinate crowd and a
pattern of directions of the crowds in the local regions. The
superordinate crowd type classification unit 27 may derive
the type of the superordinate crowd in such a way that the
derived type of the superordinate crowd is associated with
the crowd type of crowds belonging to the superordinate
crowd, the recognized pattern of arrangement and the rec-
ognized pattern of directions.

[0157] In the example described above, the exemplified is
a case where the superordinate crowd type classification unit
27 classifies “circular surrounding” as the type of the
superordinate crowd. The type of the superordinate crowd is
not specifically limited. For example, the superordinate
crowd type classification unit 27 may classify the type of the
superordinate crowd such as “straight lining up”, “turning
lining up” depending on the crowd type, the pattern of
arrangement, and the pattern of directions.

[0158] The superordinate crowd type classification unit 27
may determine a position of a superordinate crowd to be the
positions of the local regions indicating the positions of the
crowds belonging to the superordinate crowd.

[0159] The superordinate crowd type classification unit 27
is achieved by, for example, a CPU of a computer which is
operating according to the crowd type classification pro-
gram.

[0160] According to the present example embodiment, the
superordinate crowd type classification unit 27 classifies the
superordinate crowd on the basis of the crowd type and the
position of the crowd, which are output from the crowd type
classification unit 23. In addition, the superordinate crowd
type classification unit 27 classifies the type of the super-
ordinate crowd on the basis of the crowd type of the crowds
belonging to the superordinate crowd, a pattern of arrange-
ment of the local regions indicating positions of the crowds
belonging to the superordinate crowd, and a pattern of
directions of the crowds in the local regions. Therefore,
according to the present example embodiment, the type of
the superordinate crowd can be classified. In addition,
according to the present example embodiment, since the
type of the superordinate crowd is classified based on the
crowd type, the pattern of arrangement, and the pattern of
directions, the conditions for correspondence to the indi-
vidual types is restricted and thus the type of the superor-
dinate crowd can be classified accurately.

[0161] FIG. 15 is a block diagram illustrating a specific
configuration example of a crowd type classification system
according to the example embodiments of the present inven-
tion. The crowd type classification system according to the
example embodiments of the present invention includes the
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image acquisition device 1, the storage device 3, and a
computer 100 as illustrated in FIG. 15. The storage device
3 includes the local region group storage unit 31.

[0162] The image acquisition device 1 and the storage
device 3 are connected with the computer 100. A computer
readable medium 102 storing a crowd type classification
program 101 is also connected with the computer 100.
[0163] The computer readable medium 102 is, for
example, a storage device such as a magnetic disk and a
semiconductor memory.

[0164] The computer 100 includes a CPU 110, a memory
120, and Input/output (I/0) interface 130. The CPU 110, the
memory 120, and the 1/O interface 130 are communicably
connected, for example, via a bus. The CPU 110 commu-
nicates, for example, with the image acquisition device 1,
the storage device 3, an access device for the computer
readable medium 102, a device configured to receive the
crowd type and the position of the crowd, and the like via the
1/0 interface 130. The CPU 110 operates as the above-
described CPU.

[0165] The computer 100 reads out the crowd type clas-
sification program 101 from the computer readable medium
102 at the time of starting, and operates as a data processing
device 2 described in the example embodiments according
to the crowd type classification program 101. In other words,
the computer 100 operates as the staying crowd detection
unit 21, the crowd direction estimation unit 22, and the
crowd type classification unit 23 of the first example
embodiment according to the crowd type classification pro-
gram 101. The computer 100 may also operate as the
detection unit 24 and the crowd type classification unit 23 in
the modification (see FIG. 11) of the first example embodi-
ment according to the crowd type classification program
101.

[0166] The computer 100 may also operate as the staying
crowd detection unit 21, the crowd direction estimation unit
22, and the crowd type classification unit 23 of the second
example embodiment according to the crowd type classifi-
cation program 101. The computer 100 may also operate as
the staying crowd detection unit 21, the crowd direction
estimation unit 22, and the crowd type classification unit 23
and the superordinate crowd type classification unit 27 of the
third example embodiment according to the crowd type
classification program 101.

[0167] The computer 100 may operate as a data processing
device according to a fourth or a fifth example embodiment
described below according to the crowd type classification
program 101.

[0168] Specifically, the CPU 110 of the computer 100 may
read out the crowd type classification program 101 from the
computer readable medium 102 and load the read crowd
type classification program, for example, into the memory
120. The CPU 110 may execute the crowd type classification
program loaded in the memory 120. The CPU 110 may
operate as any one of the above-described and below-
described data processing devices of the example embodi-
ments according to the crowd type classification program
101 loaded in the memory 120.

[0169] Each of the data processing devices according to
the example embodiments of the present invention may be
achieved by dedicated hardware such as a circuit. Each of
the data processing devices according to the example
embodiments of the present invention may be achieved by a
combination of dedicated hardware such as a circuit and the
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computer 100 including the memory 120 into which the
crowd type classification program loaded and the CPU 110
executing the crowd type classification program.

[0170] Inother words, the staying crowd detection unit 21,
the crowd direction estimation unit 22, and the crowd type
classification unit 23 in the first example embodiment may
be achieved by the CPU 110 executing the crowd type
classification program 101 loaded into the memory 120. The
staying crowd detection unit 21, the crowd direction esti-
mation unit 22, and the crowd type classification unit 23
according to the first example embodiment may be achieved
by dedicated hardware such as a circuit. The staying crowd
detection unit 21, the crowd direction estimation unit 22, and
the crowd type classification unit 23 according to the first
example embodiment may be achieved by a combination of
the CPU 110 and the dedicated circuit described above.
[0171] The detection unit 24 and the crowd type classifi-
cation unit 23 according to the modification of the first
example embodiment may be achieved by the CPU 110
executing the crowd type classification program 101 loaded
into the memory 120. The detection unit 24 and the crowd
type classification unit 23 according to the modification of
the first example embodiment may be achieved by dedicated
hardware such as a circuit. The detection unit 24 and the
crowd type classification unit 23 according to the modifi-
cation of the first example embodiment may be achieved by
a combination of the CPU 110 and the dedicated circuit
described above.

[0172] The staying crowd detection unit 21, the crowd
direction estimation unit 22, and the crowd type classifica-
tion unit 23 according to the second example embodiment
may be achieved by the CPU 110 executing the crowd type
classification program 101 loaded into the memory 120. The
staying crowd detection unit 21, the crowd direction esti-
mation unit 22, and the crowd type classification unit 23
according to the second example embodiment may be
achieved by dedicated hardware such as a circuit. The
staying crowd detection unit 21, the crowd direction esti-
mation unit 22, and the crowd type classification unit 23
according to the second example embodiment may be
achieved by a combination of the CPU 110 and the dedicated
circuit described above.

[0173] The staying crowd detection unit 21, the crowd
direction estimation unit 22, the crowd type classification
unit 23, and the superordinate crowd type classification unit
27 according to the third example embodiment may be
achieved by the CPU 110 executing the crowd type classi-
fication program 101 loaded into the memory 120. The
staying crowd detection unit 21, the crowd direction esti-
mation unit 22, the crowd type classification unit 23, and the
superordinate crowd type classification unit 27 according to
the third example embodiment may be achieved by dedi-
cated hardware such as a circuit. The staying crowd detec-
tion unit 21, the crowd direction estimation unit 22, the
crowd type classification unit 23, and the superordinate
crowd type classification unit 27 according to the third
example embodiment may be achieved by a combination of
the CPU 110 and the dedicated circuit described above.
[0174] The staying crowd detection unit 21, the crowd
direction estimation unit 22, and the crowd type classifica-
tion unit 23 according to the fourth example embodiment
described below may be achieved by the CPU 110 executing
the crowd type classification program 101 loaded into the
memory 120. The staying crowd detection unit 21, the crowd
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direction estimation unit 22, and the crowd type classifica-
tion unit 23 according to the fourth example embodiment
may be achieved by dedicated hardware such as a circuit.
The staying crowd detection unit 21, the crowd direction
estimation unit 22, and the crowd type classification unit 23
according to the fourth example embodiment may be
achieved by a combination of the CPU 110 and the dedicated
circuit described above.

[0175] A detection unit 71 and a classification unit 72
according to the fitth example embodiment described below
may be achieved by the CPU 110 executing the crowd type
classification program 101 loaded into the memory 120. The
detection unit 71 and the classification unit 72 according to
the fifth example embodiment may be achieved by the
dedicated hardware such as a circuit. The detection unit 71
and the classification unit 72 according to the fifth example
embodiment may be achieved by a combination of the CPU
110 and the dedicated circuit described above.

Fourth Example Embodiment

[0176] A fourth example embodiment of the present
invention is described. FIG. 16 is a block diagram illustrat-
ing a configuration example of a crowd type classification
system according to the present example embodiment. The
crowd type classification system according to the present
example embodiment includes a staying crowd detection
unit 21, a crowd direction estimation unit 22, and a crowd
type classification unit 23. The crowd type classification
system of the present example embodiment may be imple-
mented as a single device (for example, a data processing
device including the staying crowd detection unit 21, the
crowd direction estimation unit 22, and the crowd type
classification unit 23). The crowd type classification system
of the present example embodiment may be implemented as
a plurality of devices communicably connected with each
other.

[0177] The staying crowd detection unit 21 detects a local
region indicating a staying crowd from local regions deter-
mined in an image acquired by an image acquisition device
(for example, the image acquisition device 1 described
above).

[0178] The crowd direction estimation unit 22 estimates a
direction of the crowd for an image (for example, the
above-described local region image) of a part corresponding
to the local region detected by the staying crowd detection
unit 21, and appends the direction of the crowd to the local
region.

[0179] The crowd type classification unit 23 classifies a
type of the crowd including a plurality of staying persons by
using a relative vector indicating a relative positional rela-
tionship of two local regions to each of which the direction
of the crowd is appended by the crowd direction estimation
unit 22 and directions of the crowds in the two local regions,
and outputs the type and the position of the crowd.

[0180] By this configuration, various types of the staying
crowds included in an image can be classified.

Fifth Example Embodiment

[0181] A fifth example embodiment of the present inven-
tion is described below. FIG. 17 is a block diagram illus-
trating a configuration example of a crowd type classifica-
tion system according to the present example embodiment.
In an example illustrated in FIG. 17, the crowd type clas-
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sification system according to the present example embodi-
ment includes a detection unit 71 and an classification unit
72. The crowd type classification system of the present
example embodiment is implemented as a single device (for
example, a data processing device including the detection
unit 71 and the classification unit 72). The crowd type
classification system of the present example embodiment
may be implemented as a plurality of devices communicably
connected with each other.

[0182] The detection unit 71 (for example, the staying
crowd detection unit 21, and the detection unit 24 described
above) detects a plurality of partial regions (for example, the
local regions described above) each indicating staying
crowds from an image.

[0183] The classification unit 72 (for example, the crowd
type classification unit 23) analyzes a first partial region and
a second partial region, and classifies a types of crowds of
the first partial region and the second partial region.
[0184] In this configuration, various types of the staying
crowds included in the image may be classified.

[0185] The configuration thereof may include an estima-
tion unit (for example, the crowd direction estimation unit
22 described above) configured to estimate a direction of a
crowd of each of a first partial region and a second partial
region, wherein the classification unit 72 includes: a calcu-
lation unit (for example, the relative vector calculation unit
231 described above) configured to calculate a direction (for
example, the above-described relative vector) to the second
partial region from the first partial region; and an analysis
unit (for example, the above-described analysis unit 232)
configured to classify a type of crowds in the first partial
region and the second partial region based on a direction of
the crowd in the first partial region, a direction of the crowd
in the second partial region, and the direction to the second
partial region from the first partial region.

[0186] The example embodiments of the present invention
described above may be described as Supplementary Notes
described below, but are not limited to the followings.

[0187] (Supplementary Note 1)
[0188] A crowd type classification system including:
[0189] staying crowd detection means for detecting a local

region indicating a crowd in staying from a plurality of local
regions determined in an image acquired by an image
acquisition device;

[0190] crowd direction estimation means for estimating a
direction of the crowd for an image of a part corresponding
to the local region detected by the staying crowd detection
means, and appending the direction of the crowd to the local
region; and

[0191] crowd type classification means for classifying a
type of the crowd including a plurality of staying persons for
the local region to which the direction is appended by the
crowd direction estimation means by using a relative vector
indicating a relative positional relationship between two
local regions and directions of crowds in the two local
regions, and outputting the type and positions of the crowds.
[0192] (Supplementary Note 2)

[0193] The crowd type classification system according to
Supplementary Note 1, wherein

[0194] the crowd type classification means classifies the
type of the crowd by using the two local regions, the relative
vector of the two local regions having a magnitude not larger
than a predetermined magnitude.
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[0195] (Supplementary Note 3)

[0196] The crowd type classification system according to
Supplementary Note 1 or Supplementary Note 2, wherein
[0197] the staying crowd detection means estimates, for
the image of the part corresponding to the local region, a
staying degree of objects and a count of persons within the
local region, the staying degree indicating a state of staying
of the objects, the count of persons representing a density of
the crowd, and detects the local region indicating the crowd
in staying based on the staying degree of the objects and the
count of persons.

[0198] (Supplementary Note 4)

[0199] The crowd type classification system according to
any one of Supplementary Note 1 to Supplementary Note 3,
wherein

[0200] the crowd direction estimation means does not
append the direction of the crowd to a local region relating
to the direction of the crowd if a reliability of the direction
of the crowd is low when estimating the direction of the
crowd.

[0201] (Supplementary Note 5)

[0202] The crowd type classification means according to
any one of Supplementary Note to Supplementary Note 4,
further including

[0203] superordinate crowd type classification means for
deriving a superordinate crowd by using types and positions
of crowds output by the crowd type classification means,
classifying a type of the superordinate crowd based on the
types of the crowds belonging to the superordinate crowd, a
pattern of arrangement of the plurality of local regions, and
a pattern of directions of the crowds in the plurality of local
regions, the pattern of arrangement indicating a position of
the superordinate crowd, and outputting the type and the
position of the superordinate crowd.

[0204] (Supplementary Note 6)

[0205] The crowd type classification system according to
Supplementary Note 5, wherein

[0206] the superordinate crowd type classification means
derives the superordinate crowd by performing clustering of
the crowds by using the types and the positions of the
crowds, and classifies the type of the superordinate crowd
for each cluster derived by the clustering.

[0207] (Supplementary Note 7)

[0208] The crowd type classification system according to
Supplementary Note 3, wherein

[0209] the staying crowd detection means applies a result
of a local-region-based leaning to any or both of estimation
of the staying degree of the objects and estimation of the
count of persons.

[0210] (Supplementary Note 8)

[0211] The crowd type classification system according to
any one of Supplementary Note 1 to Supplementary Note 7,
wherein

[0212] the crowd direction estimation means applies a
result of a local-region-based leaning to estimation of the
direction of the crowd.

[0213] (Supplementary Note 9)
[0214] A crowd type classification system including:
[0215] detection means for detecting a plurality of partial

regions each indicating crowds in staying in an image; and
[0216] classification means for analyzing a first partial
region and a second partial region, and classifying types of
the crowds in the first partial region and the second partial
region.
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[0217] (Supplementary Note 10)

[0218] The crowd type classification system according to
Supplementary Note 9, including

[0219] estimating means for estimating a direction of a
crowd in each of the first partial region and the second
partial region, wherein

[0220] the classification means includes:

[0221] calculation means for calculating a direction to the
second partial region from the first partial region; and
[0222] analysis means for classifying the types of the
crowds in the first partial region and the second partial
region based on the direction of the crowd in the first partial
region, the direction of the crowd in the second partial
region and the direction to the second partial region from the
first partial region.

[0223] (Supplementary Note 11)
[0224] A crowd type classification method including:
[0225] detecting a local region indicating a crowd in

staying in local regions determined in an image acquired by
an image acquisition device;

[0226] estimating a direction of the crowd for an image of
a part corresponding to the local region detected and
appending the direction of the crowd to the local region
detected; and

[0227] classifying a type of the crowd including a plurality
of staying persons for the local region with the direction of
the crowd by using a relative vector indicating a relative
positional relationship between two local regions and direc-
tions of crowds in the two local regions, and outputting the
type and positions of the crowd.

[0228] (Supplementary Note 12)

[0229] The crowd type classification method according to
Supplementary Note 11, including:

[0230] classifying the type of the crowd by using the two
local regions, the relative vector of the two local regions
having a magnitude not larger than a predetermined mag-
nitude.

[0231] (Supplementary Note 13)

[0232] The crowd type classification method according to
Supplementary Note 11 or Supplementary Note 12, includ-
ing:

[0233] estimating, for an image of a part corresponding to
the local region, a staying degree of objects and a count of
persons within the local region, the staying degree indicating
a state of staying of the objects, the count of persons
representing a density of the crowd, and detecting the local
region indicating the crowd in staying, based on the staying
degree of the objects and the count of persons.

[0234] (Supplementary Note 14)

[0235] The crowd type classification method according to
any one of Supplementary Note 11 to Supplementary Note
13, wherein the direction of the crowd is not appended to a
local region relating to the direction of the crowd if a
reliability of the direction of the crowd is low when esti-
mating the direction of the crowd.

[0236] (Supplementary Note 15)

[0237] The crowd type classification method according to
any one of Supplementary Note 11 to Supplementary Note
14, further including:

[0238] deriving a superordinate crowd by using types and
positions of crowds;

[0239] classifying a type of the superordinate crowd,
based on the type of the crowd belonging to the superordi-
nate crowd, a pattern of arrangement of the plurality of local
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regions, and a pattern of directions of the crowds in the
plurality of local regions, the pattern of arrangement indi-
cating a position of the superordinate crowd; and

[0240] outputting the type and the position of the super-
ordinate crowd.

[0241] (Supplementary Note 16)

[0242] The crowd type classification method according to

Supplementary Note 15, including:

[0243] deriving the superordinate crowd by performing
clustering of the crowds by using the types and the positions
of the crowds; and classifying the type of the superordinate
crowd for each cluster derived by the clustering.

[0244] (Supplementary Note 17)

[0245] The crowd type classification method according to
Supplementary Note 13, including

[0246] applying a result of a local-region-based leaning to
either any or both of estimation of the staying degree of
objects and estimation of the count of persons.

[0247] (Supplementary Note 18)

[0248] The crowd type classification method according to
any one of Supplementary Note 11 to Supplementary Note
17, including

[0249] applying a result of a local-region-based leaning to
estimation of the direction of the crowd.

[0250] (Supplementary Note 19)
[0251] A crowd type classification method including:
[0252] detecting a plurality of partial regions each indi-

cating crowds in staying in an image; and

[0253] analyzing a first partial region and a second partial
region, and classifying types of the crowds in the first partial
region and the second partial region.

[0254] (Supplementary Note 20)

[0255] The crowd type classification method according to
Supplementary Note 19, further including:

[0256] estimating a directions of a crowd in each of the
first partial region and the second partial region; and
[0257] when classifying the crowd type,

[0258] calculating a direction to the second partial region
from the first partial region, and

[0259] classifying the types of the crowds in the first
partial region and the second partial region based on the
direction of the crowd in the first partial region, the direction
of the crowd in the second partial region, and the direction
to the second partial region from the first partial region.
[0260] (Supplementary Note 21)

[0261] A storage medium storing a crowd type classifica-
tion program causing a computer to execute:

[0262] a staying crowd detection process of detecting a
local region indicating a crowd in staying in local regions
determined in an image acquired by an image acquisition
device;

[0263] a crowd direction estimation process of estimating
a direction of the crowd for an image of a part corresponding
to the local region detected and appending the direction of
the crowd to the local region detected; and

[0264] a crowd type classification process of classifying a
type of the crowd including a plurality of staying persons for
the local region to which the direction is appended by the
crowd direction estimation process by using a relative vector
indicating a relative positional relationship between two
local regions and directions of crowds in the two local
regions and outputting the type and positions of the crowd.
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[0265] (Supplementary Note 22)

[0266] The storage medium according to Supplementary
Note 21, storing the crowd type classification program
causing the computer to execute:

[0267] the crowd type classification process that classifies
the type of the crowd by using the two local regions, the
relative vector of the two local regions having a magnitude
not larger than a predetermined magnitude.

[0268] (Supplementary Note 23)

[0269] The storage medium according to Supplementary
Note 21 or Supplementary Note 22, storing the crowd type
classification program causing the computer to execute:
[0270] the staying crowd detection process that estimates,
for an image of a part corresponding to the local region, a
staying degree of objects and a count of persons within the
local region, the staying degree indicating a state of staying
of the objects, the count of persons representing a density of
the crowd, and detects the local region indicating the crowd
in staying based on the staying degree of the objects and the
count of persons.

[0271] (Supplementary Note 24)

[0272] The storage medium according to any one of
Supplementary Note 21 to Supplementary Note 23, storing
the crowd type classification program causing a computer to
execute:

[0273] the crowd direction estimation process that does
not append a direction of the crowd is to a local region
relating to the direction of the crowd if a reliability of the
direction of the crowd is low when estimating the direction
of the crowd.

[0274] (Supplementary Note 25)

[0275] The storage medium according to any one of
Supplementary Note 21 to Supplementary Note 24, storing
the crowd type classification program causing the computer
to execute

[0276] a superordinate crowd type classification process
of deriving a superordinate crowd by using types and
positions of crowds output by the crowd type classification
process, classifying the type of the superordinate crowd
based on the types of the crowds belonging to the superor-
dinate crowd, a pattern of arrangement of the plurality of
local regions, and a pattern of directions of the crowds in the
plurality of local regions, the pattern of arrangement indi-
cating a position of the superordinate crowd, and outputting
the type and the position of the superordinate crowd.
[0277] (Supplementary Note 26)

[0278] The storage medium according to Supplementary
Note 25, storing the crowd type classification program
causing the computer to execute

[0279] the superordinate crowd type classification process
that derives the superordinate crowd by performing cluster-
ing of the crowds by using the types and the positions of the
crowds, and classifies the type of the superordinate crowd
for each cluster derived by the clustering.

[0280] (Supplementary Note 27)

[0281] The storage medium according to Supplementary
Note 23, storing a crowd type classification program causing
the computer to execute

[0282] the staying crowd detection process that applies a
result of a local-region-based leaning to either any or both of
estimation of the staying degree of objects and estimation of
the count of persons.
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[0283] (Supplementary Note 28)

[0284] The storage medium according to any one of
Supplementary Note 21 to Supplementary Note 27, storing
the crowd type classification program causing the computer
to execute

[0285] the crowd direction estimation process that applies
a result of a local-region-based leaning to the estimation of
direction of the crowd.

[0286] (Supplementary Note 29)

[0287] A storage medium storing a crowd type classifica-
tion program causing a computer to execute:

[0288] a detection process of detecting a plurality of
partial regions each indicating crowds in staying in an
image; and

[0289] a classification process of analyzing a first partial
region and a second partial region, and classifying types of
the crowds in the first partial region and the second partial
region.

[0290] (Supplementary Note 30)

[0291] The storage medium according to Supplementary
Note 29, storing the crowd type classification program
causing the computer to execute

[0292] an estimation process of estimating a direction of a
crowd in each of the first partial region and the second
partial region, wherein

[0293] the classification process includes:

[0294] a calculation process of calculating the direction to
the second partial region from the first partial region; and

[0295] an analysis process of classifying the types of the
crowds in the first partial region and the second partial
region based on the direction of the crowd in the first partial
region, the direction of the crowd in the second partial
region and the direction to the second partial region from the
first partial region.

[0296] Although the present invention has been described
with reference to the example embodiments, the present
invention is not limited to the example embodiments
described above. In other words, various modifications
understood by those skilled in the art can be made for the
configuration and details of the present invention without
departing from the scope of the present invention.

[0297] This application is based upon and claims the
benefit of priority from Japanese Patent Application No.
2016-043157 filed on Mar. 7, 2016, the disclosure of which
are incorporated herein in its entirety by reference.

INDUSTRIAL APPLICABILITY

[0298] The present invention is suitably applied to a crowd
type classification system configured to classify a crowd
type of a crowd included in the image. The present invention
can also be used, for example, for suspicious person recog-
nition in a monitoring field requiring classification of a
crowd type, recognition of leaving of a suspicious object,
abnormal state recognition, abnormal behavior recognition.
The present invention may also be used for behavior analy-
sis in the field of marketing, analysis of environmental
conditions, etc., for example. The present invention may
further be applied to an application as an input interface
configured to send a type and a position of a crowd to
another device. The present invention may also be applied
to, for example a video/image search device which uses the
type and the position of the crowd as a trigger key.
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REFERENCE SIGNS LIST

[0299] 1 Image acquisition device

[0300] 2 Data processing device

[0301] 3 Storage device

[0302] 21 Staying crowd detection unit
[0303] 22 Crowd direction estimation unit
[0304] 23 Crowd type classification unit
[0305] 24 Detection unit

[0306] 27 Superordinate crowd type classification unit
[0307] 31 Local region group storage unit
[0308] 71 Detection unit

[0309] 72 Classification unit

[0310] 100 Computer

[0311] 101 Crowd type classification program
[0312] 102 Computer readable medium
[0313] 110 CPU

[0314] 120 Memory

[0315] 130 I/O interface

[0316] 211 Staying state estimation unit
[0317] 212 Number-of-persons estimation unit
[0318] 213 Local region detection unit

[0319] 221 Direction estimation unit

[0320] 222 Data append unit

[0321] 231 Relative vector calculation unit
[0322] 232 Analysis unit

1. A crowd type classification system comprising:

a memory that stores a set of instructions; and

at least one processor configured to execute the set of
instructions to:

detect a local region indicating a crowd in staying from a
plurality of local regions determined in an image
acquired by an image acquisition device;

estimate a direction of the crowd for an image of a part
corresponding to the detected local region, and append
the direction of the crowd to the local region; and

classify a type of the crowd including a plurality of
staying persons for the local region to which the
direction is appended by using a relative vector indi-
cating a relative positional relationship between two
local regions and directions of crowds in the two local
regions, and output the type and positions of the
crowds.

2. The crowd type classification system according to

claim 1, wherein

the at least one processor is configured to

classify the type of the crowd by using the two local
regions, the relative vector of the two local regions
having a magnitude not larger than a predetermined
magnitude.

3. The crowd type classification system according to

claim 1, wherein

the at least one processor is configured to:

estimate, for the image of the part corresponding to the
local region, a staying degree of objects and a count of
persons within the local region, the staying degree
indicating a state of staying of the objects, the count of
persons representing a density of the crowd; and

detect the local region indicating the crowd in staying
based on the staying degree of the objects and the count
of persons.
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4. The crowd type classification system according to
claim 1, wherein
the at least one processor is configured not to
append the direction of the crowd to a local region relating
to the direction of the crowd if a reliability of the
direction of the crowd is low when estimating the
direction of the crowd.
5. The crowd type classification means according to claim
1, wherein
the at least one processor is configured to:
derive a superordinate crowd by using types and positions
of crowds;
classify a type of the superordinate crowd based on the
types of the crowds belonging to the superordinate
crowd, a pattern of arrangement of the plurality of local
regions, and a pattern of directions of the crowds in the
plurality of local regions, the pattern of arrangement
indicating a position of the superordinate crowd; and
output the type and the position of the superordinate
crowd.
6. The crowd type classification system according to
claim 5, wherein
the at least one processor is configured to:
derive the superordinate crowd by performing clustering
of'the crowds by using the types and the positions of the
crowds; and
classify classifies the type of the superordinate crowd for
each cluster derived by the clustering.
7. The crowd type classification system according to
claim 3, wherein
the at least one processor is configured to
apply a result of a local-region-based leaning to any or
both of estimation of the staying degree of the objects
and estimation of the count of persons.
8. The crowd type classification system according to
claim 1, wherein
the at least one processor is configured to
apply a result of a local-region-based leaning to estima-
tion of the direction of the crowd.
9. A crowd type classification system comprising:
a memory that stores a set of instructions; and
at least one processor configured to execute the set of
instructions to:
detect a plurality of partial regions each indicating crowds
in staying in an image; and
analyze a first partial region and a second partial region,
and classify types of the crowds in the first partial
region and the second partial region.
10. The crowd type classification system according to
claim 9, wherein
the at least one processor is configured to:
estimate a direction of a crowd in each of the first partial
region and the second partial region;
calculate a direction to the second partial region from the
first partial region; and
classify the types of the crowds in the first partial region
and the second partial region based on the direction of
the crowd in the first partial region, the direction of the
crowd in the second partial region and the direction to
the second partial region from the first partial region.
11. A crowd type classification method comprising:
detecting a local region indicating a crowd in staying in
local regions determined in an image acquired by an
image acquisition device;
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estimating a direction of the crowd for an image of a part
corresponding to the local region detected and append-
ing the direction of the crowd to the local region
detected; and
classifying a type of the crowd including a plurality of
staying persons for the local region with the direction
of the crowd by using a relative vector indicating a
relative positional relationship between two local
regions and directions of crowds in the two local
regions, and outputting the type and positions of the
crowd.
12. The crowd type classification method according to
claim 11, comprising:
classifying the type of the crowd by using the two local
regions, the relative vector of the two local regions
having a magnitude not larger than a predetermined
magnitude.
13. The crowd type classification method according to
claim 11, comprising:
estimating, for an image of a part corresponding to the
local region, a staying degree of objects and a count of
persons within the local region, the staying degree
indicating a state of staying of the objects, the count of
persons representing a density of the crowd, and detect-
ing the local region indicating the crowd in staying,
based on the staying degree of the objects and the count
of persons.
14. The crowd type classification method according to
claim 11, wherein
the direction of the crowd is not appended to a local
region relating to the direction of the crowd if a
reliability of the direction of the crowd is low when
estimating the direction of the crowd.
15. The crowd type classification method according to
claim 11, further comprising:
deriving a superordinate crowd by using types and posi-
tions of crowds;
classifying a type of the superordinate crowd, based on
the type of the crowd belonging to the superordinate
crowd, a pattern of arrangement of the plurality of local
regions, and a pattern of directions of the crowds in the
plurality of local regions, the pattern of arrangement
indicating a position of the superordinate crowd; and
outputting the type and the position of the superordinate
crowd.
16. The crowd type classification method according to
claim 15, comprising:
deriving the superordinate crowd by performing cluster-
ing of the crowds by using the types and the positions
of the crowds; and classifying the type of the superor-
dinate crowd for each cluster derived by the clustering.
17. The crowd type classification method according to
claim 13, comprising
applying a result of a local-region-based leaning to either
any or both of estimation of the staying degree of
objects and estimation of the count of persons.
18. The crowd type classification method according to
claim 11, comprising
applying a result of a local-region-based leaning to esti-
mation of the direction of the crowd.
19-30. (canceled)



