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(57) ABSTRACT

One example is a system including a plurality of summari-
zation engines, a plurality of meta-algorithmic patterns, an
extractor, and an evaluator. Each of the plurality of summa-
rization engines receives a text document to provide a
meta-summary of the text document. The extractor extracts
at least one summarization term from the meta-summary.
The extractor generates at least one class term for each given
class of a plurality of classes of documents, the at least one
class term extracted from documents in the given class. The
evaluator determines similarity measures of the text docu-
ment over each given class of documents of the plurality of
classes, each similarity measure indicative of a similarity
between the at least one summarization term and the at least
one class term for each given class. The selector selects a
class of the plurality of classes, the selecting based on he
determined similarity measures.
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DOCUMENT CLASSIFICATION BASED ON
MULTIPLE META-ALGORITHMIC
PATTERNS

BACKGROUND

[0001] Summarizers are computer-based applications that
provide a summary of some type of content, such as text.
Meta-algorithms are computer-based designs and their asso-
ciated applications that can be applied to combine two or
more summarizers to yield meta-summaries. Meta-summa-
ries may be used in a variety of applications, including
document classification.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] FIG. 1 is a functional block diagram illustrating
one example of a system for document classification based
on multiple meta-algorithmic patterns.

[0003] FIG. 2 is a block diagram illustrating one example
of a processing system for implementing the system for
document classification based on multiple meta-algorithmic
patterns.

[0004] FIG. 3 is a block diagram illustrating one example
of a computer readable medium for document classification
based on multiple meta-algorithmic patterns.

[0005] FIG. 4 is a flow diagram illustrating one example
of' a method for document classification based on multiple
meta-algorithmic patterns.

DETAILED DESCRIPTION

[0006] In the following detailed description, reference is
made to the accompanying drawings which form a part
hereof, and in which is shown by way of illustration specific
examples in which the disclosure may be practiced. It is to
be understood that other examples may be utilized, and
structural or logical changes may be made without departing
from the scope of the present disclosure. The following
detailed description, therefore, is not to be taken in a limiting
sense, and the scope of the present disclosure is defined by
the appended claims. It is to be understood that features of
the various examples described herein may be combined, in
part or whole, with each other, unless specifically noted
otherwise.

[0007] Multiple meta-algorithmic patterns are applied to
combine multiple summarization engines. The output of the
meta-algorithmic patterns are then used as input (in the same
way as the output of individual summarization engines) for
classification of the documents. Meta-algorithmic summa-
rization engines are themselves combinations of two or more
summarization engines; accordingly, they are generally
robust to new samples and far better at finding the correct
classification within the first few highest ranked classes.
[0008] FIG. 1 is a functional block diagram illustrating
one example of a system 100 for document classification
based on multiple meta-algorithmic patterns. The system
receives content, such as a text document, and filters the
content. The filtered content is then processed by a plurality
of different summarization engines to provide a plurality of
summaries. The summaries may be further processed by a
plurality of different meta-algorithmic patterns, each meta-
algorithmic pattern to be applied to at least two summaries,
to provide a meta-summary, where the meta-summary is
provided using the at least two summaries. System 100 may
treat the meta-summary as a new summary. For example, the
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meta-summary may be utilized as input for classification in
the same way as an output from a summarization engine.
The system 100 also identifies at least one class term for
each given class of a plurality of classes of documents, the
at least one class term extracted from documents in the given
class. In one example, a class vector may be generated for
each given class of a plurality of classes of documents, the
class vector being based on the at least one class term for
each given class. The system 100 also extracts at least one
summarization term from the meta-summary. In one
example, a summarization vector may be generated, the
summarization vector being based on the at least one sum-
marization term extracted from the meta-summary.
[0009] Similarity measures of the text document over each
class of documents of the plurality of classes are determined,
each similarity measure indicative of a similarity between
the at least one summarization term and the at least one class
term for each given class. In one example, the similarity
measure may be determined as a cosine similarity between
the summarization vector and each class vector. A class of
the plurality of classes may be selected, the selection based
on the determined similarity measures. The text document
may be associated with the selected class of documents. In
one example, each summary and/or meta-summary may be
associated with a distinct weight determination for each
class of documents. An Output Probabilities Matrix may be
generated based on such weight determinations, and the
classification of the text document may be based on the
Output Probabilities Matrix. In one example, the text docu-
ment may be associated with a class that has an optimal
weight determination.
[0010] Meta-summaries are summarizations created by
the intelligent combination of two or more standard or
primary summaries. The intelligent combination of multiple
intelligent algorithms, systems, or engines is termed “meta-
algorithmics”, and first-order, second-order, and third-order
patterns for meta-algorithmics may be defined.
[0011] System 100 includes text document 102, a filter
104 filtered text document 106, summarization engines 108,
summaries 110(1)-110(x), a plurality of meta-algorithmic
patterns 112, a meta-summary 114, an extractor 120, a
plurality of classes of documents 116(1)-116(y), class vec-
tors 118 for each given class of the plurality of classes of
documents, and an evaluator 122, where “x” is any suitable
numbers of summaries and “y” is any suitable numbers of
classes and class vectors. Text document 102 may include
text, meta-data, and/or other computer storable data, includ-
ing a book, an article, a document, or other suitable infor-
mation. Filter 104 filters text document 102 to provide a
filtered text document 106 suitable for processing by sum-
marization engines 108. In one example, filter 104 may
remove common words (e.g., stop words such as “the”, “a”,
“an”, “for”, and “of”) from the text document 102. Filter 104
may also remove blank spaces, images, sound, video and/or
other portions of text document 102 to provide a filtered text
document 106. In one example, filter 104 is excluded and
text document 102 is provided directly to summarization
engines 108.
[0012] Summarization engines 108 summarize documents
in the collection of documents 106 to provide a plurality of
summaries 110(1)-110(x). In one example, each of the
summarization engines provides a summary including one
or more of the following summarization outputs:

[0013] (1) a set of key words;

[0014] (2) a set of key phrases;
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[0015] (3) an extractive set of clauses;

[0016] (4) an extractive set of sentences;

[0017] (5) an extractive set of clustered sentences, para-

graphs, and other text chunks; or

[0018] (6) an abstractive, or semantic, summarization.
[0019] In other examples, a summarization engine may
provide a summary including another suitable summariza-
tion output. Different statistical language processing
(“SLP”) and natural language processing (“NLP”) tech-
niques may be used to generate the summaries.
[0020] Meta-algorithmic patterns 112 are used to summa-
rize summaries 110(1)-110(x) to provide a meta-summary
114. Each of the meta-algorithmic patterns is applied to two
or more summaries to provide the meta-summary 114. In
one example, each of the plurality of meta-algorithmic
patterns is based on one or more of the following
approaches, as described herein:

[0021] (1) Sequential Try Pattern;

[0022] (2) Weighted Voting Pattern.
In other examples, a meta-algorithmic pattern may be based
on another suitable approach.
[0023] System 100 includes a plurality of document
classes 116(1 )-116(y). Class Vectors 118 are based on the
plurality of document classes 116(1)-116(y), each class
vector associated with each document class, and each class
vector based on class terms extracted from documents in a
given class. The class terms include terms, phrases and/or
summary of representative or “training” documents of the
distinct plurality of document classes 116(1)-116(y). In one
example, class vector 1 is associated with document class 1,
class vector 2 is associated with document class 2, and class
vector y is associated with document class y.
[0024] The summarization engines and/or meta-algorith-
mic patterns may be utilized to reduce the text document to
a meta-summary that includes summarization terms such as
key terms and/or phrases. Extractor 120 generates a sum-
marization vector based on the summarization terms
extracted from the meta-summary of the text document. The
summarization vector may then be utilized as a means to
classify the text document.
[0025] Document classification is the assignment of docu-
ments to distinct (i.e., separate) classes that optimize the
similarity within classes while ensuring distinction between
classes. Summaries provide one means to classify docu-
ments since they provide a distilled set of text that can be
used for indexing and searching. For the document classi-
fication task, the summaries and meta-summaries are evalu-
ated to determine the summarization architecture that pro-
vides the document classification that significantly matches
the training (i.e., ground truth) set. The summarization
architecture is then selected and recommended for deploy-
ment.
[0026] Evaluator 120 determines similarity measures of
the text document 102 or the filtered text document 106 over
each class of documents of the plurality of classes 116(1)-
116(y), each similarity measure being indicative of a simi-
larity between the summarization vector and each respective
class vector. The text document may be associated with the
document class 116(1)-116(y) for which the similarity
between the summarization vector and the class vector is
maximized.
[0027] In one example, a vector space model (“VSM”)
may be utilized to compute the similarity measures, and in
this case the similarities of the summarization vector and the
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class vectors. The vector space itself is an N-dimensional
space in which the occurrences of each of N terms (e.g.
terms in a query) are the values plotted along each axis, for

each of D documents. The vector d is the summarization
vector of document d, and is represented by a line from the
origin to the set of summarization terms for the summari-

zation of document d, while the vector ¢ is the class vector
for class ¢, and is represented by a line from the origin to the

set of class terms for class ¢. The dot product of d and ¢,

or d-¢, is given by

N
i
d-c:ZdWcW
w=1

[0028] In one example, the similarity measure between a
class vector and the summarization vector may be deter-
mined based on the cosine between the class vector and the
summarization vector:

N
S e,
w=1

- dz
cos(d,?): — A S
dIe N N
Idl<] ,Zd»%'ZC?v
w=1 w=1
[0029] The cosine measure, or normalized correlation

coeflicient, is used for document categorization. A selector
selects a class from the plurality of classes, the selection
being based on the determined similarity measures. In one
example, the maximum cosine measure over all classes {c}
is the class selected by the selector. This approach may be
employed for each of the meta algorithmic algorithms
described herein in addition to each of the individual sum-
marizers.

[0030] (1) The Sequential Try pattern may be employed to
classify the text document until one class is selected with a
given confidence relative to the other classes. If no classi-
fication is obvious after the sequential set of tries is
exhausted, the next pattern may be selected, in one example,
evaluator 122 computes, for each given class i of documents,
a maximum similarity measure of the text document over all
classes of documents, not including the given class is In the
case where there are N of document classes, this may
be described as:

classes

max{cos(d, € ); =1 . . . Njeeesi j=i}

[0031] Evaluator 122 then computes, for each given class
i of documents, differences between the similarity measure
of'the text document over the given class i of documents and
the maximum similarity measure, given by:

cos(d, ¢ -maxfeos(d, €; =1 . . . Nogassust J=i}

[0032] Evaluator 122 then determines if a given computed
difference of the computed differences satisfies a threshold
value, and if it does, selects the class of documents for which
the given computed difference satisfies the threshold value.
In other words, if the following holds:

cos(d, €)-max{cos(d, ; j=1 . . . Nupgress
=P Tsrc
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where T, is the threshold value for Sequential Try Clas-
sification, then the Sequential Try meta-algorithmic pattern
terminates and the document is assigned to class i.

[0033] In one example, the threshold value T, may be
adjusted based on a confidence in the individual summarizer.
For example, a higher confidence may generally be associ-
ated with a lower T, for a classifier. In one example, the
threshold value T, may be adjusted based on the size of
the ground truth set. For example, larger ground truth sets
allow greater specificity of Ty, In one example, the
threshold value T, may be adjusted based on a number of
summarizers to be used in sequence. For example, more
summarization engines may generally increase T, for all
classifiers (to avoid including too much content in the
overall summarization). Generally, the larger the training
data and the larger the number of summarization engines
available, the better the final system performance. System
performance is optimized, however, when the training data
is much larger than the number of summarization engines.
[0034] Evaluator 122 may determine that each computed
difference does not satisty the threshold value, and if all the
computed differences do not satisty the threshold value, then
the evaluator 122 determines that the Sequential Try meta-
algorithmic pattern does not result in a clear classification.
In such an instance, a (2) Weighted Voting Pattern may be
selected as the meta-algorithmic pattern. Each of the mul-
tiple summarizers is tested against a ground truth (training)
set of classes, and weighted by one of six methods described
herein. In the Weighted Voting meta-algorithmic pattern, the
output of multiple summarizers is combined and relatively
weighted based on (a) the relative confidence in each engine,
and (b) the relative weighting of the terms, phrases, clauses,
sentences, chunks, etc, in each summarization.

[0035] For the Weighted Voting meta-algorithmic pattern,
a weight determination for the individual classifiers may be
based on an error rate on the training set, and the evaluator
122 selects, for deployment, the weighted voting pattern
based on the weight determination. In one example, free-
ware, open source and simple summarizers may be com-
bined, by applying appropriate weight determinations, to
extract key phrases and/or key words from the text docu-
ment.

Optimal Weight Determination Approach:

[0036] In one example, with N, number of classes, to
which the a priori probability of assigning a sample is equal,
and wherein there are N_;,z.,, tumber of classifiers, each
with its own accuracy in classification of p,, where j=1 . . .
N_sussifiers> the Tollowing optimal weight determination may
be made:

1 Pj
Wi = ln( Netasses ] * ln(e_j]

where the weight of classifier j is W, and where the error
term e, is given by:

1-pj

ej=— 1
4
Netassifiers = 1
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Inverse-error Proportionality Approach:

[0037] Inoneexample, the weights may be proportional to
the inverse of the error (inverse-error proportionality
approach). In one example, the weights derived from the
inverse-error proportionality approach may be normalized—
that is, sum to 1.0, and the weight for classifier j may be
given by:

1.0/(1.0-p))

Nelassifiers

1.0/(1.0-p)

;=

=1

Proportionality to Accuracy Squared Approach:

[0038] In one example, the weight determinations may be
based on proportionality to accuracy raised to the second
power (accuracy-squared) approach. In one example, the
associated weights may be described by the following
equation:

2
Pi
Nelassifiers

pi

i=1

[0039] The inverse-error proportionality approach may
favor the relatively more accurate classifiers in comparison
to the optimal weight determination approach. The propor-
tionality to accuracy-squared approach may favor the rela-
tively less accurate classifiers in comparison to the optimal
weight determination approach. Accordingly, a hybrid
method comprising the inverse-error proportionality
approach and the proportionality to accuracy-squared
approach may be utilized.

Hybrid Weight Determination Approach:

[0040] In the hybrid weight determination approach, a
mean weighting of the inverse-error proportionality
approach and the proportionality to accuracy-squared
approach may be utilized to provide a performance closer to
the “optimal” weight determination. In one example, the
hybrid weight determination approach may be given by the
following equation:

4

Nelassifiers

LO/(LO - py) > P

i=1 i=1

1.0/(1.0-p;
W, -2, /( pj) 2

4
Nelassifiers

[0041] where A,+h,=1.0. Varying the coeflicients A, and
A, may allow the system to be adjusted for different factors,
including accuracy, robustness, lack of false positives for a
given class, and so forth.

Inverse of the Square Root of the Error Approach:

[0042] In one example, the weight determinations may be
based on an inverse of the square root of the error. The
behavior of this weighting approach is similar to the hybrid
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weight determination approach, as well as the optimal
weight determination approach. In one example, the weights
may be defined as:

~ L0/ 1.0~ p;

Nelassifiers

Z L0/VI0=p;

i=1

[0043] After the individual weights are determined, clas-
sification assignment may be given to the class with the
highest weight. In one example, evaluator 122 performs the
classification assignment. In one example, the highest
weight may be determined as:

Ne

Classification = max; Z ClassifierWeight; « ClassWeight; ;
=

where N is the number of classifiers, i is the index for the
document classes, j is the index for the classifier, Class-
Weight,; is the confidence each particular classifier j has for
the class i, and ClassifierWeight; is the weight of classifier j
based on the weight determination approaches described
herein.

[0044] An example classification assignment is illustrated
in Table 1. The example illustrates a situation with two
classifiers A and B, and four classes C,, C,, C;, and C,. The
confidence in classifier A, ClassifierWeight ,, may be 0.6 and
the confidence in classifier B, Classifier Weightz, may be 0.4.
Such confidence may be obtained based on the weight
determination approaches described herein. In this example,
classifier A assigns weights ClassWeight, ,=0.3, Class-
Weight, ,=0.4, ClassWeight, ,=0.1, and ClassWeight,
4=0.2 to each of classes C,, C,, C;, and C,, respectively.
Also, for example, classifier B assigns weights Class-
Weight, ;=0.5, ClassWeight, z=0.3, ClassWeight; »=0.2,
and ClassWeight, =0.0 to each of classes C,, C,, C;, and
C,, respectively. Then the weight assignment for each class
may be obtained as illustrated in Table 1.

TABLE 1
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[0046] In this example, the maximum weight assighment
of 0.38 corresponds to class C,. Based on such a determi-
nation, the evaluator 122 selects class C, for classification.
[0047] FIG. 2 is a block diagram illustrating one example
of'a processing system 200 for implementing the system 100
for document classification based on multiple meta-algorith-
mic patterns. Processing system 200 includes a processor
202, a memory 204, input devices 218, and output devices
220. Processor 202, memory 204, input devices 218, and
output devices 220 are coupled to each other through
communication link (e.g., a bus).

[0048] Processor 202 includes a Central Processing Unit
(CPU) or another suitable processor. In one example,
memory 204 stores machine readable instructions executed
by processor 202 for operating processing system 200.
Memory 204 includes any suitable combination of volatile
and/or non-volatile memory, such as combinations of Ran-
dom Access Memory (RAM), Read-Only Memory (ROM),
flash memory, and/or other suitable memory.

[0049] Memory 204 stores text document 206, and a
plurality of classes of documents 210 for processing by
processing system 200. Memory 204 also stores instructions
to be executed by processor 202 including instructions for
summarization engines and/or meta-algorithmic patterns
208, an extractor 212, and an evaluator 216. Memory 204
also stores the summarization vector and class vectors 214.
In one example, summarization engines and/or meta-algo-
rithmic patterns 208, extractor 212, and evaluator 216,
include summarization engines 108, meta-algorithmic pat-
terns 112, extractor 120, and evaluator 122, respectively, as
previously described and illustrated with reference to FIG. 1.
[0050] In one example, processor 202 executes instruc-
tions of filter to filter a text document to provide a filtered
text document 206. Processor 202 executes instructions of a
plurality of summarization engines and/or meta-algorithmic
patterns 208 to summarize the text document 206 to provide
a meta-summary. In one example, the plurality of summa-
rization engines and/or meta-algorithmic patterns 208 may

Classification Assignment based on Weight Determination

ClassWeight,.. { = A, B, i=1,2.3. 4.

Classifer ~ ClassifierWeight;, j = A, B C, C, Cs C,
A ClassifierWeight , = 0.6 0.3 0.4 0.1 0.2
B ClassifierWeightz = 0.4 0.5 0.3 0.2 0.0

Weight Assignment for each Class i=

0.6%0.3) + (0.6)%(04) + (0.6)*(0.1) + (0.6)(0.2) +

(0.4)*(0.5) = (0.4)*(0.3) = (0.4)*(0.2) = (0.4)*(0.0) =

> ClassifierWeight, « ClassWeight, ; 0.38 0.36 0.14 0.12
j=AB
[0045] Accordingly,

NC
max; Z ClassifierWeight; « ClassWeighi; ; =
=

max(0.38, 0.36, 0.14, 0.12) = 0.38.

include a sequential try pattern, followed by a weighted
voting pattern, as described herein. Processor 202 executes
instructions of extractor 212 to generate at least one sum-
marization term from the meta-summary of the text docu-
ments 206. In one example, a summarization vector may be
generated based on the at least one summarization term
extracted from the meta-summary. In one example, proces-
sor 202 executes instructions of extractor 212 to generate at
least one class term for each given class of a plurality of
classes of documents 210, the at least one class term
extracted from documents in the given class. In one
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example, a class vector may be generated for each given
class of a plurality of classes of documents 210, the class
vector being based on the at least one class term extracted
from documents in the given class. Processor 202 executes
instructions of evaluator 216 to determine the similarity
measures of the text document 206 over each class of
documents of the plurality of classes 210, each similarity
measure indicative of a similarity between the at least one
summarization term and the at least one class term for each
given class. In one example, the similarity measures may be
based on cosine similarity between the summarization vec-
tor and each class vector. In one example, processor 202
executes instructions of a selector to select a class of the
plurality of classes, the selection based on the determined
similarity measures. In one example, processor 202 executes
instructions of a selector to associate, in a database, the text
document with the selected class of documents.

[0051] Input devices 218 include a keyboard, mouse, data
ports, and/or other suitable devices for inputting information
into processing system 200. In one example, input devices
218 are used to input feedback from users for evaluating a
text document, an associated meta-summary, and/or an
associated class of documents, for search queries. Output
devices 220 include a monitor, speakers, data ports, and/or
other suitable devices for outputting information from pro-
cessing system 200. In one example, output devices 220 are
used to output summaries and meta-summaries to users and
to recommend a classification for the text document. In one
example, a classification query directed at a text document
is received via input devices 218. The processor 202
retrieves, from the database, a class associated with the text
document, and provides such classification via output
devices 220.

[0052] FIG. 3 is a block diagram illustrating one example
of a computer readable medium for document classification
based on multiple meta-algorithmic patterns. Processing
system 300 includes a processor 302, a computer readable
medium 308, a plurality of summarization engines 304, and
aplurality of meta-algorithmic patterns 306. In one example,
the plurality of meta-algorithmic patterns 306 include the
Sequential Try Pattern 306A and the Weighted Voting Pat-
tern 306B. Processor 302, computer readable medium 308,
the plurality of summarization engines 304, and the plurality
of meta-algorithmic patterns 306 are coupled to each other
through communication link (e.g., a bus).

[0053] Processor 302 executes instructions included in the
computer readable medium 308. Computer readable
medium 308 includes text document receipt instructions 310
to receive a text document. Computer readable medium 308
includes summarization instructions 312 of a plurality of
summarization engines 304 to summarize the received text
document to provide summaries. Computer readable
medium 308 includes meta-algorithmic pattern instructions
314 of a plurality of meta-algorithmic patterns 306 to
summarize the summaries to provide a meta-summary.
Computer readable medium 308 includes vector generation
instructions 316 of extractor to generate a summarization
vector based on summarization terms extracted from the
meta-summary. Computer readable medium 308 includes
vector generation instructions 316 of extractor to generate a
class vector for each given class of a plurality of classes, the
class vector being based on class terms extracted from
documents in the given class. Computer readable medium
308 includes similarity measure determination instructions
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318 of evaluator to determine similarity measures of the text
document over each class of documents of the plurality of
classes, each similarity measure indicative of a similarity
between the summarization vector and each class vector.
Computer readable medium 308 includes document class
selection instructions 320 of selector to select a class of the
plurality of classes, the selecting based on the determined
similarity measures. In one example, computer readable
medium 308 includes instructions to associate the selected
class with the text document.

[0054] FIG. 4 is a flow diagram illustrating one example
of' a method for document classification based on multiple
meta-algorithmic patterns. At 400, a text document is filtered
to provide a filtered text document. At 402, a plurality of
classes of documents are identified. At 404, at least one class
term is identified for each given class of the plurality of
classes of documents. At 406, a plurality of combinations of
meta-algorithmic patterns and summarization engines are
applied to provide a meta-summary of the filtered text
document. At 408, at least one summarization term is
extracted from the meta-summary. At 410, similarity mea-
sures of the text document over each class of documents of
the plurality of classes are determined, each similarity
measure indicative of a similarity between the at least one
summarization term and the at least one class term for each
given class.

[0055] In one example, the method may include selecting
a class of the plurality of classes, the selecting based on the
determined similarity measures.

[0056] In one example, the method may include associat-
ing, in a database, the text document with the selected class
of documents.

[0057] In one example, the meta-algorithmic pattern may
be a sequential try pattern, and the method may include
determining that one of the similarity measures satisfies a
threshold value, selecting a given class of the plurality of
classes for which the determined similarity measure satisfies
the threshold value, and associating the text document with
the given class. In one example, the method may further
include determining that each of the similarity measures
fails to satisty the threshold value, and selecting a weighted
voting pattern as the meta-algorithmic pattern.

[0058] Examples of the disclosure provide a generalized
system for using multiple summaries and meta-algorithms to
optimize a text-related intelligence generating or machine
intelligence system. The generalized system provides a
pattern-based, automatable approach to document classifi-
cation based on summarization that may learn and improve
over time, and is not fixed on a single technology or machine
learning approach. In this way, the content used to represent
a larger body of text, suitable to a wide range of applications,
may be classified.

[0059] Although specific examples have been illustrated
and described herein, a variety of alternate and/or equivalent
implementations may be substituted for the specific
examples shown and described without departing from the
scope of the present disclosure. This application is intended
to cover any adaptations or variations of the specific
examples discussed herein. Therefore, it is intended that this
disclosure be limited only by the claims and the equivalents
thereof.
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1. A system comprising:

aplurality of summarization engines, each summarization
engine to receive, via a processing system, a text
document to provide a summary of the text document;

a plurality of meta-algorithmic patterns, each meta-algo-

rithmic pattern to be applied to at least two summaries
to provide, via the processing system, a meta-summary
of the text document using the at least two summaries;
at least one class term for each given class of a plurality
of classes of documents, the at least one class term
extracted from documents in the given class;

an extractor to extract at least one summarization term

from the meta-summary; and

an evaluator to determine similarity measures of the text

document over each given class of documents of the
plurality of classes, each similarity measure indicative
of a similarity between the at least one summarization
term and the at least one class term for each given class.
2. The system of claim 1, further comprising a selector to
select a class of the plurality of classes, the selection based
on the determined similarity measures.
3. The system of claim 2, wherein the selector associates,
in a database, the text document with the selected class of
documents.
4. The system of claim 1, wherein the meta-algorithmic
pattern is a sequential try pattern, and the evaluator:
computes, for each given class of documents, a maximum
similarity measure of the text document over all classes
of documents, not including the given class,

computes, for each given class of documents, differences
between the similarity measure of the text document
over the given class of documents and the maximum
similarity measure;

determines if a given computed difference of the com-

puted differences satisfies a threshold value, and if it
does, selects the class of documents for which the given
computed difference satisfies the threshold value.

5. The system of claim 4, wherein the threshold value is
based on a confidence in a summarization engine, a confi-
dence in a meta-algorithmic pattern, a number of summa-
rization engines, a number of meta-algorithmic patterns, and
a size of a ground truth set.

6. The system of claim 4, wherein the evaluator deter-
mines if each computed difference does not satisfy the
threshold value, and if all the computed differences do not
satisfy the threshold value, then a weighted voting pattern is
selected as the meta-algorithmic pattern.

7. The system of claim 6, wherein a weight determination
for the weighted voting pattern is based on an error rate on
a training set, and the evaluator selects, for deployment, the
weighted voting pattern based on the weight determination.

8. A method to classify a text document based on meta-
algorithm patterns, the method comprising:

filtering the text document to provide a filtered text

document;

identifying a plurality of classes of documents via a

processor;
identifying at least one class term for each given class of
the plurality of classes of documents, the at least one
class term extracted from documents in the given class;

applying, to the filtered text document, a plurality of
combinations of meta-algorithmic patterns and summa-
rization engines, wherein:
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each summarization engine provides a summary of the
filtered text document, and

each meta-algorithmic pattern is applied to at least two
summaries to provide, via the processor, a meta-
summary;

extracting at least one summarization term from the

meta-summary; and

determining similarity measures of the text document

over each given class of documents of the plurality of
classes, each similarity measure indicative of a simi-
larity between the at least one summarization term and
the at least one class term for each given class.

9. The method of claim 8, further including selecting a
class of the plurality of classes, the selecting based on the
determined similarity measures.

10. The method of claim 9, further including associating,
in a database, the text document with the selected class of
documents.

11. The method of claim 8, wherein the meta-algorithmic
pattern is a sequential try pattern, and further including:

determining that one of the similarity measures satisfies a

threshold value;

selecting a given class of the plurality of classes for which

the determined similarity measure satisfies the thresh-
old value; and

associating the text document with the given class.

12. The method of claim 11, further including:

determining that each of the similarity measures fails to

satisfy the threshold value; and

selecting a weighted voting pattern as the meta-algorith-

mic pattern.

13. A non-transitory computer readable medium compris-
ing executable instructions to:

receive a text document via a processor;

apply a plurality of combinations of meta-algorithmic

patterns and summarization engines, wherein:

each summarization engine provides a summary of the
text document, and

each meta-algorithmic pattern is applied to at least two
summaries to provide, via the processor, a meta-
summary;

extract at least one summarization term from the meta-

summary;
generate at least one class term for each given class of a
plurality of classes of documents, the at least one class
term extracted from documents in the given class;

determine similarity measures of the text document over
each given class of documents of the plurality of
classes, each similarity measure indicative of a simi-
larity between the at least one summarization term and
the at least one class term for each given class; and

select a class of the plurality of classes, the selecting
based on the determined similarity measures.

14. The non-transitory computer readable medium of
claim 13, wherein the meta-algorithmic pattern is a sequen-
tial try pattern, and comprising executable instructions to:

determine that one of the similarity measures satisfies a

threshold value;

select a given class of the plurality of classes for which the

determined similarity measure satisfies the threshold
value; and

associate the text document with the given class.

15. The non-transitory computer readable medium of
claim 14, comprising executable instructions to:
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determine that each of the similarity measures fails to
satisfy the threshold value; and

select a weighted voting pattern as the meta-algorithmic
pattern.



