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(54) AIR-CONDITIONER BASED ON PARAMETER LEARNING USING ARTIFICIAL INTELLIGENCE, 
CLOUD SERVER, AND METHOD OF OPERATING AND CONTROLLING THEREOF

(57) The present invention relates to an air condition-
er based on parameter learning using artificial intelli-
gence, a cloud server, and a method of driving and con-
trolling the air conditioner. According to an embodiment
of the present invention, the air conditioner includes a
parameter generating unit that generates one or more
parameters in a rapid operation mode, and an operation
mode control unit that controls a blowing unit or an out-
door unit based on operation mode information that sets
a comfortable operation mode after the period operating
in the rapid operation mode, and the rapid operation
mode operates only within a preset time range, and a
central control unit instructs an operation of switching to
the comfortable operation mode to the operation mode
control unit after the rapid operation mode.



EP 3 553 402 A1

2

5

10

15

20

25

30

35

40

45

50

55

Description

[0001] The present invention relates to an air condi-
tioner based on parameter learning, a cloud server, and
a method of driving and controlling the air conditioner.
[0002] An air conditioner is installed to provide a com-
fortable indoor environment to humans by discharging
cold and warm air to an interior to adjust an indoor tem-
perature and by purifying indoor air.
[0003] Generally, the air conditioner includes an indoor
unit installed in an indoor, and an outdoor unit including
a compressor, and a heat exchanger, and the like, to
supply the refrigerant to the indoor unit.
[0004] On the other hand, in the air conditioner, the
indoor unit and the outdoor unit can be controlled sepa-
rately. Further, at least one indoor unit may be connected
to the outdoor unit, and the air conditioner is operated in
a cooling or heating mode by supplying a refrigerant to
the indoor unit depending on a requested operation state.
[0005] Recently, a technology for controlling the air
conditioner to be suitable for a temperature preferred by
the user with respect to controlling the air conditioner for
user convenience is suggested. In the present invention,
a mechanism that the air conditioner operates in a rapid
mode and a comfortable mode will be described in FIG.
1 in more detail.
[0006] FIG. 1 shows an operation process of an air
conditioner operating in a rapid mode and a comfortable
mode. When the air conditioner is turned on (S21), the
air conditioner is operated in a rapid mode (a rapid op-
eration period or a rapid period means a period during
which a rapid mode is performed) according to a prede-
termined set temperature Ts (S22). At this time, a set
temperature Ts may be selected by the user or may be
automatically set according to a predetermined condi-
tion. The rapid mode is a configuration that rapidly cools
(or heats) a space. Then, in the rapid mode, the air con-
ditioner is operated with a maximum cooling capacity to
quickly cool (or heat) an indoor space. In this process,
when a set temperature and an indoor temperature are
compared to each other (S23), and a temperature reach-
es the set temperature, indoor humidity is confirmed
(S24). When the indoor humidity is equal to or greater
than a predetermined numerical value, the air conditioner
operates in a dehumidification mode (S26). On the other
hand, when the indoor humidity is equal or less than a
predetermined numerical value, the air conditioner oper-
ates in a comfortable mode (S25).
[0007] Here, the comfortable mode (a comfortable op-
eration period or a comfortable period means a period
during which the comfortable mode is performed) means
the operating with a new set temperature Tsa which is
higher than the set temperature Ts. It includes an oper-
ation of a power saving function that maintains comfort-
able cooling (or heating) by sensing an environment and
adjusting a cooling operation output. The air conditioner
operates in the rapid mode at first when the air conditioner
is turned on. Then, when the temperature of the target

space reaches a predetermined temperature, the oper-
ation of switching to the comfortable mode is provided.
[0008] However, the comfortable mode and the rapid
mode have a limitation that a change of surrounding en-
vironment conditions cannot be dynamically reflected to
the operation of the modes. Parameters that affect an
operation of the rapid mode and the comfortable mode
and their values may vary depending on changes in ex-
ternal temperature, the number of residing people, or hu-
midity, and the like. There is thus a limitation that these
parameters are not fully considered in performing the rap-
id mode and the comfortable mode.
[0009] Conventionally, an indoor unit of air conditioner
is fixedly arranged in a specific space and operated, and
study on a method of improving a performance of the air
conditioner by collecting operation information provided
from a plurality of indoor units is requested. In the present
specification, a method of controlling each of the indoor
units to operate optimally in various operation modes by
using operation information provided from the plurality of
indoor units, and an air conditioner applying such method
will be described.
[0010] The invention described in the present specifi-
cation solves the above-mentioned problems. The inven-
tion provides a learning-based apparatus and a method
for efficiently operating in a period divided into two or
more operation modes of an air conditioner based on the
parameters generated in an operating period of an air
conditioner.
[0011] The invention described in the present specifi-
cation provides an apparatus and a method that deter-
mines an optimum operation mode of the air conditioner
by having the parameter generated by an indoor unit of
the plurality of air conditioners as a learning factor.
[0012] The invention described in the present specifi-
cation provides an apparatus and a method that control
an operation of a subsequent step based on the param-
eter generated in a process of rapidly changing a tem-
perature during the operation of the indoor unit.
[0013] The invention is defined by the appended inde-
pendent claims, and preferred aspects of the inventions
are defined by the appended dependent claims.
[0014] In an exemplary implementation of the inven-
tion, there is provided an air conditioner, comprising: an
indoor unit comprising a blowing unit configured to dis-
charge air; an outdoor unit configured to supply com-
pressed refrigerant to the indoor unit, such that the sup-
plied refrigerant exchanges heat with the air before the
air is discharged from the blowing unit; a parameter gen-
erating unit configured to generate one or more param-
eters in a first operation mode of the air conditioner; a
learning unit configured to receive the generated one or
more parameters and derive operation mode information
through a learning process by using the generated one
or more parameters as input data to the learning process,
wherein the operation mode information includes data to
set a second operation mode; an operation mode control
unit configured to control the blowing unit to change a
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wind direction and air volume of the discharged air, and/or
the outdoor unit based on the operation mode informa-
tion; a central control unit configured to control the pa-
rameter generating unit, the learning unit and the oper-
ation mode control unit, wherein the first operation mode
is operated only within a preset time range, and the cen-
tral control unit is configured to instruct the operation
mode control unit to perform an operation of switching to
the second operation mode after a period of operation in
the first operation mode, and wherein an absolute value
of temperature change rate during the first operation
mode is greater than an absolute value of temperature
change rate during the second operation mode.
[0015] In another exemplary implementation of the in-
vention, there is provided an air conditioner, comprising:
an indoor unit comprising a blowing unit configured to
discharge air; an outdoor unit configured to supply com-
pressed refrigerant to the indoor unit, such that the sup-
plied refrigerant exchanges heat with the air before the
air is discharged from the blowing unit; a parameter gen-
erating unit configured to generate one or more param-
eters in a first operation mode of the air conditioner; a
communication unit configured to transmit and receives
data to and from a cloud server; an operation mode con-
trol unit configured to control the blowing unit to change
a wind direction and air volume of the discharged air,
and/or the outdoor unit based on operation mode infor-
mation, wherein the operation mode information is data
received from the cloud server after the communication
unit transmits the one or more parameters to the cloud
server; a central control unit configured to control the
parameter generating unit, the operation mode control
unit and the communication unit; wherein the first oper-
ation mode is operated only within a preset time range,
and the central control unit is configured to instruct the
operation mode control unit to perform an operation of
switching to the second operation mode after a period of
operation in the first operation mode, and wherein an
absolute value of temperature change rate during the
first operation mode is greater than an absolute value of
temperature change rate during the second operation
mode.
[0016] In another exemplary implementation of the in-
vention, there is provided a method for for driving an air
conditioner based on learning, the air conditioner com-
prising an indoor unit having a blow unit discharging air
and an outdoor unit to supply compressed refrigerant to
the indoor unit, comprising: operating, by the blowing unit
of an air conditioner, discharging air in a first operation
mode within a preset time range; generating, by a pa-
rameter generating unit, one or more parameters in the
first operation mode ; controlling, by an operation mode
control unit, the blowing unit or the outdoor unit based
on operation mode information that includes data to set
a second operation mode after the period of the first op-
eration mode; and instructing, by the central control unit,
an operation of switching to the second operation mode
to the operation mode control unit after the first operation

mode, and wherein the operation mode information is
data received from a cloud server after a communication
unit transmits the one or more parameters to the cloud
server, or calculated from an embedded learning unit of
the air conditioner, and the method further comprises set-
ting a wind direction and air volume of the blowing unit
by using the operation mode information, after the in-
structing step, and wherein an absolute value of temper-
ature change rate during the first operation mode is great-
er than an absolute value of temperature change rate
during the second operation mode.
[0017] In another exemplary implementation of the in-
vention, there is provided a cloud server, that the cloud
server includes a communication unit that receives one
or more parameters generated in a first operation mode
of respective air conditioners from the air conditioners,
wherein the one or more parameters are related to one
or more temperatures individually set in the respective
air conditioners, and transmits operation mode informa-
tion to the plurality of air conditioners respectively in re-
sponse to said receiving, wherein the operation mode
information includes data to set a second operation mode
of the respective air conditioners after the period of the
first operation mode, and wherein an absolute value of
temperature change rate during the first operation mode
is greater than an absolute value of temperature change
rate during the second operation mode; a learning unit
that receives the one or more parameters of a first air
conditioner of the plurality of air conditioners as a learning
factor and outputs the operation mode information
through a learning process by using the one or more pa-
rameters as input data to the learning process; and a
server control unit that controls the learning unit and the
communication unit.
[0018] When the embodiments of the present invention
are applied, the air conditioner can have the one or more
parameters generated in an operation process as learn-
ing factors and determine the operation mode with re-
spect to the learning factor.
[0019] When the embodiments of the present invention
are applied, the cloud server can determine the operation
mode suitable for each air conditioner after performing a
learning process based on the parameters generated
during the operation of the plurality of air conditioners.
[0020] When an embodiment of the present invention
is applied, after the air conditioner is operated to reach
a predetermined target temperature, it is possible to
maintain the target temperature within a predetermined
range based on a small amount of electrical power con-
sumption per unit time.
[0021] When an embodiment of the present invention
is applied, it is possible to provide a method of estimating
a learning-based operation load for an efficient control
of cooling or heating of an air conditioner and an appa-
ratus applying such method.
[0022] The effects of the present invention are not lim-
ited to the effects described above, and those skilled in
the art of the present invention can easily understand
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various effects of the present invention based on the dis-
closure of the present invention.

FIG. 1 shows an operation process of an air condi-
tioner operating in a rapid mode and a comfortable
mode.
FIG. 2 is a front view of a configuration of an indoor
unit of an air conditioner according to an embodiment
of the present invention.
FIG. 3 shows a configuration of an internal learning
based control module 100 according to an embodi-
ment of the present invention.
FIG. 4 shows a relationship between a cloud server
300 that performs the external learning and an ex-
ternal learning based control module 200 and the
respective components.
FIG. 5 shows a process in which an inner learning
based control module calculates a result factor from
a learning factor according to an embodiment of the
present invention.
FIG. 6 shows a process in which an external learning
based control module calculates a result factor from
a learning factor according to an embodiment of the
present invention.
FIG. 7 shows a process in which an internal learning
based control module operates according to an em-
bodiment of the present invention.
FIG. 8 shows a process that an external learning
based control module operates according to an em-
bodiment of the present invention.
FIG. 9 shows that a parameter generating unit cal-
culates an input factor according to an embodiment
of the present invention.
FIG. 10 shows a configuration of a learning algorithm
included in a learning unit according to an embodi-
ment of the present invention.
FIG. 11 shows a change in an operation mode when
an embodiment of the present invention is applied.
FIG. 12 shows a process in which an operation mode
control unit controls an operation mode according to
a load step according to an embodiment of the
present invention.
FIG. 13 shows a configuration of a learning unit ac-
cording to an embodiment of the present invention.
FIG. 14 shows an exemplary configuration of a learn-
ing unit according to an embodiment of the present
invention.
FIG. 15 shows an interaction of the parameters of
an air conditioner that discharges cooling air and a
provision of a wind direction and cooling air accord-
ing to an embodiment of the present invention.
FIG. 16 shows an interaction between the parame-
ters of an air conditioner that discharges heating air
and a provision of a wind speed and heating air ac-
cording to another embodiment of the present inven-
tion.

[0023] Hereinafter, the embodiment of the present in-

vention will be described in detail with reference to the
drawings so that those skilled in the art to which the
present invention pertains can easily implement the
present invention. In order to clearly illustrate the present
invention, a part that is not related to the description may
be omitted, and same or similar components are denoted
by same reference numerals throughout the specifica-
tion. Further, some embodiments of the present invention
will be described in detail with reference to exemplary
drawings. In adding reference numerals to components
of each drawing, the same components may have the
same reference numeral as possible even if they are dis-
played on different drawings. Further, in the description
of the present invention, when it is determined that a de-
tailed description of related known configurations and
functions may obscure the gist of the present invention,
the detailed description thereof will be omitted.
[0024] In describing components of the present inven-
tion, it is possible to use the terms such as the first, the
second, A, B, (a), and (b), etc. These terms are only in-
tended to distinguish a component from another compo-
nent, and a nature, an order, a sequence, or the number
of corresponding components, etc., are not limited by
that term. When a component is described as being "con-
nected", "coupled", or "connected" to another compo-
nent, the component may be directly connected or also
to be connected to other component; however, it is also
to be understood that an additional component is "inter-
posed" between the two components, or the component
is "connected", "coupled", or "connected" through an ad-
ditional component.
[0025] Further, with respect to implementation of the
present invention, for convenience of explanation, the
component may be described by being subdivided; how-
ever, these components of the invention may be imple-
mented within an apparatus or a module, or a component
of the invention may be implemented by being divided
into a plurality of apparatuses or modules.
[0026] In the present specification, the components
that form an air conditioner may be classified into an out-
door unit and an indoor unit. An air conditioning system
may be made of one or more outdoor units and one or
more indoor units. The relationship between the outdoor
unit and the indoor unit may be 1: 1, 1: N, or M: 1.
[0027] The present invention can be applied to all ap-
paratuses that control cooling or heating. However, for
convenience of explanation, the cooling will be mainly
described. When the present invention is applied to the
heating, it is possible to apply the embodiments of the
present invention to a process of raising a temperature
and a mechanism that maintains a raised temperature.
[0028] FIG. 2 is a front view of a configuration of an
indoor unit of an air conditioner according to an embod-
iment of the present invention.
[0029] An indoor unit of an air conditioner may be a
ceiling-installed embedded type or a stand type. Alterna-
tively, the indoor unit of the air conditioner may be a wall-
mounted type installed on a wall or may be a movable
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form. FIG. 2 shows a stand type indoor unit 1 in various
embodiments, but the present invention is not limited
thereto. The indoor unit 1 may be connected to an outdoor
unit 2 arranged in a space separate from another space
where the indoor unit 1 is arranged.
[0030] The air conditioner may be the stand type that
stands on the floor in the indoor and is installed, which
is a subject of an air conditioning. In this case, the air
conditioner may further include a base 20 that is placed
on the floor in the indoor to support an air conditioning
module 10.
[0031] The air conditioning module 10 may be installed
in a form placed on the base 20. In this case, the air
conditioning module 10 can suck air at the predetermined
height of the indoor to do the air-conditioning.
[0032] The air conditioning module 10 may be detach-
ably coupled to the base 20 or may be integrally formed
with the base 20.
[0033] The air conditioning module 10 may discharge
air from a blowing unit 15. The blowing unit 15 may be
divided for blowing left and right direction as 11 and 12.
The air conditioning module 10 can concentrically dis-
charge air to a front surface. Further, according to the
embodiment, the air conditioning module 10 can dis-
charge the air from a blowing unit arranged in various
directions such as a side surface or an upper surface,
and the like. The blowing unit 15 can control a wind speed
by the operation mode control units 190 and 290, which
will be described later. In one embodiment, the blowing
unit 15 can discharge wind of the wind speed including
a plurality of steps. For this purpose, one or more indi-
vidual blowing fans can be controlled.
[0034] On the other hand, suction units that suck indoor
air can be arranged in the air conditioning module 10.
Further, it is not identified from the outside, but the control
module 100 that controls the indoor unit 1 can be ar-
ranged in the indoor unit 1. For convenience of explana-
tion, the indoor unit 1 is arranged inside of the inside unit
1 with a dashed line in FIG. 2.
[0035] The outdoor unit 2 contributes to control a tem-
perature of air (wind) discharged by the blowing unit 15.
In one embodiment, a compressor of the outdoor unit 2
may compress and discharge a gaseous refrigerant into
a high-temperature and high-pressure state to provide
cooling air to the indoor unit 1. In addition, when the
present invention is applied to the heating, the outdoor
unit 2 can provide heating air to the indoor unit 1 by using
a predetermined heat pump. The manner in which the
outdoor unit 2 provides the cooling or heating air using
compressed refrigerant or heat pump to the indoor unit
1 may be variously provided and the present invention
is not limited thereto.
[0036] The indoor unit 1 exemplarily shown in FIG. 2
measures a state of the indoor air and operates to reach
a set state. However, in order for an operation of the
indoor unit to effectively proceed during a process of
reaching a specific state, various elements should be
considered before or after reaching that specific state.

When the operation of the indoor unit is controlled more
precisely by using a learning model based on each of the
elements, an efficient operation is possible.
[0037] Hereinafter, in the present specification, in the
first embodiment, the control module 100 may be ar-
ranged in the indoor unit 1 to generate various parame-
ters and perform learning based on the generated various
parameters. Then, a configuration in which the control
module 100 arranged in the indoor unit 1 determines an
operation mode suitable for the indoor unit based on a
learned result will be described. The configuration is re-
ferred to as an ’internal learning based control module’.
In the embodiment, in the inner learning base, the air
conditioner is operated by inputting the parameter into
an embedded learning unit 160 and using the operation
mode information, which is a calculated result factor.
[0038] Further, in the present specification, in the sec-
ond embodiment, the control module 100 is arranged in
the indoor unit 1 to calculate various parameters, and
provides the calculated result to a cloud server. The cloud
server performs the learning based on the parameter that
various indoor units transmit. Then, a configuration in
which the cloud server determines the operation mode
suitable for the indoor unit based on the learned result
will be described. The configuration is referred to as an
"external learning based control module". In one embod-
iment, in the external learning base, the air conditioner
is operated by using the operation mode information,
which is a result factor transmitted from the cloud server,
after the air conditioner transmits the parameter to the
external cloud server.
[0039] Further, in the present specification, a first pe-
riod means a period for which an air conditioner operates
with a first cooling capability (in a case of heating, a first
heating capability), in response to a set temperature (a
target temperature set by the user). A second period
means a period for which the air conditioner operates
with a second cooling capability (in a case of heating, a
first heating capability) different from the first cooling ca-
pability after the first period. Accordingly, when the user
operates an air conditioner at a specific time point or in-
structs a smart care, the air conditioner may operate with
a first cooling capability (for example, the maximum cool-
ing capability) in response to the set temperature. The
configuration may be referred to as a rapid operation
mode (or for convenience of explanation, as an abbrevi-
ation, a rapid mode). The rapid operation mode can be
only operated within a preset time range. After the time
range, the air conditioner operates in a comfortable op-
eration mode, and information needed for a detailed op-
eration in the comfortable operation mode is operation
mode information.
[0040] The rapid operation mode can start when the
air conditioner starts to operate and a difference between
a room temperature and a target set temperature is great-
er than a predefined value. Alternatively, when the air
conditioner receives an input signal that instructs the driv-
ing of the rapid operation mode, the air conditioner can
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operate in response to the received input signal. For ex-
ample, when the user does not control a temperature
additionally by using a remote controller but presses a
button that instructs the operation artificially intelligently
or instructs the operation body-adaptively, the air condi-
tioner executes the rapid operation mode in response to
the pressed button. The air conditioner switches the op-
eration mode to the comfortable operation mode, which
will be described later, without an additional user control.
[0041] After the temperature of the air conditioner
reaches the set temperature or the maximum time allo-
cated to the rapid mode has elapsed, the parameter gen-
erated in the operation in the rapid mode as described
above may be inputted as a learning factor, and the air
conditioner is operated with the second cooling capability
(for example, cooling operation output for an overload, a
standard load, or a small load) different from the first cool-
ing capability. The operation mode may be referred to as
a comfortable operation mode (alternatively, for conven-
ience of explanation, as an abbreviation, referred to as
a comfortable mode). The above-mentioned second
cooling capability (cooling operation output for the over-
load, the standard load, the small load) corresponds to
a load of a space where the air conditioner is installed,
and the second cooling capability can be determined
based on the operation mode information.
[0042] In one embodiment, at the overload mode, air
volume or a wind speed is increased. Further, in one
embodiment, at the small load mode, air volume or a
wind speed is decreased. Also, in one embodiment, at
the standard load mode, air volume or a wind speed may
be maintained.
[0043] In the first cooling capability, the air conditioner
operates according to the maximum cooling (or heating)
capability to provide the user with a function of the cooling
(or the heating), and then use less energy when it reaches
a certain level (or time). Alternatively, in the first cooling
capability, the air conditioner can operate by using a large
amount of energy to decrease a temperature up to a com-
fortable level. During the operation according to the sec-
ond cooling capacity, a temperature of air discharged
from the air conditioner can be gradually increased. As
the heating is the opposite case to the cooling, the tem-
perature can be gradually decreased during the opera-
tion according to a second heating capacity.
[0044] When the user selects a specific function, for
example, a smart care, or simply push a power-on button
on a controller to operate the air conditioner first, the air
conditioner performs the rapid operation during an initial
predetermined period, and then, the air conditioner may
be operated in response to the predetermined tempera-
ture.
[0045] FIG. 3 shows a configuration of an internal
learning based control module 100 according to an em-
bodiment of the present invention.
[0046] A parameter generating unit 110 generates a
parameter such as a temperature or humidity measured
or sensed by an indoor unit 1, or a rate of change in the

temperature or humidity, and time consumed for each
change, and the like. The sensing unit 120 may sense
the temperature or the humidity for the parameter gen-
erated by the parameter generating unit 110. A sensed
value may be provided to the parameter generating unit
110, and the parameter generating unit 110 may accu-
mulate the sensed values in a separate memory, and
generate the parameter. Thus, the parameter generating
unit 110 may extract a learning factor, that is inputted to
a learning unit 160, based on an environmental factor
and product control information that can be identifed by
the control module 100 arranged in the indoor unit.
[0047] A target state storage unit 130 may include in-
formation on a target temperature or target humidity, and
the like, set in an indoor unit 1. The target state may
include one or more temperatures or one or more kinds
of humidity. Further, the target state storage unit 130 may
also optionally include two or more temperatures or two
or more kinds of humidity. In this case, which value to be
set as a target temperature or target humidity of the cur-
rently operating indoor unit 1 can be selected and set
according to the control of a central control unit 150.
[0048] An interface unit 140 allows a user to control a
temperature, humidity, air volume, and a wind direction,
and the like, of an indoor unit 1, and provides a button
type interface, a remote control type interface, or an in-
terface for a remote adjustment, and the like. Further,
the interface unit 140 can receive an interrupt input that
changes a wind speed, air volume, or a temperature of
the air discharged from a blowing unit 15. The interrupt
input may be stored in a learning unit 160 as predeter-
mined information.
[0049] The learning unit 160 may continuously accu-
mulate values of the parameters (learning factors) gen-
erated by a parameter generating unit 110. The accumu-
lated values of the parameters may be applied to a deep
learning structure inside of the learning unit 160 to de-
termine an optimum operation mode operated by an in-
door unit 1 based on a change in a temperature or hu-
midity, and the like. The operation mode may include
various modes. In one embodiment, the operation mode
may include a small load mode/a standard load mode/an
overload mode.
[0050] The information inputted as the learning factor
of the learning unit 160 may be information generated or
stored by and in the parameter generating unit 110 or a
target state storage unit 130, and the like. In addition, the
information inputted as the learning factor of the learning
unit 160 may be information calculated or converted by
a central control unit 150. The learning unit 160 may es-
timate a level of load by using a predetermined learning
algorithm.
[0051] Alternatively, the learning unit 160 can set the
relative degree of load based on a state of being operated
up to now. It is possible to set an operation mode as
-10%, -20%, and the like.
[0052] The central control unit 150 may control each
of the components and can finally calculate an operation
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method needed for the indoor unit 1 to operate. The op-
eration method of the indoor unit 1 can be divided into
various methods. For example, it is possible to determine
the operation mode information such as levels of loads
(overload/standard load/small load) by estimating a cur-
rent load in the indoor space with a few levels. The learn-
ing unit 160 may determine the operation mode, in which
the indoor unit 1 should operate at present, based on the
change in the temperature or the humidity and the time,
and the like, and accordingly, the central control unit 150
can control a specific workload state of the air conditioner.
[0053] An operation mode control unit 190 operates
based on an operation mode determined by a central
control unit 150 and can be diversified depending on the
type of a determined mode. As described above, when
the operation mode includes the small load mode/the
standard load mode/the overload mode, the central con-
trol unit 150 may select one of the operation modes based
on information given by the above-mentioned parameter
generating unit 110 and learning unit 160.
[0054] The operation mode control unit 190 may con-
trol a blowing unit 15 and an outdoor unit 2 based on the
selected operation mode. For example, it is possible to
perform a control, for example, controlling a wind speed
dischargeable from the blowing unit 15, or controlling an
amount of gaseous refrigerant that a compressor in the
outer unit 2 compresses and discharges.
[0055] In one embodiment, when the operation mode
set by the operation mode control unit 190 is the overload
mode, it is possible to increase at least one of the wind
speed and the air volume of the blowing unit 15. In a case
of the small load mode, it is possible to decrease at least
one of the wind speed or the air volume of the blowing
unit 15. In a case of the standard load mode, it is possible
to maintain the wind speed of the blowing unit 15. Simi-
larly, when the operation mode set by the operation mode
control unit 190 is the overload mode, the outdoor unit 2
can control the compressor to operate at the maximum
output. Further, in the case of the small load mode, the
compressor can be powered off (off).
[0056] That is, the operation mode control unit 190 can
control the blowing unit 15 or the outdoor unit 2 based
on the operation mode information that sets the comfort-
able operation mode after the period operating in the rap-
id operation mode. Based on the operation mode infor-
mation, the operation mode control unit 190 can control
the wind direction and the air volume of the blowing unit
15.
[0057] As mentioned above, the rapid operation mode
may only operate within a certain time range (for exam-
ple, a preset time range such as 20 minutes or 30 min-
utes, and the like) to quickly change an indoor tempera-
ture. Then, the central control unit 150 can instruct the
operation mode control unit 190 to switch the operation
mode into the comfortable operation mode by using the
operation mode information determined based on the pa-
rameters generated in the rapid operation mode.
[0058] The operation mode control unit 190 can control

the blowing unit 15 and the outdoor unit 2 in various ways.
In the embodiment, it is possible to implement various
operation modes by controlling the wind speed and the
on/off time period of the compressor in the outdoor unit,
respectively.
[0059] A configuration of the air conditioner including
the internal learning based control module 100 will be
summarized as follows. The air conditioner includes the
blowing unit 15 that discharges the air for cooling or heat-
ing, and the parameter generating unit 110 that calcu-
lates one or more parameters during the first period of
operation, the learning unit 160 that receives the param-
eters as the learning factor and outputs the operation
mode information about an operation mode for a second
period after the first period, the operation mode control
unit 190 that controls the blowing unit 15 or the outdoor
unit 2 in the second period based on the operation mode
information, and the central control unit 150 that controls
the parameter generation unit 110, the learning unit 160,
and the operation mode control unit 190. The electrical
power consumption per unit time during the second pe-
riod is less than the electrical power consumption per
unit time during the first period. The air conditioners with
indoor unit 1 and the outdoor unit 2 operate in the rapid
mode during the first period. The air conditioners with
indoor unit 1 and the outdoor unit 2 can operate in a
comfortable mode during the second period after the rap-
id mode, with a small amount of electrical power con-
sumption by using the learning factors obtained during
the operation of the air conditioner in the rapid mode.
[0060] In one embodiment, at least one of an indoor
initial temperature at a start time point of the first period
(a period where the air conditioner is operated with a first
cooling capacity, for example, the rapid mode), a target
set temperature of the first period, a rate of temperature
change in a preset initial time interval of the first period,
a rate of a temperature change in the first period, and a
time difference between a start time point and an end
time point of the first period may be the parameter gen-
erated during the first period. Here, it is possible to use
the information obtained by the sensing unit 120 or the
target state storage unit 130 to generate such a param-
eter.
[0061] On the other hand, when an interrupt input is
received from the interface unit 140 during the operation
of the air conditioner during the second period (a period
where the air conditioner is operated with a second cool-
ing capacity, for example, in the comfortable mode), it is
possible to update the learning unit 160 based on the
received interrupt input.
[0062] In more detail, the central control unit 150 may
provide the operation mode information and the interrupt
input to the learning unit 160 to update the learning unit
160 or the operation mode information. When it is
changed due to an update of the learning unit 160 or the
operation mode information is updated, the operation
mode control unit 190 may be provided with updated op-
eration mode information again.
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[0063] FIG. 4 shows a configuration of an external
learning based control module according to an embodi-
ment of the present invention. FIG. 4 shows relations
among a cloud server 300 that performs external learn-
ing, an external learning based control module 200 and
their respective components.
[0064] Since a parameter generating unit 210, a sens-
ing unit 220, a target state storage unit 230, an interface
unit 240, and an operation mode control unit 290 of the
components of the external learning based control mod-
ule 200 may be formed in the same manner as the pa-
rameter generating unit 110, the sensing unit 120, the
target state storage unit 130, the interface unit 140, and
the operation mode control unit 190 as shown in FIG. 3,
the description thereof can be replaced with the descrip-
tion of the same components in FIG. 3.
[0065] A central control unit 250 may control the re-
spective components and finally transmit parameters
(i.e., learning factors) needed for determining an opera-
tion method required for an indoor unit 1 to operate to a
cloud server 300 by controlling a communication unit 280.
A server control unit 350 of the cloud server 300 may
receive a learning factor transmitted by the control mod-
ule 200 from a communication unit 380 and input the
received learning factor to a learning unit 360 to deter-
mine an operation mode suitable for the control module
200. The information on the determined operation mode
may be transmitted to the control module 200 via the
communication unit 380.
[0066] As shown in FIGS. 10, 13, 14, the learning unit
360 may include an artificial neural network, and learning
unit 360 generate links between one or more hidden lay-
ers and each input/output factor, and bias or the weight
of each link of the network in a learning process, and may
store information updated from the outside. In this case,
the learning unit 360 can store the different versions to
the cloud server 300.
[0067] The cloud server 300 may receive the learning
factor from the plurality of control modules and determine
the operation mode in response to the learning factor.
Further, it is possible to update the learning unit 360 by
continuously inputting the learning factor provided by the
plurality of control modules, to the learning unit 360. The
learning unit 360 can estimate a level of load by using a
predetermined learning algorithm.
[0068] The cloud server 300 of FIG. 4 is summarized
as follows.
[0069] The communication unit 380 may receive one
or more parameters determined in an operation mode
during a first period by M number of air conditioners and
transmit operation mode information to the M number of
air conditioners, respectively. The learning unit 360 may
receive a parameter of a first air conditioner out of the M
number of air conditioners as a learning factor and may
output operation mode information on an operation mode
for the first air conditioner during a second period after
the first period.
[0070] A first cooling capacity for the first period and a

second cooling capacity for the second period may be
set differently. For example, the first cooling capability
may be an operation mode in which a wind speed, air
blowing volume, and a temperature of a refrigerant, and
the like is increased, so as to rapidly drop a temperature
of an target inner space with the maximum cooling ca-
pability. The above-mentioned operation mode provides
an environment having a certain level of temperatures,
where a user can rapidly feel comfortable for certain time
(a short period of time). On the other hand, the second
cooling capability may be an operation mode in which
less energy is consumed while maintaining the certain
level of temperatures, after the environment enabling the
user to feel a comfort is provided. Alternatively, the sec-
ond cooling capability that increases the wind speed or
the air volume can also be provided when the tempera-
ture of air discharged from the air conditioner cannot
reach the level of temperatures giving the user the feeling
of comfort.
[0071] The server control unit 350 can control the
learning unit 360 and the communication unit 380. Fur-
ther, the operation mode information may be outputted
such that an electric power consumption per unit time
during the second period of the first air conditioner is less
than a electrical power consumption per unit time during
the first period of the first air conditioner out of the plurality
of air conditioners. The outputted operation mode infor-
mation may be transmitted to the air conditioner (the first
air conditioner) through the communication unit 380.
[0072] In one embodiment, the parameters transmitted
by each air conditioner may include various kinds of in-
formation calculated by each air conditioner. In one em-
bodiment, the parameter generated in the first period may
be at least one of an indoor initial temperature at a start
time point of the first period, a target set temperature of
the first period, a temperature change rate for a preset
initial time interval of the first period, a temperature
change rate during the first period, and a time different
between a start time point and an end time point of the
first period. Here, it is possible to use the information
obtained by the sensing unit 120 or the target state stor-
age unit 130 so as to determine each parameter.
[0073] When the embodiments shown in FIG. 3 or FIG.
4 are applied, it is possible to estimate a load in a current
state of the indoor space with a few levels (for example,
a small load, a standard load, and an overload) by learn-
ing an environmental factor and control information until
a time point when a target temperature is reached after
an air conditioner is turned on.
[0074] It is also possible to learn a correlation between
a learning factor until a time point when the target tem-
perature is reached, and a temperature pattern for cool-
ing (or heating) after the target temperature is reached,
and automatically operate a custom cooling mode (or a
custom heating mode) according to a determined level
of load so that an automatic operation is possible in a
power saving mode, a comfortable cooling (or heating)
mode depending on an indoor load level after the target
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temperature is reached without a user additionally oper-
ating the air conditioner.
[0075] Further, when each air conditioner transmits an
interrupt input generated during an operation of each air
conditioner in the second period, the communication unit
380 can receive the interrupt input from each of the air
conditioners and update the learning unit 360 based on
the received interrupt input.
[0076] In more detail, the server control unit 350 may
provide the learning unit 360 with the operation mode
information and the interrupt input to update the learning
unit 360 or update the operation mode information. When
the learning unit 360 or the operation mode information
is updated, the updated operation mode information may
be provided to the air conditioner via the communication
unit 380 again.
[0077] When the embodiments shown in FIG. 3 or FIG.
4 are applied, the level of load of the air conditioner can
be estimated so as to reflect an environmental element
that influences on a cooling efficiency, such as space
size, an insulation state, a difference in temperature be-
tween an indoor and an outdoor, and the like after the
target temperature is reached. Thus, the air conditioner
can perform efficient cooling after the target temperature
is reached, which is a result obtained by the learning units
160 and 360, that various learning factors are inputted
to the learning units 160 and 360. The learning factors
are determined in a process in which the temperature
reaches the target temperature. Learning factors deter-
mined in the process in which the temperature reaches
the target temperature are described in the below.
[0078] FIG. 5 shows a process in which an inner learn-
ing based control module calculates a result factor from
a learning factor according to an exemplary embodiment
of the present invention.
[0079] A parameter generating unit 110 may generate
one or more parameters, that is, one or more learning
factors. The internal learning based control module 100
can obtain a result factor using the one or more param-
eters. The result factor instructs an operation method
needed for an indoor unit to operate, i.e., an operation
mode. In an embodiment, the one or more parameters
that the parameter generating unit 110 generates may
be an indoor initial temperature sensed at the time when
an air conditioner starts to operate, a target set temper-
ature, an initial N minute temperature change rate, a tem-
perature change rate in the rapid period, and a time to
reach a target temperature, and the like. The temperature
change rate for initial N minutes may mean a rate at which
a temperature changes for 3 minutes or 5 minutes im-
mediately after the air condition starts to operate, for ex-
ample. Of course, a temperature difference for a certain
time period may be used.
[0080] In the embodiment, the above-mentioned pa-
rameters include various kinds of information obtainable
while the indoor unit 1 performs an intitial operation.
[0081] The parameters that the parameter generating
unit 110 generates may be inputted in the control module

100 and a learning unit 160 of the control module 100
may perform predetermined learning by using the input-
ted parameters (learning factors). The learning unit 160
may apply a deep learning module. The learning unit 160
may input the inputted parameter to network that forms
deep learning and calculate a result factor, i.e., an oper-
ation mode. In one embodiment, the parameters are an
initial temperature (Templnit), a target set temperature
(TempTarget), a temperature change rate for initial 3 min-
utes (InitRate), a temperature change rate in a rapid pe-
riod (PowerRate), and a time to reach the target temper-
ature (PowerTime). According to the calculated opera-
tion mode, the air conditioner is instructed to increase or
decrease an cooling(heating) output of an air conditioner
to cope with different load levels, such as an overload/a
standard load/a small load, based on a current operation
mode. Alternatively, the calculated or generated opera-
tion mode can numerically adjust an operation output
based on the operation mode currently being performed,
or based on the current operation condition.
[0082] An operation mode control unit 190 may control
an indoor unit 1 or an outdoor unit 2 according to the
determined operation mode.
[0083] FIG. 6 shows a process in which an external
learning based control module calculates a result factor
from one or more learning factors according to an em-
bodiment of the present invention. FIG. 6 shows a proc-
ess in which a plurality of indoor units 1 and the control
modules and a learning unit 360 of a cloud server 300
calculate information on an operation mode required for
each indoor unit 1 to operate.
[0084] A parameter generating unit 210a included in a
control module of a first indoor unit 1a may generate one
or more parameters, i.e., learning factors, so as to cal-
culate a result that instructs an operation method (i.e.,
an operation mode) required for an indoor unit to operate.
As shown in FIG. 5, in one embodiment, the parameter
that the parameter generating unit 210a generates may
be an initial room temperature sensed at a time point
when an air conditioner starts to operate, a target set
temperature, an initial N minutes temperature change
rate, a temperature change rate in the rapid period, and
a time to reach the target temperature, and the like. The
temperature change rate for initial N minutes means a
rate at which the temperature changes for 3 or 5 minutes
immediately after the air condition starts to operate, for
example. Of course, a temperature difference for a cer-
tain time period may also be used.
[0085] The generated parameter may be transmitted
to a cloud server 300 as exemplified in S31a, and the
cloud server 300 may input the received parameter to a
learning unit 360.
[0086] Similarly, a parameter generating unit 210b in-
cluded in a control module of a second indoor unit 1b
may generate one or more parameters, i.e., learning fac-
tors, so as to calculate a result that represents an oper-
ation method (i.e., an operation mode) required for an
indoor unit to operate. The generated parameter may be

15 16 



EP 3 553 402 A1

10

5

10

15

20

25

30

35

40

45

50

55

transmitted to a cloud server 300 as exemplified in S31b,
and the cloud server 300 may input the received param-
eter to a learning unit 360.
[0087] The learning unit 360 in the cloud server may
performs a predetermined learning by using the inputted
learning factors. The learning unit 360 may apply a deep
learning module. Then, the learning unit 360 may input
the inputted parameters to the network that forms deep
learning to calculate a result factor, that is, an operation
mode. The operation modes can be calculated or gen-
erated for each of the indoor units 1a and 1b. The gen-
erated operation mode increases or decreases an cool-
ing(heating) output of an air conditioner to cope with dif-
ferent load levels, such as an overload/a standard load/a
small load, based on a current operation mode. Alterna-
tively, the determined operation mode can numerically
adjust an operation output based on the operation mode
currently being performed.
[0088] The operating mode determined for each of the
indoor units 1a and 1b may be transmitted to each of the
indoor units 1a and 1b again (S32a and S32b) and the
operation mode control units 290a and 290b of each of
the indoor units may be operated according to the oper-
ation mode that the cloud server 300 transmits. That is,
the operation mode control units 290a and 290b may
control the indoor units 1a and 1b and/or an outdoor unit
2 according to the determined operation mode.
[0089] As shown in FIGS. 5 and 6, an environmental
factor for a load estimation and product control informa-
tion are inputted to the learning unit 160, as learning input
factor, arranged in the indoor unit 1 or to the learning unit
360 arranged in the cloud server 300 in order to obtain
learning results. These results may be used to determine
an operation mode. In one embodiment, the determined
operation mode may be represented as modes for differ-
ent steps of load, such as a overload mode/a standard
load mode/a small load mode). Alternatively, the opera-
tion load (i.e., the cooling operation output of the air con-
ditioner) may be adjusted based on the operation mode
currently being performed or based on the current oper-
ation condition. Such adjustment may be expressed in
percentage (%).
[0090] As shown in FIG. 5, in the method of estimating
a load requested for determining an operation mode-
based on the inner learning based control module, the
environmental factor and the product control information
may be generated as the parameter referred to as the
learning factor and the generated parameter may be pro-
vided as the learning factor of the learning unit 160 to
calculate a load result by applying a learning algorithm
arranged in the learning unit 160.
[0091] As shown in FIG. 6, in the method of estimating
a load requested for determining an operation mode
based on the external learning based control module, the
environment factor and the product control information
may be generated as the parameter referred to as the
learning factor and the generated parameter may be pro-
vided as the learning factor of the learning unit 360 of the

cloud server 300 to calculate a load result by applying a
learning algorithm in the learning unit 360.
[0092] In the embodiment as shown in FIG. 6, after
each air conditioner starts to do a smart care, and oper-
ates according to the maximum cooling capacity, and
then after it enters a comfortable mode or a certain time
has passed, it is possible to transmit the predetermined
parameter to the cloud server 300 and receive operation
mode information that sets a current cooling operation
output of air conditioner so as for the air conditioner to
perform the comfortable mode. The smart care operation
means that the air conditioner operates the rapid mode
and the comfortable mode automatically without user’s
control.
[0093] FIG. 7 shows a process in which an internal
learning based control module operates according to an
embodiment of the present invention.
[0094] In an air conditioner driven on a learning base,
a blowing unit 15 may discharge air for cooling or heating
during a first period (S40). In one embodiment, during
the first period, the air conditioner may operate in a rapid
mode, and during a second period after the first period
the air conditioner may operate in a comfortable mode.
During the first period, a target temperature may be
reached in a short period of time. During the second pe-
riod, it is possible to maintain an indoor temperature with-
in a predetermined deviation range from the target tem-
perature.
[0095] A parameter generating unit 110 calculates an
input factor to be inputted to a learning unit 160, i.e., a
learning factor (S41). That is, the parameter generating
unit 110 can generate various parameters in the first pe-
riod. When the input factor is provided to the learning unit
160 (S42), the learning unit 160 estimates a load (S43).
In one embodiment, the learning unit 160 receives the
generated parameter as a learning factor to output op-
eration mode information for the second period after the
first period.
[0096] Thereafter, when a central control unit 150 pro-
vides an estimated load step information (outputted op-
eration mode information) to an operation mode control
unit 190 (S44), the operation mode control unit 190 con-
trols an operation mode of an indoor unit 1 and/or an
outdoor unit 2 (S45).
[0097] In one embodiment, as exemplified in S44 and
S45, when the central control unit 150 provides the op-
eration mode control unit 190 with the operation mode
information outputted by the learning unit 160, the oper-
ation mode control unit 190 controls the blowing unit 15
or the outdoor unit 2 in the second period based on the
operation mode information. Based on the process in
FIG. 7, in comparison of an electrical power consumption
per unit time during the first period of the air conditioner
with an electrical power consumption per unit time for the
second period, the latter is less than the former. That is,
after operating in the rapid mode so that an indoor tem-
perature reaches a target temperature within a short pe-
riod of time in the first period, the temperature of reaching
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the target temperature may be maintained based on the
small amount of electrical power consumption at the tar-
get temperature or an indoor temperature may be main-
tained within a predetermined range. The operation
mode information on the second period may be deter-
mined depending on the parameters generated by the
learning unit 160 in the first period. Therefore, when the
parameters generated in the first period are different from
each other, the operation mode information on the sec-
ond period may vary.
[0098] FIG. 8 shows a process in which an external
learning based control module operates according to an
embodiment of the present invention.
[0099] A parameter generating unit 210 may extract
an input factor to be inputted to a learning unit 360 of a
cloud server 300, i.e., a learning factor (S51). When the
input factor is transmitted to the cloud server 300 (S52),
the learning unit 360 of the cloud server 300 may estimate
a load (S53). At this time, as the cloud server 300 receives
the learning factor from the plurality of products, it is pos-
sible to estimate a load for each air conditioner by input-
ting the learning factor to the learning unit 360 for each
air conditioner. Then, the cloud server 300 transmits an
estimated load step to the air conditioner, i.e., operation
mode information (S54). A central control unit 250 of each
air conditioner provides the load step received from an
operation mode control unit 290 and the operation mode
control unit 290 of each air conditioner controls an oper-
ation mode of an indoor unit 1 and/or an outdoor unit
(S55).
[0100] The process of FIG. 8 is described below.
[0101] The cloud server controls a driving of a plurality
of air conditioners based on learning. In each of the air
conditioners, the parameter generating unit 210 gener-
ates a parameter in an operation mode of a first period
(S51). A communication unit 380 receives one or more
parameters generated in the operation mode of the first
period from a first air conditioner of the plurality of air
conditioners (S52). The process may occur in a contin-
uously accumulative manner and the parameters gener-
ated by the plurality of air conditioners may be accumu-
lated in a cloud server 300, and the cloud server 300 may
have a database additionally.
[0102] The learning unit 360 receives the parameter
received from each of the air conditioners as the learning
factor and outputs operation mode information on an op-
eration mode of the air conditioner for the second period
after the first period (S53). Through a control of a server
control unit 350, the communication unit 380 can transmit
the operation mode information outputted by the learning
unit 360 to each of the air conditioners.
[0103] FIG. 8 shows that the cloud server 300 provides
operation mode information needed for the air condition-
er to operate during the second period based on the pa-
rameters transmitted by each air conditioner. At this time,
an electrical power consumption unit per unit time during
the second period of the air conditioner is less than an
electrical power consumption per unit time during the first

period of the air conditioner.
[0104] In FIG. 8, the learning unit of the cloud server
may obtain various kinds of information needed for esti-
mating a load in a learning process or may directly receive
the information from an outside. For example, the learn-
ing unit of the cloud server may include a hidden layer
as shown in FIGS. 10 and 13, and the like. Information
on a setting for each node of the hidden layers, a link or
bias between the two nodes, the weight of a link or a
node may be preset and then changed in the learning
process. Further, it is possible to apply the information
obtained from additional monitoring and learning to the
learning unit. Here, the outside means a separate server
from the cloud server. Alternatively, it is possible to cou-
ple a storage medium such as a distinct memory card to
the cloud server to apply the information stored in the
storage medium to the learning unit.
[0105] Based on the embodiment in FIG. 7 or 8, it is
possible to apply a method of estimating a learning-
based load for an efficient cooling control of an air con-
ditioner. In this process, a load estimation (an output of
operation mode information) for the second period may
be made for each step through learning based on the
environmental factors and control information which are
obtainable at time point when a target temperature is
reached, and/or obtainable from a temperature change
pattern up to a certain time point after the target temper-
ature is reached.
[0106] Further, according to an estimated load level,
the temperature is set so that a power saving or comfort-
able cooling is possible during the second period, and
the learning units 160 and 360 may output operation
mode information according to which air volume/wind di-
rection, and the like, can vary.
[0107] As shown in FIGS. 3 and 7, in one embodiment,
when a learning logic (learning unit) 160 for load estima-
tion is provided on the product, the internal learning
based control module 100 may be installed in the air con-
ditioner. Further, when the learning logic (learning unit)
360 for load estimation is provided on the cloud server,
the external learning based control module 200 is in-
stalled in the air conditioner, and the cloud server 300
receives the environmental factor and the product control
information from the control module 200 through the wire-
less communication, and analyzes or re-learns it.
[0108] FIG. 9 shows that a parameter generating unit
obtains an input factor according to an embodiment of
the present invention. In the graph, the temperature is
expressed as a Y-axis and the time is expressed as an
X-axis. The graph shows a change in temperature with
time. FIG. 9 shows an example of an input factor for learn-
ing, and an example of obtaining a learning factor such
as control information on a product end and a tempera-
ture change rate obtained from a temperature change
with time.
[0109] In the above embodiment, as an input factor
generated by a parameter generating unit, an indoor in-
itial temperature, a target set temperature, and a tem-
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perate change rate for initial N minutes, a temperature
change rate in a rapid period, and a time to reach the
target temperature, and the like are described. Here, N
can be selected in various ways. In some cases, N is 3
minutes in the embodiment in FIG. 9.
[0110] FIG. 9 shows that the parameter generating
units 110 and 210 can generate an initial temperature
(Templnit) and a target set temperature (TempTarget).
The initial temperature (Templnit) can be generated by
sensing the indoor initial temperature by the sensing units
120 and 220. The target set temperature (TempTarget)
may be generated based on a target set temperature
stored in the target state storage units 130 and 230. On
the other hand, the parameter generating units 120 and
220 can calculate a temperature change rate for initial
three minutes (InitRate) as a/b.
[0111] The term "b" means a time passage after an air
conditioner operates. For example, "b" may be three min-
utes or five minutes. The term "a" means a magnitude of
a temperature change in TempInit during time b.
[0112] On the other hand, the temperature change rate
in the rapid period (PowerRate) can also be calculated
as c/d. The term "c" means a temperature difference be-
tween TempTarget and TempInit. Therefore, the term "c"
may be "Templnit - TempTarget". The time (PowerTime)
at which the temperature reaches a target temperature
can be calculated as "d". In one embodiment, d means
time consumed to reach a set temperature as quickly as
possible by performing an operation with the maximum
cooling capacity for the maximum of M minutes, and in-
cludes a time magnitude of 15 minutes or 20 minutes in
one embodiment. It is possible to determine an over-
load/a standard load/a small load by setting a cooling
capability to be performed in a comfortable mode (a sec-
ond period) at time point "d".
[0113] The mode in a first period (a rapid operation
mode or a rapid period) enables the air conditioner to
drive and the temperature of the air conditioner to reach
a target temperature. In an embodiment, in the first period
mode, the air conditioner is operated in a high speed
cooling manner till the target set temperate with a max-
imum cooling power of the air conditioner at the beginning
of cooling.
[0114] In FIG. 9, the target temperature may be set to
a specific target temperature value, but may be within a
certain range. For example, when the target temperature
value is 20 degrees, the current temperature may reach
20 degrees as an example of reaching the target tem-
perature. However, in another embodiment of reaching
the target temperature, it is possible to determine to reach
the target temperature even when a current temperature
reaches a state of +1°C or -1°C (i.e. 19°C to 21°C) based
on 20 degrees.
[0115] The determination of reaching the target tem-
perature can be applied to a case where a range of time
at which the air conditioner can be operated in the rapid
period is preset. For example, it is assumed that the time
at which the air conditioner is operated in the maximum

cooling capacity with rapid period (rapid enable time) is
predetermined such as 10 minutes or 15 minutes. If the
air conditioner operates and does not reach the target
temperature even if the air conditioner is operated even
after the rapid enable time, the parameter generating
units 110 and 210 may take a current temperature as a
learning factor instead of the target temperature.
[0116] Then, when the temperature of the air condi-
tioner reaches the target temperature, it is possible to
change the mode for the first period (the rapid period)
with another mode for the second period (a comfortable
period). Further, even if the temperature of the air con-
ditioner does not reach the target temperature, when a
certain time has passed or a current temperature closely
approaches the target temperature, the operation mode
of the air conditioner can be changed to the comfortable
mode. In one embodiment, the second period (the com-
fortable period) is a comfortable operation, and includes
maintaining the set temperature after reaching the target
temperature and operating in an auto mode (indirect
wind).
[0117] When an external influence to the space is sig-
nificant or a space is wide, an indoor temperature cannot
reach a target temperature. Accordingly, it is possible to
change the mode for the rapid period (the first period)
with another mode for the comfortable period (the second
period) even when the temperature of the air conditioner
reaches the target temperature in some degrees.
[0118] Then, the operation mode for the second period
(the comfortable period) may be selected in a different
manner with the first period (the rapid period). As de-
scribed above, the learning units 160 and 360 may use
five learning factors (Templnit, TempTarget, InitRate,
PowerRate, and PowerTime) that the parameter gener-
ating units 110 and 210 generate an operation mode of
an air conditioner in a comfortable period, i.e., an oper-
ation mode.
[0119] In FIG. 9, an absolute value of a rate of temper-
ature change per hour in the first period operating in the
rapid operation mode is greater than an absolute value
of a rate of temperature change per hour in the second
period operating in the comfortable operation mode. The
temperature is changed at a rapid speed in the rapid op-
eration mode and the changed temperature is maintained
in the comfortable operation mode.
[0120] Further, the difference between the tempera-
ture of the space and the target set temperature is in-
cluded in a preset predetermined temperature band or
the difference is maintained for certain time in the second
period (the comfortable operation mode), the central con-
trol units 150 and 250 may instruct a switch to a rapid
operation mode to the operation mode control units 190
and 290 for rapid cooling or heating the space. In this
case, the operation mode control units 190 and 290 can
control a blowing unit 15 and an outdoor unit 2 so that
the air conditioner operates in the rapid operation mode
for rapidly lowering the temperature of the space as
shown in the first period. When a difference in tempera-
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ture is 2 degrees or more, or when a certain level of dif-
ference in temperature is maintained for 5 minutes or
more, the air conditioner can be operated in the rapid
operation mode to lower the room temperature quickly.
[0121] In addition, it is possible to switch the operation
mode to a humidity control operation mode when the hu-
midity is a predetermined reference or more (for example,
70% or more) in the comfortable operation mode or when
the humidity is maintained for 5 minutes or more. When
the central control units 150 and 250 may continuously
monitor the humidity, and the humidity reaches the pre-
determined reference, it is possible to instruct the oper-
ation mode control units 190 and 290 so as to stop the
comfortable operation mode and start to operate in hu-
midity control operation mode. Then, when the humidity
reaches a certain level or less (for example, 50% or less)
and this humidity is maintained for a certain time or more
(for example, 5 minutes or more), it is possible to release
the humidity control operation mode and start the com-
fortable operation mode again.
[0122] According to the embodiment described in FIG.
9, it is possible to estimate a load based on the environ-
mental factors that the air conditioner can obtain. This
may includes obtaining a property of a cooling environ-
ment in a space, which the air conditioner is arranged,
as various learning factors and determining the load
based on the obtained various learning factors. Further,
determining the load is not based on a simple function,
but it is possible to determine an optimum load with re-
spect to the learning factor by using a deed learning al-
gorithm that a learning unit 360 of a cloud server 300 or
a learning unit 160 in a control module 100 in the air
conditioner provides. As a result, in the second period,
the air conditioner can be operated by selecting a power
saving or comfortable cooling, and the like, according to
a load step.
[0123] Conventionally, as an environmental change is
not considered after the rapid period, there is a problem
that a user controls the temperature again in the com-
fortable period after the rapid period ends. However, in
the embodiment of the present invention, it is possible to
maintain a cooling state without controlling the temper-
ature additionally for the user in a comfortable period
state based on initial learning and continuous learning.
[0124] Particularly, in order to provide a comfort to the
user without controlling an air conditioner manually, the
air conditioner rapidly performs the cooling (or the heat-
ing) to the vicinity of the target temperate at the beginning
of the operation of the air conditioner. When it reaches
the vicinity of the target temperature, the air conditioner
may determine whether to maintain the operation mode
in the first period as itself, or whether to consume a large
amount of electrical power compared to the operation
mode of the first period, or whether to consume less
amount of electrical power, and the like, while maintain-
ing the cooling or the heating. In one embodiment, a load
determination is performed.
[0125] The values inputted to the learning units 160

and 260 for the load determination are the parameters
of the change in the time or the temperature, an initial
value, a result value, or the magnitude thereof calculated
in the above described first period.
[0126] In addition, the central control units 150 and 250
or a server control unit 350 of the cloud server 300 can
detect a state of changing the temperature during the
operation of the air conditioner according to an operation
mode determined in a learning process. In this case, the
nodes or the links of the hidden layers that form a deep
learning of the learning units 160 and 360 may be recon-
figured or the weights may be changed so that a more
suitable operation mode can be determined.
[0127] On the other hand, in FIG. 9, when humidity
sensed at an end time point of the first period is equal to
or greater than a set reference, the central control units
150 and 250 can instruct the humidity control operation
mode to the control units 190 and 290. For example,
when the humidity is 60% or more, it is possible to add
a dehumidification function depending on the operation
mode of controlling the humidity instead of the comfort-
able operation mode.
[0128] When the humidity reaches the set reference
or less (for example, 50% or less) and the state is main-
tained for certain time or more (for example, 5 minutes
or more), the control unit may release the humidity control
operation mode and enter a comfortable operation mode.
[0129] FIG. 10 shows a configuration of a learning al-
gorithm included in a learning unit according to an em-
bodiment of the present invention. A node-based struc-
ture of the input factor, the hidden layer that forms the
learning structure, and the output factor are an example
of a design for a learning structure.
[0130] The factors that the parameter generating units
110 and 210 generate may be inputted to an input layer
of the learning units 160 and 260. Five factors are pro-
vided, but various factors may be applied according to
the embodiment.
[0131] A plurality of hidden layers are arranged in the
learning units 160 and 260. The learning units 160 and
260 can calculate a correlation between the inputted fac-
tors and an edge of each layer. For example, three hidden
layers (hidden layer 1, hidden layer 2, and hidden layer
3) may be arranged as shown in FIG. 10.
[0132] For example, each of the nodes of the input lay-
er has total of five input values. The value inputted to five
input nodes can be converted in the input layer or out-
putted without conversion.
[0133] The values outputted from these input layers
may be optionally the input values of 12 nodes in a first
hidden layer (hidden layer 1). Similarly, the first hidden
layer (hidden layer 1) may apply the weights of the links
to the inputted value and calculate an output value ac-
cording to logic of each node.
[0134] The values outputted from the first hidden layer
may be optionally input values of eight nodes of the sec-
ond hidden layer (hidden layer 2) again. Similarly, the
second hidden layer (hidden layer 2) may apply the
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weights of the links to the inputted values and calculate
the output values according to the logic of each node.
[0135] The value outputted from the second hidden
layer may be optionally the input values of four nodes of
the third hidden layer (hidden layer 3) again. Similarly,
the third hidden layer (hidden layer 3) may apply the
weights of the links to the inputted values and calculate
the output values according to logic of each node.
[0136] Finally, an output node (output) can generate
the degree of load as three nodes. In the case of the
above described overload/ standard load/ small load,
each value can be inputted to an output node expressed
as over, an output node expressed as medium, and an
output node expressed as under, respectively.
[0137] In one embodiment, when the output node ex-
pressed as over is 1 and the output node expressed as
medium is 0, and the output node expressed as under is
0, respectively, it is possible to instruct the operation
mode as the overload. Meanwhile, when the output node
expressed as over is 1 and the output node expressed
as under is 1, and the output node expressed as medium
is 0, it is possible to indicate the operation mode as the
standard load. In the other embodiment, when the output
node expressed as over is 0 and the output node ex-
pressed as under is 1, and the output node expressed
as medium is 0, it is possible to indicate the operation
mode as the small load. Meanwhile, when the output
node expressed as over is 0 and the output node ex-
pressed as under is 0, and the output node expressed
as medium is 0, it is possible to indicate the operation
mode as the standard load.
[0138] In FIG. 10, the links between the nodes of the
respective layers are not shown. The link can be newly
created or added in a learning process in which the learn-
ing units 160 and 260 adjust an algorithm or a component
of the algorithm, and the weight assigned to each link
can also be changed. Further, the number of hidden lay-
ers can be increased or decreased, and the number of
nodes included in the hidden layers can also be increased
or decreased.
[0139] For the hidden layers and the input factors of
FIG. 10, an actual use (field) data in a great deal of house-
holds for extracting the input/output factor and chamber
(experimental) data for a standard environmental test
may be collected initially and the pre-learning is made
based on the collected information, to set an initial weight
value of the hidden layer. Then, through a cloud server,
or when a control module 100 in the same indoor unit
continuously collects actual use data, re-learning of en-
tire data may be applied to periodically perform a weight
update for each node and each link of a hidden layer.
[0140] In one embodiment, it is possible to utilize clus-
tering technique (unsupervised learning: k-means algo-
rithm) in the classification of a load reference by collecting
a DB for certain time when an air conditioner is actuated
for determining an output factor.
[0141] Further, each hidden layer can use a general
deep learning method. However, in another embodiment,

it is possible to change a structure of each hidden layer
for learning or to update the weight. For example, a cloud
server 300 may enable the information provided by the
plurality of indoor units to be stored in DB and analyze
the information stored in the DB to change the structure
of the layers, the node, and the link of FIG. 9. Further, it
is possible to sense that a user adjusts a temperature
within certain time in a comfortable period state after set-
ting a target temperature, and reflect the sensed temper-
ature. In FIG. 13 to be described later, adjusting a wind
speed, air volume, or a temperature, and the like, for the
user may be included in the input node of the learning
units 160 and 360 as an interrupt input.
[0142] FIG. 11 shows a change in an operation mode
when an embodiment of the present invention is applied.
[0143] As shown in FIG. 9 in the above, when the air
conditioner starts to operate, the parameter generating
units 110 and 210 may continuously sense the temper-
ature to calculate a graph as shown in FIG. 11. In this
process, it is possible to obtain the learning factors. FIG.
11 shows the three different graphs. First, the graph in
which an operation mode is calculated as the over-load
mode is indicated by an dashes line (indicated by G-
Over), and a graph in which the operation mode is cal-
culated as the standard-load mode is indicated by a solid
line (indicated by G-medium), and a graph in which the
operation mode is calculated as the small-load mode is
indicated by an alternate long and short dash line (indi-
cated by G-Under).
[0144] In a first period, a compressor sharply reduces
a temperature within a short period of time with a maxi-
mum output or high output. In one embodiment, the first
period is a rapid period. A Powertime is a time point at
which the temperature of the air conditioner reaches a
target temperature (TempTarget) or the temperature of
the air conditioner reaches a target temperature with a
constant temperature difference depending on a state of
space. Until the time point, the parameter generating
units 110 and 210 may generate various parameters and
provide the generated parameters to the learning units
160 and 360. The learning units 160 and 360 may deter-
mine an operation mode by using the parameters pro-
vided at a time point "Powertime". The learning units 160
and 360 can analyze a change pattern according to cool-
ing in the first period at the time point expressed as "61".
An air conditioner in a second period can select an op-
eration mode that reduces electrical power consumption
as well as providing a comfort to the user.
[0145] When the temperature of the air conditioner
does not sufficiently reach the target temperature in the
first period according to the change pattern or a lot of
time is consumed to reach the temperature, or an over-
load operation mode is determined by the learning units
160 and 360 by reflecting a change rate during the initial
N minutes, and the like, the air conditioner can be oper-
ated for the second period according to a control pattern
preset for the overload mode as indicated by G-over in
the graph.
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[0146] When the temperature of the air conditioner suf-
ficiently reaches the target temperature in the first period
according to the change pattern or the time to reach the
temperature is consumed in response to a reference val-
ue, or a standard load operation mode is determined by
the learning units 160 and 360 so as to maintain a current
temperature or the target temperature by reflecting a
change rate for initial N minutes, the air conditioner can
be operated for the second period according to a control
pattern preset for the standard load mode as indicated
by G-medium in the graph.
[0147] When the temperature of the air conditioner
reaches the lower temperature than the target tempera-
ture or less time is consumed to reach the temperature
in the first period according to the change pattern, or a
small load operation mode is determined by the learning
units 160 and 360 by reflecting a change rate for initial
N minutes, and the like, the air conditioner can be oper-
ated for the second period according to a control pattern
preset for the small load mode as indicated by G-Under
in the graph.
[0148] Even if the target temperatures are the same,
the air conditioner can operate differently when the tem-
perature change patterns until the temperature of the air
conditioner reaches the target temperature are different.
That is, the temperature change patterns after the target
temperature is reached are based on the different results
of a learning process due to the difference values of the
learning factors input to the learning process, and thereby
it is possible to perform operation modes for appropriately
performing cooling more or less in response to the load
conditions of a target indoor space.
[0149] Conventionally, if the cooling (or the heating) is
performed in the first period in the same manner in spite
of different indoor load conditions, a weak cooling (or
weak heating) or the super-cooling (or super-heating) oc-
curs depending on the load conditions. However, by the
embodiments of the present invention being applied, it
is possible to cool (or heat) in the second period in a
manner appropriate for each of different indoor load con-
dition, so that it is possible to maintain a comfortable in-
door environment as well as reducing energy consump-
tion for the second period.
[0150] FIG. 12 shows that an operation mode control
unit controls an operation mode according to an embod-
iment of the present invention. In an embodiment, the
case where a small load is determined will be described.
An air conditioner operates in a rapid mode so that the
temperature of the air conditioner reaches a target tem-
perature from an initial temperature (Templnit). In FIG.
12, in a time domain indicated by a first period, the air
conditioner can operate in the rapid mode as it is in a
state before reaching a target set temperature. In this
case, the air conditioner can operate in a cool power
mode by using a maximum cooling power of the air con-
ditioner. In this process, the air conditioner may sense
the human body or sense a space area to lower a tem-
perature in space more efficiently.

[0151] On the other hand, as a time domain indicated
by a second period is in a state after reaching a target
set temperature, an air conditioner can operate in a com-
fortable mode. According to an embodiment of the
present invention, a learning unit 160 of a control module
or a learning unit 360 of a cloud server may determine
an operation mode by using a learning factor that the
parameter generating units 110 and 210 generate at a
time point t1. That is, in the second period, the load re-
quired for the air conditioner to operate is determined.
As a result of a determination, in FIG. 12, the air condi-
tioner is operated by determining the operation mode as
a small load. In the second period after the rapid mode
in the first period, the operation mode control units 190
and 290 can control an indoor unit and an outdoor unit,
and the like, so as to lower the human body adaptation
time and raise a temperature, and lower air volume.
[0152] By controlling a small load by the operation
mode control units 190 and 290, a temperature rises to
some extent as Temp-aa at a time point t2 from a state
of the target temperature Temp-a at the t1 point, and a
temperature rises as Temp-ab again at a time point t3 to
maintain the temperature to Temp-ab. In one embodi-
ment, the target temperature is automatically set to the
temperature that a user generally uses, and may be a
temperature that the user sets recently at most for N times
(for example, 20 times). Alternatively, a temperature pre-
ferred by an external server based on big data in re-
sponse to a current temperature may be set as a target
temperature.
[0153] At time point ’t1’, it is possible to set a cooling
capacity after time point t1 based on various parameters
generated to reach the target temperature. For example,
it is possible to set whether to provide the cooling capacity
corresponding to an overload condition, or to provide the
cooling capacity corresponding a standard load condi-
tion, or to provide the cooling capacity corresponding to
a small load condition, based on previously learned in-
formation and the generated parameter. Thereafter, it
may operate in a power saving operation mode by grad-
ually adjusting the cooling capacity between steps t2 and
t3. When humidity is high in this process, it is possible to
adjust the humidity to target humidity according to an
additional process of controlling the humidity. It is also
possible to calculate time points t2 and t3 that raise the
temperature according to a pattern of the user.
[0154] Although it is not shown in the drawing, when
the operation mode is determined as the standard load,
it is possible to raise a temperature and to convert air
volume into a weak wind by reflecting the human body
adaptation time with a standard condition. Further, when
the operation mode is determined as the overload, it is
possible to enhance an air volume without raising a tem-
perature depending on the human body adaptation con-
dition.
[0155] According to one embodiment, it is possible to
determine an overload mode/a standard load mode/a
small load mode as an operation type of a comfortable
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operation mode based on the information determined in
a process of operating in a rapid operation mode. When
the operation mode of the comfortable operation mode
is the overload mode, the operation mode control units
190 and 290 can control the air conditioner in a manner
of reducing or maintaining the air volume by controlling
the air volume as moderate wind or mild wind.
[0156] On the other hand, when an operation mode of
the comfortable operation mode is the small load mode
or the standard load mode, the operation mode control
units 190 and 290 can control the air conditioner in such
a manner of controlling air volume as the mild wind to
reduce the air volume.
[0157] Further, in the operation mode of the comfort-
able operation mode, the operation mode control units
190 and 290 send the wind to many areas by setting a
wind direction of a blowing unit 15 upward.
[0158] For example, the operation modes before/after
reaching the target temperature may be classified into a
first operation mode of operating with a maximum capac-
ity of the air conditioner until the temperature reaches to
the target temperature and a second operation mode of
operating according to the load determined at the time
point t1 when the target temperature is reached. It is pos-
sible to provide various operation modes through the
temperature and air volume change for power saving ac-
cording to a load step estimated at time point ’t1’ or a
comfortable cooling.
[0159] A starting temperature in which the air condi-
tioner starts to operate and a target temperature, and the
variables in various environments that occur between the
starting temperature and the target temperature are ex-
tracted as a learning factor. The air conditioner may
change the operation of the air conditioner to the com-
fortable mode after the rapid mode that uses the maxi-
mum cooling power. In this process, the user can control
the operation of the air conditioner by selecting an ap-
propriate load so as not to feel the temperature warming
up for the user.
[0160] Further, when an external operation (such as
increasing or decreasing a temperature or controlling air
volume) occurs that controls the operation of the air con-
ditioner in the process of determining the load using var-
ious environmental factors and operating in a comforta-
ble mode, it is possible to more accurately estimate the
load by inputting the external operation to the learning
units 160 and 360 so as to be new result node.
[0161] It will be summarized below. In one embodi-
ment, the cooling air conditioner maintains a temperature
at the time point when the rapid operation mode is ter-
minated in period t1-t2 based on the end time point t1 of
the rapid operation mode. Then, in a period t2-t3 after
the period t1-t2, a temperature is increased compared to
the period t1-t2 with a stepwise change rate. In one em-
bodiment, in a heating air conditioner, after maintaining
the temperature in the period t1-t2 based on the end point
t1 of the rapid operation mode, in the period t2-t3 after
the period t1-t2, it may reduce the temperature compared

to the period t1-t2 with the stepwise change rate. Here,
in one embodiment, the stepwise change rate means that
a temperature changes slowly or a temperature raises in
a stepwise as shown in FIG. 12. The air conditioner can
operate so that a temperature changes in a straight line
or a broken line or a curved line at a Temp-a point at time
point t1, Temp-aa point at time point t2, and Temp-ab
point at time point t3.
[0162] The time intervals of t1-t2 and t2-t3 can also be
increased or decreased. For example, the interface units
140 and 240 may receive a control signal that increases
or decreases a temperature in the period t1-t2 during the
operation of the air conditioner. For example, the user
changes the temperature in the period t1-t2. The central
control units 150 and 250 may increase a temporal length
of the period t1-t2 when a control signal that lowers a
temperature is received. For example, the time can be
increased by 1 minute. On the contrary, the central con-
trol units 150 and 250 can reduce the temporal length of
the period t1-t2 when the control signal that increases
the temperature is received. For example, the time can
be reduced by 1 minute. This is also identically applicable
to the case where a control signal is received in the period
t2-t3. As a result, it is possible to increase or decrease
the interval between the two time points at which the con-
trol signal is generated, such as t1-t2 or t2-t3 in an inverse
proportional to the increase or the decrease of the tem-
perature, in response to the control signal that increases
or decreases the temperature in the comfortable opera-
tion mode.
[0163] Further, according to the embodiment of the
present invention, the control units 150 and 250 can store
position information on a residing area that an occupant
is repeatedly confirmed in a space where the air condi-
tioner is installed. That is, information on an area where
a person is mainly sensed or a person is frequently in
the entire space where wind of the air conditioner is trans-
mitted may be stored as positional information on the
residing area, and the residing area may be concentrated
as a subject in the rapid operation mode, so that the air
conditioner can operate. For this purpose, the left and
right wind direction of the blowing unit 15 in the rapid
operation mode can be set based on the residing area.
Then, in the comfortable mode, based on the positional
information that the control units 150 and 250 store, for
example, positional information on a activity area that the
occupant is intermittently identified including the residing
area, the left and right wind direction of the blowing unit
15 can be set based on the activity area in the comfortable
operation mode. In the rapid operation mode, a specific
area (the residing area) stored in the control units 150
and 250 may be blown in concentration thereon, and in
the comfortable operation mode, it may blow in concen-
tration on a wider area (a activity area) including the re-
siding area to improve energy efficiency.
[0164] In order for the control units 150 and 250 to dis-
tinguish the residing area from the activity area, the air
conditioner may use a camera that acquires an external
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image, and recognize an area where an occupant is dis-
posed in an indoor space including a plurality of areas
from the image that the camera acquires, and include
artificial neural network that pre-learns the result of rec-
ognizing a position of the occupant by machine learning
and divide the areas into the residing area that blows in
concentration on a plurality of areas with an input of data
to the artificial neural network and the activity area in-
cluding the residing area. With respect to the information,
positional information (left/right and distance information
on an air conditioner) may be provided from an external
server.
[0165] As shown in FIG. 12, operation mode informa-
tion that the learning unit determines with respect to the
second period may include time information (t2 and t3)
and temperature information (Temp-ab and Temp-aa).
[0166] FIG. 13 shows a configuration of a learning unit
according to an embodiment of the present invention.
The configuration of the learning units 160 and 360 of
FIG. 3 or FIG. 4 in the above will be described.
[0167] The learning units 160 and 360 may include an
input layer (input) having N number of parameters as the
input nodes, an output layer (output) having operation
mode information as an output node, and one or more
of M number of hidden layers arranged between the input
layer and the output layer. In an embodiment, the param-
eter may be the factors described in FIG. 5 or
[0168] FIG. 6 in the above, but is not limited thereto.
[0169] Here, the weight may be set at an edge con-
necting the two nodes of the layers, and the presence or
absence of the weight or the edge can be added or re-
moved or updated during learning. Thus, the weights of
the nodes and the edges arranged between k number of
input nodes and i number of output nodes can be updated
in the learning process or by an interrupt input. As shown
in FIG. 13, i number of output nodes may be arranged
so as to output the value such as 1/0 or probability for
each mode. Alternatively, as the output node, a node that
outputs an element (+, -, or +10% or -20%) that has to
be relatively changed in an operation mode in a first pe-
riod may be arranged. Alternatively, t2, t3 or Temp-aa,
Temp-ab, and the like, described in FIG. 12 may also
form the output node.
[0170] All nodes and edges may be set to an initial
value before the learning units 160 and 360 perform the
learning. However, when the information is accumula-
tively inputted, the weights of the nodes and edges in
FIG. 13 may be changed, and a matching of the param-
eters generated in the first period and operation mode
information suitable for a second period can be made. In
particular, when a cloud server 300 is used, as the learn-
ing unit 360 can receive many parameters, the learning
unit 360 can perform learning based on a large amount
of data.
[0171] An interrupt input means information on the
changed wind speed or temperature by a user, after op-
eration mode information on a second period is output-
ted. Thus, after k number of parameters are inputted in

the first period and the operation mode information on
the second period is generated, and then, when the in-
terrupt input is received again, a predetermined value
may be inputted to an distinct node (Interrupt P) to gen-
erated new operation mode information or update the
learning units 160 and 360.
[0172] In summary, the weights of the nodes and the
edges between the input node and the output node in-
cluded in the learning units 160 and 360 of FIG. 13 can
be updated in the learning process of the learning units
160 and 360 or the interrupt input of a central control unit.
[0173] FIG. 14 shows an exemplary configuration of a
learning unit according to an embodiment of the present
invention. The learning units 160 and 360 include five
input units, three hidden layers, and three output units.
A first hidden layer includes 20 units, and a second hid-
den layer includes 13 units, and a third hidden layer in-
cludes 5 units. A link may always be arranged between
the two nodes and it is possible to set the weight of the
link.
[0174] The inputted values may be an indoor initial
temperature, a target set temperature, initial N minutes
(for example, 3 minutes), a temperature difference, a
temperature difference in the rapid period, and a time to
reach the target temperature. These five input values
may be combined to map as 20 units. The bias and the
weight of the link needed for the mapping may be con-
tinuously learned at an initially set value, and the values
may be changed during learning.
[0175] Similarly, 20 units are mapped as 13 units of
the second hidden layer and 13 units of the second hid-
den layer are mapped as 5 units of the third layer again.
Five final units are connected to 3 output units, and each
output unit represents a load degree. That is, each output
unit may be determined as any one, which can be con-
nected to a standard load, an overload, and a small load.
Of course, according to the implementation method, the
output unit may be one, and it is possible to determine
the load degree by having an outputted value as 0, 1,
and 2.
[0176] The link between the two layers or the weight
and the bias applied to the links can be continuously
changed during learning. Alternatively, the information
on these learning units 160 and 360 may be updated
externally to set the weight and the bias.
[0177] In one embodiment, in comparison of an input
unit with a unit of the first hidden layer, as the weight
value of the node of 20 hidden layers is set for each in-
putted node, 100 weights may be generated for 5 input
nodes in total. Further, since a bias value which is added
for addition after the multiplication with the weight value
is calculated, a total of 20 bias values can be generated.
Alternatively, the bias value can also be set for each
weight.
[0178] When the weights and the bias of the respective
links of the learning units 160 and 360 are determined,
and the five parameters are inputted to the learning units
160 and 360, the values of 0, 1, or 2 are finally calculated.
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The calculated value may be provided to the air condi-
tioner as operation mode information that sets a load in
a comfortable mode of an air conditioner.
[0179] The set of weights applied to the links arranged
from the input to the first hidden layer is {w1_1, w1_2, ...,
w1_i}, and the set of bias is {b1_1, b1_2, ..., b1_20}. Here,
i may have a value of 20 or more and 100 (5x20) or less.
In FIG. 14, the link may be arranged between the input
node and all nodes of the first hidden layer, and ’i’ may
have a value of 100. The values of twenty units of the
first hidden layer may be inputted by applying {w1_1,
w1_2, ..., w1_100} and {b1_1, b1_2, ..., b1_20} to five
inputted factors.
[0180] The set of weights applied to the links arranged
from the first hidden layer to the second hidden layer is
{w2_1, w2_2, ..., w2_j}, and the set of bias is {b2_1, b2_2,
..., b2_13}. Here, j can have a value of 20 or more and
260 (20x13) or less. In FIG. 14, a link may be arranged
between the two nodes between the first hidden layer
and the second hidden layer, and j has a value of 260.
{w2_1, w2_2, ..., w2_260} and {b2_1, b2_2, ..., b2_13}
are applied to the values of 20 units of the first hidden
layer and inputted to the values of thirteen units of the
second hidden layer.
[0181] The set of weights applied to the links arranged
from the second hidden layer to the third hidden layer is
{w3_1, w3_2, ..., w3_k}, and the set of bias is {b3_1,
b3_2, ..., b3_5}. Here, k can have a value of at least 13
or more and 65 (5x13) or less. In FIG. 14, a link may be
arranged between the two nodes between the second
hidden layer and the third hidden layer so that k has a
value of 65. {w3_1, w3_2, ..., w3_65} and {b3_1, b3_2,
..., b3_5} may be applied to the values of thirteen units
of the second hidden layer and inputted into the values
of five units of the third hidden layer.
[0182] The set of weights applied to the link arranged
from the third hidden layer to the output may be {w4_1,
w4_2, ..., w4_p}, and the set of bias may be {b4_1, b4_2,
..., b4_3}. Here, p can have a value of at least 5 or more
and 15 (5x3) or less. In FIG. 14, a link may be arranged
between the two nodes between the third hidden layer
and the output, and p may have a value of 15. {w4_1,
w4_2, ..., w4_p} and {b4_1, b4_2, ..., b4_3} are applied
to the values of five units of the third hidden layer and
are connected to three output units to determine the load
degree.
[0183] FIG. 15 shows an interaction of the parameters
of an air conditioner that discharges cooling air and a
provision of a wind speed and cooling air according to
an embodiment of the present invention. In a first period
to discharge the cooling air, the learning units 160 and
360 can increase a wind speed in the following cases or
an outdoor unit can increase cooling air. In a state of i)
proportional to an indoor initial temperature (Templnit) or
ii) inversely proportional to a target set temperature
(TempTarget), or iii) inversely proportional to a temper-
ature change rate (InitRate) in an initial time interval, or
iv) inversely propoertional to a temperature change rate

(PowerRate) in a first period, or v) proportional to a time
magnitude (PowerTime), the learning units 160 and 360
can output operation mode information that increases
wind speed or controls an outdoor unit to increase cooling
air and provide it.
[0184] Accordingly, when the learning units 160 and
360 may include one or more hidden layers, one or more
edges and nodes that have high weight or the propor-
tional weight is set between wind speed, air volume, or
cooling air and TempInit/PowerTime can be arranged. A
quadrangle expressed as "proportional" may shape such
an edge and a node.
[0185] On the other hand, one or more edges and
nodes that have the low weight or the inverse proportional
weight is set may be arranged between the wind speed,
the air volume, or the cooling air and TempTarget/Ini-
tRate/PowerRate. A quadrangle expressed as "inverse
proportional" may shape such an edge and a node.FIG.
16 shows the interaction of the parameters of air condi-
tioner that discharges heating air and a provision of heat-
ing air and the wind speed in accordance with another
embodiment of the present invention.
[0186] The learning units 160 and 360 can increase a
wind speed or an outdoor unit can increase heating air
in a first period that discharges the heating air in the fol-
lowing cases. In the state of i) inverse proportional to an
indoor initial temperature (Templnit), or ii) proportional to
a target set temperature (TempTarget), or iii) inverse pro-
portional to a temperature change rate (InitRate) in an
initial time interval, or iv) inverse proportional to a tem-
perature change rate (PowerRate) in a first period, or v)
proportional to a time magnitude (PowerTime), the learn-
ing units 160 and 360 can output operation mode infor-
mation that increases wind speed or controls an outdoor
unit to increase cooling air and provide it.
[0187] Thus, the learning units 160 and 360 are made
of one or more hidden layers, one or more of edges and
nodes that have the high weight or proportional weight
is set may be arranged between a wind speed, air vol-
ume, cooling air, and TempTarget/PowerTime. A quad-
rangle indicated by "proportional" may shape such an
edge and a node.
[0188] On the other hand, one or more of edges and
nodes that have the low weight and inversely proportional
weight is set may be arranged between the wind speed,
air volume, or cooling air and TempInit/InitRate/Power-
Rate. A quadrangle indicated by "inversely proportional"
may shape such an edge and a node.
[0189] The proportion/inverse proportion and the pa-
rameters shown in FIG. 15 and FIG. 16 are merely the
embodiment and can be selected in various ways.
[0190] As shown in FIGS. 13 to 16, the learning units
160 and 360 may receive one or more parameters as a
learning factor, and when the learning factors are differ-
ent, the outputted operation mode information may be
different. For example, when the first learning factor in-
putted at the first time point and the second learning factor
inputted at the second time point after the first time point
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are different from each other, the learning units 160 and
360 may obtain the second operation mode information
different from the first operation mode information out-
putted at the first time point so that the operation mode
information on the second period is outputted differently
in the first time point and the second time point. As a
result, the operation mode information on the second pe-
riod at the first time point and the operation mode infor-
mation on the second period at the second time point
can be different from each other.
[0191] By the embodiment of the present invention be-
ing applied, it is possible to provide a method of estimat-
ing learning based load for the efficient cooling or heating
control of the air conditioner and an apparatus applying
such method. Particularly, according to the embodiments
of the present invention, the correlation between an en-
vironmental factor before/after the two points of reaching
the target set temperature and a temperature pattern ac-
cording to cooling (or heating) is learned to estimate load
in a stepwise so that an efficient cooling operation is pos-
sible after reaching a target temperature. Thus, even if
the same target temperature is set, various environmen-
tal factors until the temperature reaches the target tem-
perature may be an element that differently controls an
operation of the air conditioner after reaching the target
temperature.
[0192] When the embodiments of the present invention
are applied, the air conditioner may have the parameter
generated during operation as the learning factor to de-
termine the operation mode with respect thereto.
[0193] When the embodiments of the present invention
are applied, the cloud server can determine the operation
mode suitable for each air conditioner after learning
based on the parameters that the plurality of air condi-
tioners determine and provide in the operation process.
[0194] When the embodiments of the present invention
are applied, after the air conditioner is operated to reach
the predetermined target temperature, it is possible to
maintain the target temperature within the predetermined
range based on a small amount of consumption electrical
power per unit time.
[0195] In the embodiment of the present invention, a
consumption electrical power per unit time of the second
period (the comfortable mode) is less than a consumption
electrical power per unit time of the first period (the rapid
mode). In the first period, the electrical power is used at
most for rapid cooling/heating initially, and the time is
short. On the other hand, in the second period, a level of
the cooling/heating provided in the first period is main-
tained and the time is long. Therefore, the consumption
electrical power per unit time of the first period is greater
than the consumption electrical power per unit time of
the second period. Of course, the temporal magnitude in
the first period may also be less than the temporal mag-
nitude in the second period. For example, the first period
may be set not to exceed a maximum of 10 minutes, but
the second period may be maintained for a longer period
of 3 hours or 5 hours.

[0196] The second period may be stopped at a time
point at which the indoor unit stops providing the cooling
or heating function, for example, at a time point at which
the user changes an operation additionally such as con-
verting the mode or turning off a power, and the like.
Therefore, the electrical power consumption at the be-
ginning of the second period may be equal to or greater
than the electrical power consumption in the first period.
However, when an average consumption electrical pow-
er per unit time (K2) is calculated based on the total time
of the second period, it satisfies K2 < K1, in comparison
with an average consumption electrical power per unit
time (K1) used in the first period.
[0197] Although components included in the embodi-
ment of the present invention are described as being
combined to one, or as being operated to operate, the
present invention is not necessarily limited to such an
embodiment, and these components may operate by be-
ing selectively combined to one or more within the pur-
pose range of the present invention. Further, although
all of the components may be implemented as an inde-
pendent hardware, a part or all of each of the components
may be selectively combined to be implemented as a
computer program that has a program module that per-
forms a part or all of the function combined in one or a
plurality of hardwares. The codes and the code segments
that form the computer program will be easily deduced
by those skilled in the art of the present invention. Such
a computer program can be stored in a computer read-
able media that a computer can read, and can be read
and implemented by the computer to implement the em-
bodiment of the present invention. As the storage medi-
um of the computer program, it may include a storage
media including a semiconductor recording element, an
optical recording media, and a magnetic recording me-
dia. Further, a computer program that implements the
embodiment of the present invention may include a pro-
gram module that is transmitted in real time via an exter-
nal apparatus.

Claims

1. An air conditioner, comprising:

an indoor unit (1) comprising a blowing unit (15)
configured to discharge air;
an outdoor unit (2) configured to supply com-
pressed refrigerant to the indoor unit (1), such
that the supplied refrigerant exchanges heat
with the air before the air is discharged from the
blowing unit (15);
a parameter generating unit (110) configured to
generate one or more parameters in a first op-
eration mode of the air conditioner;
a learning unit (160) configured to receive the
generated one or more parameters and derive
operation mode information through a learning
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process by using the generated one or more pa-
rameters as input data to the learning process,
wherein the operation mode information in-
cludes data to set a second operation mode;
an operation mode control unit (190) configured
to control the blowing unit (15) to change a wind
direction and air volume of the discharged air,
and/or the outdoor unit (2) based on the opera-
tion mode information;
a central control unit (250) configured to control
the parameter generating unit (110), the learn-
ing unit (160) and the operation mode control
unit (190),
wherein the first operation mode is operated only
within a preset time range, and the central con-
trol unit (250) is configured to instruct the oper-
ation mode control unit (190) to perform an op-
eration of switching to the second operation
mode after a period of operation in the first op-
eration mode, and
wherein an absolute value of temperature
change rate during the first operation mode is
greater than an absolute value of temperature
change rate during the second operation mode.

2. An air conditioner, comprising:

an indoor unit (1) comprising a blowing unit (15)
configured to discharge air;
an outdoor unit (2) configured to supply com-
pressed refrigerant to the indoor unit (1), such
that the supplied refrigerant exchanges heat
with the air before the air is discharged from the
blowing unit (15);
a parameter generating unit (210) configured to
generate one or more parameters in a first op-
eration mode of the air conditioner;
a communication unit (280) configured to trans-
mit and receives data to and from a cloud server;
an operation mode control unit (290) configured
to control the blowing unit (15) to change a wind
direction and air volume of the discharged air,
and/or the outdoor unit (2) based on operation
mode information, wherein the operation mode
information is data received from the cloud serv-
er after the communication unit transmits (280)
the one or more parameters to the cloud server;
a central control unit (250) configured to control
the parameter generating unit (210), the opera-
tion mode control unit (290) and the communi-
cation unit (280);
wherein the first operation mode is operated only
within a preset time range, and the central con-
trol unit (250) is configured to instruct the oper-
ation mode control unit (290) to perform an op-
eration of switching to the second operation
mode after a period of operation in the first op-
eration mode, and

wherein an absolute value of temperature
change rate during the first operation mode is
greater than an absolute value of temperature
change rate during the second operation mode.

3. The air conditioner of claim 1 or 2,
wherein the central control unit (150, 250) is config-
ured to:

when the air conditioner operates for cooling,
maintain a temperature during a first period from
a time point when the first operation mode ends,
and then increase the temperature compared to
the temperature of the first period during a sec-
ond period; and
when the air conditioner operates for heating,
maintain a temperature during a first period from
a time point when the first operation mode ends,
and then reduce the temperature compared to
the temperature of the first period during a sec-
ond period, and
wherein the first period and the second period
form a time interval of the second operation
mode.

4. The air conditioner of any one of claims 1 to 3,
wherein when the difference between a current tem-
perature and a target set temperature is within a pre-
set predetermined temperature band, or the differ-
ence is maintained for a certain time in the second
operation mode, the central control unit (150, 250)
is configured to instruct the operation mode control
unit (190, 290) to perform an operation switching to
the first operation mode.

5. The air conditioner of any one of claims 1 to 4,
wherein the central control unit (150, 250) is config-
ured to instruct a humidity control operation mode to
the operation mode control unit (190, 290) when hu-
midity sensed at a time point when the first operation
mode is switched to the second operation mode is
equal to or higher than a set reference value, and
wherein the central control unit (150, 250) is config-
ured to instruct a release of the humidity control op-
eration mode to the operation mode control unit (190,
290) when the humidity reaches a set reference val-
ue and is maintained for a certain time.

6. The air conditioner of any one of claims 1 to 5,
when the central control unit (150, 250) is configured
to store position information on a residing area that
an occupant is repeatedly detected in a space where
the air conditioner is installed, and a left/right wind
direction of the blowing unit (15) in the first operation
mode is set to be directed to the residing area.

7. The air conditioner of claim 1 or 2, wherein when the
air conditioner starts to operate and the difference
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between a current indoor temperature and a target
set temperature is greater than a predefined value,
or when the air conditioner receives an input signal
that instructs a driving of the first operation mode,
the central control unit (150, 250) is configured to
instruct an operation of switching to the first opera-
tion mode to the operation mode control unit (190).

8. The air conditioner of any one of claims 1 to 7, where-
in the one or more parameters comprise an indoor
initial temperature at a time point when the first op-
eration mode is started, a target set temperature for
the first operation mode, a temperature change rate
during a preset initial time interval of the first opera-
tion mode, a temperature change rate during the first
operation mode, and a time difference between a
start time point and an end time point of the first op-
eration mode.

9. The air conditioner of claim 1, wherein the learning
unit (160) comprises:

an input layer that has the one or more param-
eters as an input node;
an output layer that has the operation mode in-
formation as an output node; and
one or more hidden layers that are arranged be-
tween the input layer and the output layer, and
wherein the weights of a node and an edge be-
tween the input node and the output node are
updated by the learning process of the learning
unit (160).

10. A method for driving an air conditioner based on
learning, the air conditioner comprising an indoor unit
(1) having a blow unit (15) discharging air and an
outdoor unit (2) to supply compressed refrigerant to
the indoor unit (1), comprising:

operating, by the blowing unit (15) of an air con-
ditioner, discharging air in a first operation mode
within a preset time range ;
generating, by a parameter generating unit (110,
210), one or more parameters in the first oper-
ation mode, ;
controlling, by an operation mode control unit
(190, 290), the blowing unit (15) or the outdoor
unit (2) based on operation mode information
that includes data to set a second operation
mode after the period of the first operation mode;
and
instructing, by the central control unit (150, 250),
an operation of switching to the second opera-
tion mode to the operation mode control unit
(190, 290) after the first operation mode, and
wherein the operation mode information is data
received from a cloud server after a communi-
cation unit (280) transmits the one or more pa-

rameters to the cloud server, or calculated from
an embedded learning unit (160) of the air con-
ditioner, and the method further comprises set-
ting a wind direction and air volume of the blow-
ing unit (15) by using the operation mode infor-
mation, after the instructing step, and
wherein an absolute value of temperature
change rate during the first operation mode is
greater than an absolute value of temperature
change rate during the second operation mode.

11. The method for driving the air conditioner based on
the learning of claim 10, further comprising:

after the instructing step,
when the air conditioner operates for cooling,
maintaining a temperature during a first period
from a time point when the first operation mode
ends, and then increasing the temperature com-
pared to the temperature of the first period dur-
ing a second period, and
when the air conditioner operates for heating,
maintaining a temperature during a first period
from a time point when the first operation mode
ends, and then reducing the temperature com-
pared to the temperature of the first period dur-
ing a second period, and
wherein the first period and the second period
form a time interval of the second operation
mode.

12. The method for driving the air conditioner based on
the learning of claim 10, wherein the one or more
parameters comprise an indoor initial temperature
at a time point when the first operation mode is start-
ed, a target set temperature for the first operation
mode, a temperature change rate during a preset
initial time interval of the first operation mode, a tem-
perature change rate during the first operation mode,
and a time difference between a start time point and
an end time point of the first operation mode.

13. A cloud server (300), comprising:

a communication unit (380) that receives one or
more parameters generated in a first operation
mode of respective air conditioners from the air
conditioners, wherein the one or more parame-
ters are related to one or more temperatures in-
dividually set in the respective air conditioners,
and transmits operation mode information to the
plurality of air conditioners respectively in re-
sponse to said receiving, wherein the operation
mode information includes data to set a second
operation mode of the respective air condition-
ers after the period of the first operation mode,
and wherein an absolute value of temperature
change rate during the first operation mode is
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greater than an absolute value of temperature
change rate during the second operation mode;
a learning unit (360) that receives the one or
more parameters of a first air conditioner of the
plurality of air conditioners as a learning factor
and outputs the operation mode information
through a learning process by using the one or
more parameters as input data to the learning
process; and
a server control unit (350) that controls the learn-
ing unit (360) and the communication unit (380).

14. The cloud server of claim 13, wherein the one or
more parameters comprises an indoor initial temper-
ature at a time point when the first operation mode
is started, a target set temperature for the first oper-
ation mode, a temperature change rate during a pre-
set initial time interval of the first operation mode, a
temperature change rate during the first operation
mode, and a time difference between a start time
point and an end time point of the first operation
mode.
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