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(57) ABSTRACT 

Disclosed is a page buffer having a wired-OR type structure 
and a cache function which is adapted for use in a nonvolatile 
semiconductor memory device and a method of program 
ming same. The page buffer embeds the cache latch blockin 
relation to the cache function. Moreover, the nonvolatile 
semiconductor memory device includes an output driver 
enabling an internal output line to be unidirectional driven, 
thereby enabling a program-verifying operation using the 
wired-OR scheme. 

O 

  

    

  

    

  



US 2009/0122612 A1 

===============+++==+== ==) 

May 14, 2009 Sheet 1 of 15 

---------- 

A 
rull 

W 

fl 
---------.S.- 

|----~--~-------------- 

0 ||ÁæJJe ||30. KuouuaW 

Patent Application Publication 

  

  

  



US 2009/0122612 A1 May 14, 2009 Sheet 2 of 15 Patent Application Publication 

r-------^- BLO<> BLeC1> 

--all---------------------- rare arris ruuu------------------------- 

---------- 

- 
r-------- 

GDL 

2 FIG. 
(Prior Art) 

  

  



US 2009/0122612 A1 Patent Application Publication 

  

  

  

  

  



US 2009/0122612 A1 May 14, 2009 Sheet 4 of 15 Patent Application Publication 

O 

STO-C1 > SeC2> Sege 

to Page buffer 200 

FIG. 4 

  



US 2009/0122612 A1 May 14, 2009 Sheet 5 of 15 Patent Application Publication 

DOUT 

5 FIG. 

  



US 2009/0122612 A1 May 14, 2009 Sheet 6 of 15 Patent Application Publication 

30 

-***=========--~~~~. — ? ? ?------ – – – –)-…_. 

as drum umm mmm mm mm rarr arrar ---rrus------------mirwa L 

resurussers-us-------------------easuru---------a--- 

420 
---r-r--- ru-rr-ar-rrara-rrarrrm-rrow---------rrrrrr------ . 

6 FIG. 

  



Patent Application Publication May 14, 2009 Sheet 7 of 15 US 2009/0122612 A1 

Cache atch Main latch 
Setup Data loading Setting Data dumping 

(P1A) (P1B) (P1C) (P1D) 

N231 

(BL in programmable condition) 

FIG. 7 



US 2009/0122612 A1 May 14, 2009 Sheet 8 of 15 Patent Application Publication 

IPRSEN-d 

C) 

8 FIG. 

  



Patent Application Publication May 14, 2009 Sheet 9 of 15 US 2009/0122612 A1 

Cache latch Main latch 
Setup Data loading Setting Data dumping 

(P2A) (P2B) (P2C) (P2D) 

NCPA --- 

MLD 

YMr — — 
NAM 22 invalid 2 
N231 Z2 invalidZŽ 

(BL in program-inhibit condition) 

FIG. 9 



US 2009/0122612 A1 

BLe BLO 

May 14, 2009 Sheet 10 of 15 

L 

Patent Application Publication 

------------------------+------------------------------------| 
10 FIG. 

  



Patent Application Publication May 14, 2009 Sheet 11 of 15 US 2009/0122612 A1 

Cache Setup Data loading 
T- : (Cache) (P4A) (P4B) 

High-voltage 
enable BL Setup Programming 

- --- - : (Program) 
(P3A) (P3B) (P3C) 

"VCC' 
BPWR 

'VREAD 

SHDe —Hill— 
'VREAD" 

SH DO 

'VREAD" 
BLSLTe - Program 

BLSLTO 

: I 'VREAD" 

soak - VCC e 
i 

BSHF - 

PBSLT 

IrillIIIlllllllllllllllllllllllllllll 
GDI III Cache 

GD III 

YMir 

FIG. 11 



Patent Application Publication May 14, 2009 Sheet 12 of 15 US 2009/0122612 A1 

Data 
abstraction Data flip Wired-OR 

(P5A) (P5B) (P5C) 

/PRESEN - 
BLSHF - H 

'L' 
PBSLT -H- 

y A. M 

IDOUT Z invalid Ž 

(PASS) 

FIG. 12 



US 2009/0122612 A1 May 14, 2009 Sheet 13 of 15 Patent Application Publication 

F 

SHL)o 

BLO 
arr-u---------muwe------------------------ 
BLe 

---------~---------------------- res---rr-rrrrrrrrrus----------------------------------- 

WCC 

250 
-----------------------------------------------------------4------- 

!==-- ~~~~===~~~=== == ------- == -----------------+---- 

-nous surround 

-------------------------------------------rre-------r-in-wastrut 

i 

s 

D 
...---------- runsraumr-rrrror------------------T 

Of 
DOUT 

13 FIG. 

  



Patent Application Publication May 14, 2009 Sheet 14 of 15 US 2009/0122612 A1 

Data Data f W abstraction ata flip red-OR 

(P6A) (P6B) (P6C) 

WPRESEN 

BSHF - - 
PBSLT --|-- 

MLSET --- 
MLLD 

/WOREN - H 
DUM --FEF 
BLe WSS 

NSEN 

NLAM ---- 
(MLD) 

IDOUT Zinvalid ZZ 

(FAL) 

FIG. 14 



US 2009/0122612 A1 May 14, 2009 Sheet 15 of 15 Patent Application Publication 

@ 

15 FIG. 

  



US 2009/0122612 A1 

WIRED-ORTYPED PAGE BUFFER HAVING 
CACHE FUNCTION IN ANONVOLATLE 

MEMORY DEVICE AND RELATED METHOD 
OF PROGRAMMING 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This is a divisional of application Ser. No. 1 1/317, 
079 filed on Dec. 27, 2005, which is incorporated herein by 
reference in its entirety. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003 Embodiments if the invention relate to nonvolatile 
semiconductor memory devices and related programming 
methods. More particularly, embodiments of the invention 
relate to a nonvolatile semiconductor memory device having 
a wired-OR page buffer and a related method of program 
ming. 
0004. This application claims priority to Korean Patent 
Application No. 2005-02191 filed on Jan. 10, 2005, the sub 
ject matter of which is hereby incorporated by reference. 
0005 2. Discussion of Related Art 
0006 Generally, read and programming operations for 
memory cells in a nonvolatile semiconductor memory device 
are carried out by controlling bit line Voltages corresponding 
to selected memory cells. In order to properly drive bit lines 
Voltages during a read or programming operation, contempo 
rary nonvolatile semiconductor memory device provide one 
or more page buffers to temporarily store the data to be 
programmed into or read from the memory cells. 
0007 Figure (FIG.) 1 is a diagram illustrating a conven 
tional nonvolatile semiconductor memory device, and FIG. 2 
is a diagram illustrating a typical column gate (YG) corre 
sponding to one page buffer (PBP) shown in FIG. 1. The 
conventional semiconductor memory device nominally com 
prises a memory cell array 10 comprising a plurality of 
memory cells, connected to a plurality of “n” page buffers 
(PBP). Each page buffer (PBP) is connected to a global data 
line (GDL) through a column gate (YG). 
0008. Each pagebuffer (PBP) comprises a sense latch 150, 
precharge circuit 140, a bit line (BL) shielding block 120 and 
a BL bias circuit 110. In the conventional page buffer (PBP). 
data to be written to a selected memory cell is loaded and 
latched in sense latch 150. Data stored in sense latch 150 is 
thus provided to bit line BLe or BLo through BL shielding 
block 120 and BL bias circuit 110. Thereafter, a programming 
operation is performed relative to the selected memory cell. In 
similar fashion, data to be read from a selected memory cell is 
temporarily stored in sense latch 150. Data thus stored in 
sense latch 150 may be transferred to the global data line 
(GDL) in response to a column gate signal (not shown). 
0009. However, in the conventional nonvolatile semicon 
ductor memory device, as illustrated in FIGS. 1 and 2, internal 
data lines (IDL) connect each page buffer (PBP) to the global 
data line (GDL) through a corresponding the column gate 
(YG). This data transmission path includes a sense latch node 
(NLATP) which is commonly used in read and programming 
operations for the memory device. In the illustrated example 
of a conventional nonvolatile semiconductor memory device, 
data stored at the sense latch node (NLATP) of the page buffer 
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(PBP) may be “flipped' (i.e., logically inverted) by a charge 
sharing effect between the global data line (GDL) and the 
internal data lines (IDL). 
0010. This possibility requires that the conventional non 
Volatile semiconductor memory device perform a program 
Verifying operation. This is typically accomplished using a 
Y-scanning scheme that confirms data for each memory cell 
on a memory cell by memory cell basis. As a result, the 
conventional nonvolatile semiconductor memory device Suf 
fers from temporally extended operation cycles as necessi 
tated by the program-verifying operation. 
0011. In a separate vein, conventional nonvolatile semi 
conductor memory devices typically require a cache function 
whereby a next page of data to be programmed is loaded into 
a cache latch associated with each page buffer. This cache 
function is usually performed during a programming opera 
tion associated with a page of data that has previously been 
loaded. This cache function allows the programming speed 
for the memory device to be enhanced where sequential plu 
ralities of data are programmed into a memory page. 

SUMMARY OF THE INVENTION 

0012. Thus, in one embodiment, the invention provides a 
page buffer for a nonvolatile semiconductor memory device 
comprising a plurality of memory cells each storing data 
provided by a bit line, comprising: a main latch block com 
prising a main latch node adapted to store main latch data 
logically controlled in accordance with a response transmis 
sion node, and connected to the bit line, whereby the main 
latch data may be provided to the bit line, a cache latch block 
comprising a cache latch node adapted to store cache latch 
data logically controlled in accordance with input data, and 
connected to the response transmission node, whereby the 
cache latch data is provided to the response transmission node 
in response to a dumping control signal, and an output driver 
unidirectionally driving an internal output line in accordance 
with the main latch data, wherein the internal output line is 
electrically isolated from a transmission path associated with 
the input data, wherein the cache latch block is further 
adapted to load and store next input data to be programmed in 
one memory cell during a time period in which the mainlatch 
data is being programmed into the memory cell. 
0013. In another embodiment, the invention provides a 
page buffer for a nonvolatile semiconductor memory device 
comprising a plurality of memory cells each storing data 
provided by a bit line, comprising; a mainlatch block adapted 
to store main latch data and driving data onto the bit line in 
accordance with the main latch data, a cache latch block 
adapted to store cache latch data and provide data to the main 
latch block in accordance with the cache latch data in 
response to a dumping control signal, thereby storing the 
main latch data in the main latch block, and an output driver 
unidirectionally driving an internal output line in accordance 
with the main latch data, wherein the internal output line is 
adapted to transfer data to an external device and is electri 
cally isolated from a transmission path associated with the 
input data. 
0014. In yet another embodiment, the invention provides a 
nonvolatile semiconductor memory device comprising; a 
memory cell array comprising a plurality of memory cells, 
each adapted to store data programmed via a corresponding 
bit line, a plurality of page buffers, each adapted to store data 
apparent on a corresponding bit line, and wherein each page 
buffer comprises, a main latch block adapted to store main 
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latch data and drive the corresponding bit line in accordance 
with the main latch data, a cache latch block adapted to store 
cache latch data and provide cache latch data logically con 
trolled in accordance with input data, whereby the cache latch 
data is provided to the main latch block in response to a 
dumping control signal, and an output driver unidirectionally 
driving the main latch data onto an internal output line data 
adapted to transfer data to an external device and being elec 
trically isolated from a transmission path associated with the 
input data, and wherein the internal output line for a first page 
buffer in the plurality of page buffers is adapted to by driven 
in accordance with the main latch data stored in the first page 
buffer, regardless of the respective logical states of the main 
latch data for page buffers in the plurality of page buffers 
other than the first page buffer. 
0015. In still another embodiment, the invention provides 
a method of programming a nonvolatile semiconductor 
memory device comprising: a memory cell array having a 
plurality of memory cells, each memory cell storing data 
programmed via a corresponding bit line, a plurality of page 
buffers, each page buffer storing main latch data; and com 
prising a mainlatch block storing the mainlatch data, a cache 
latch block storing cache latch data, and an output driver 
unidirectionally driving the main latch data onto an internal 
output line, the method comprising; loading cache latch data 
into the cache latch blockinaccordance with a logical state of 
input data provided by an external source, dumping the main 
latch data into the main latch block in accordance with the 
cache latch data, and programming a memory cell with a 
corresponding bit line in accordance with the mainlatch data, 
loading next data in the cache latch block during the program 
ming of the memory cell. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0016 Several embodiments of the invention are described 
hereafter with reference to the accompanying drawings, in 
which: 
0017 FIG. 1 is a diagram illustrating a conventional non 
Volatile semiconductor memory device; 
0018 FIG. 2 is a diagram illustrating the a conventional 
column gate and page buffer structure of the conventional 
nonvolatile semiconductor memory device shown in FIG. 1; 
0019 FIG. 3 is a diagram illustrating a nonvolatile semi 
conductor memory device in accordance with an embodiment 
of the present invention; 
0020 FIG. 4 is a diagram further illustrating a memory 
cell array shown in FIG. 3; 
0021 FIG. 5 is a circuit diagram further illustrating a page 
buffer shown in FIG. 3; 
0022 FIG. 6 is a diagram further illustrating an input data 
controller and an output switch shown in FIG. 3; 
0023 FIG. 7 is a timing diagram illustrating features of 
leading signals and nodes in relation to a programming opera 
tion for the nonvolatile semiconductor memory device, and 
more particularly in relation to a bit line programmable con 
dition; 
0024 FIG. 8 is a diagram further illustrating data flow in 
accordance with the programming operation shown by FIG. 
7. 
0025 FIG. 9 is a timing diagram illustrating features of 
leading signals and nodes in relation to a programming opera 
tion for the nonvolatile semiconductor memory device, and 
more particularly in relation to a bit line program-inhibit 
condition; 

May 14, 2009 

0026 FIG. 10 is a diagram further illustrating data flow in 
accordance with the programming operation shown by FIG. 
9; 
0027 FIG. 11 is a timing diagram illustrating features of 
leading signals and nodes in relation to a programming opera 
tion for the nonvolatile semiconductor memory device; 
0028 FIG. 12 is a timing diagram illustrating features of 
leading signals and nodes in relation to a verifying operation 
for the nonvolatile semiconductor memory device, and more 
particularly in relation to a program state for a memory cell 
when sensed as "PASS: 
0029 FIG. 13 is a diagram further illustrating data flow in 
accordance with the verifying operation shown by FIG. 12; 
0030 FIG. 14 is a timing diagram illustrating features of 
leading signals and nodes in relation to a verifying operation 
for the nonvolatile semiconductor memory device, and more 
particularly in relation to a program state for a memory cell 
when sensed as “FAIL'; and, 
0031 FIG. 15 is a diagram further illustrating data flow in 
accordance with the verifying operation shown by FIG. 15. 

DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

0032 Preferred embodiments of the present invention will 
be described below in some additional detail with reference to 
the accompanying drawings. The present invention may, 
however, be embodied in different forms and should not be 
constructed as being limited to only the embodiments set 
forth herein. In the drawings, like numerals refer to like or 
similar elements throughout the specification. 
0033. A page buffer in a nonvolatile semiconductor 
memory device (hereafter “memory device' for the sake of 
brevity), according to one or more embodiments of the inven 
tion, may comprise a main latch and a cache latch, wherein 
the cache latch is adapted to facilitate a constituent cache 
function. The term “cache function' as used in this context in 
relation to embodiments of the invention means any reason 
able operation of memory device functionality through which 
next page data to be programmed in the memory device is 
loaded into the cache latch of a page buffer during at least part 
of the time period in which page data previously loaded is 
being programmed. By means of a cache function, multiple 
data pages may be sequentially programmed into the memory 
device with only a single set-up delay associated with the 
loading of the first data page. All other (e.g., second and 
Subsequent) data pages Subsequently programmed may be 
loaded in parallel with a programming operation associated 
with the preceding data page. Thus, the loading time required 
for the other data pages diminishes to the very brief time 
period required to “dump' the other data page from the cache 
latch to the mainlatchblock. This procedure will be described 
hereinafter in some additional detail. 
0034. In the embodiment of the invention, two adjacent bit 
lines are configured to constitute a pair of bit lines. However, 
each bit line may be selected in relation to a unique column 
address. Therefore, in the illustrated embodiments described 
hereafter the two bit lines, (i.e., an even bit line and an odd bit 
line) will be referred to individually or collectively as a “bit 
line' without further differentiation. 
0035 FIG. 3 is a diagram illustrating a memory device in 
accordance with one embodiment of the invention. As illus 
trated in FIG. 3, the memory device generally comprises of a 
memory cell array 10, a page buffer set 200, an input data 
controller 300, and an output switch 400. 
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0036 Memory cell array 10 comprises a plurality of even 
and odd grouped bit lines (BLe-n: 1 > and BLo<n: 1 >), and a 
corresponding plurality of memory cells storing data received 
from bit lines (BLe-n:1> and BLo<n:1>) during a program 
ming operation. FIG. 4 illustrates memory cell array 10 
shown in FIG. 3 in some additional detail. 
0037 Referring now to FIG. 4, memory cell array 10 
comprises a plurality of cell strings (Ste-n: 1 > and STo<n: 1 >) 
each respectively connected to one of bit lines (BLezn: 1> and 
BLokni:1>). Each cell string in the illustrated example is 
formed from a string selection transistor (SST) connected to 
its corresponding bit line, a ground selection transistor (GST) 
connected to a common source line (CSL), and a plurality of 
memory cells (MC) connected in series between the string 
selection transistor (SST) and the ground selection transistor 
(GST). Bit lines (BLe-n: 1 > and BLokn: 1 >) are electrically 
connected to page buffer set 200. 
0038. Each one of the memory cells (MC) comprises a 
floating-gate transistor having a source, a drain, a floating 
gate and a control gate. The memory cells (MC) may be 
programmed using the Channel Hot Electron (CHE) effect or 
the Fowler-Nordheim (F-N) tunneling effect. These tech 
niques are both conventionally understood. Respective 
memory cells (MC) are programmed with a data bit that 
corresponds to a particular Voltage level apparent on bit lines 
(BLe-n: 1 > and BLozn: 1 >). 
0039. Returning to FIG. 3, page buffer set 200 comprises 
a plurality of page buffers (PBNCn: 1>) disposed with respec 
tive to corresponding bit lines (BLezn:1> and BLo<n: 1 >). 
Thus, in one embodiment, page buffers (PBNCn: 1>) are 
placed in different connecting positions with respect to 
memory array 10, but each has essentially the same circuit 
structure. Accordingly, individual page buffers within the 
plurality of page buffers will not be distinguished. Rather, 
each will merely be indicated by use of the reference numeral 
(PBN) without ordering suffixes such as “n: 1. 
0040 FIG. 5 is a circuit diagram further illustrating an 
exemplary page buffer (PBN) adapted for use in the memory 
device illustrated in FIG. 3. Page buffer (PBN) stores data to 
be transmitted with or received from bit line (BLe or BLo), as 
main latch data at a main latch node (NLAM). Referring 
again to FIG. 3, page buffer (PBN) comprises a bit line (BL) 
bias block 210, a bit line (BL) shielding block 220, a pre 
charging block 240, a main latch block 250, an output driver 
260, and a cache latch block 270. 
0041) BL bias block 210 selects one of two bit lines (BLe 
and BLo) form the pair of even/odd bit lines and provides a 
controlled bias voltage to the selected bit line. BL shielding 
block 220 controls the bit lines (BLe and BLO) to be con 
nected with a sensing node (NSEN) apparent in main latch 
250. Precharging block 240 precharges the sensing node 
(NSEN) to a power source voltage (VCC) in response to a 
sensing precharge signal (/PRSEN). 
0042. The exemplary circuit structures and operations of 
BL bias block 210, BL shielding block 220, and precharging 
block 230 may be readily understood by those skilled in the 
art with reference to FIG. 5, and will not therefore be 
described in any further detail. 
0043 Main latch block 250 comprises main latch node 
(NLAM). The data value apparent at the main latch node 
(NLAM) is referred to hereafter as the main latch data 
(MLD). In the illustrated embodiment, a logical state for the 
main latch data (MLD) is controlled during a programming 
operation by the Voltage level apparent at a response trans 
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mission node (NCPA). As a result, the logical state of the main 
latch data (MLD) appears on bit line BLe or BLo. 
0044. Output driver 260 drives an internal outputline (ID 
OUT) in a unidirectional activation mode of operation in 
relation to the voltage (i.e., the logic) level of the main latch 
data (MLD). In other words, the internal output line (IDOUT) 
is driven to an output driving Voltage (VODR), (i.e., ground 
voltage VSS in the illustrated embodiment) in response to a 
main latch data (MLD) having a logically high value. 
0045 Data driven onto the internal output line (IDOUT) is 
ultimately transferred to an external device by way of output 
switch 400. (See, FIG. 3). During this phase of a read opera 
tion, the internal output line (IDOUT) is electrically isolated 
from an input-data transmission path connecting the main 
latch node (NLAM) with the external device. Thus, the logi 
cal condition of the mainlatch data (MLD) is protected so as 
not to be affected by the voltage level of the internal output 
line (IDOUT). 
0046. In more detail, each internal output line (IDOUT) 
may have data driven onto by corresponding main latch data 
(MLD) within each one of the plurality of the page buffers. 
Therefore, when one main latch data (MLD) within the plu 
rality of page buffers has a logically high value, its corre 
sponding internal output line (IDOUT), which is connected to 
the global output line (GDOUT), may be driven at a voltage 
level consistent with the output driving voltage (VODR) even 
when the remaining main latch data (MLD) values for the 
remaining page buffers all have logically low values. 
0047 Thus, a memory device comprising a page buffer 
(PBN) according to one embodiment of the invention may be 
configured in a wired-OR like structure. As a result, during a 
Verifying operation conducted to confirm a programming 
state of a selected memory cell (MC), a one-time verifying 
read-out operation may be performed using the main latch 
data (MLD) for a plurality of page buffers. In this manner, 
multiple memory cell data values may be examined in parallel 
during averifying operation in order to identify programming 
defects. Thus, since memory devices configured in accor 
dance with embodiments of the invention comprise a wired 
OR type structure, the time required to perform the verifying 
operation relative to the programmed State of the memory 
cells may be markedly reduced. 
0048 Cache latch block 270 comprises cache latch node 
(NCALA). In this description, data apparent at the cache latch 
node (NCALA) will be is referred to as cache latch data 
(CLD). The value of cache latch data (CLD) is controlled by 
the logical value of input data provided from an external 
source. The cache latch data (CLD) is ultimately transferred 
to the cache latch node (NCALA) in response to a dumping 
control signal (DUM). Cache latch block 270 is able to loada 
next data page to be programmed while the main latch data 
(MLD) is being programmed in a selected memory cell (MC). 
The next data page is Subsequently loaded as the cache latch 
data (CLD). 
0049 Referring here to FIG. 5, main latch block 250 and 
output driver 260 will be described in some additional detail. 
Main latch block 250 comprises sensing node (NSEN), a 
main latch circuit 251, a sense responding circuit 257, and a 
buffer selection circuit 259. The sensing node (NSEN) holds 
(or develops) a Voltage corresponding to data received from 
the bit line (BLe or BLo), being electrically connected to the 
bit line (BLe or BLo) through BL shielding block 220. 
0050 Main latch circuit 251 comprises main latch node 
(NLAM) adapted to hold (or develop) a voltage correspond 
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ing to the logical state of the response transmission node 
(NCPA) as the main latch data (MLD). 
0051. Sense responding circuit 257 provides a sense 
responding voltage (ground or VSS in the illustrated embodi 
ment) to the sense responding node (NCPA) in response to the 
sensing node (NSEN) and a read latching signal (RLAT). 
Buffer selection circuit 259 resultantly provides data which 
corresponds to the mainlatch data (MLD) to the bit line (BLe 
or BLO) by way of the sensing node (NSEN). 
0052 Output driver 260 connects the internal output line 
(IDOUT) to communicate the main latch data (MLD) during 
a read operation. In the illustrated example, output driver 260 
comprises a first output driving transistor 261 and a second 
output driving transistor 263. First output driving transistor 
261 is gated by the main latch data (MLD). Namely, first 
output driving transistor 261 is turned ON when the main 
latch data (MLD) is set to a logical high level. Second output 
driving transistor 263 is gated by a main-latch selection 
address signal (YMr), thereby driving the internal output line 
(IDOUT) to the ground voltage (VSS). 
0053 Thus, in the illustrated embodiment, when the main 
latch data (MLD) is set to a logical high, the internal output 
line (IDOUT) is driven to ground voltage (VSS) in response 
to the logical high level transition of the main-latch address 
selection signal (YMr). 
0054 Cache latch block 270 comprises of a cache latch 
circuit 271 and a cache dumping circuit 273. Cache latch 
circuit 271 comprises the cache latch node (NCALA), and 
stores the cache latch data (CLD), which corresponds to the 
input data Supplied from the external Source to the cache latch 
node (NCALA). Cache dumping circuit 273 responds to the 
dumping control signal (DUM), providing a cache drive Volt 
age (VCADR) to the response transmission mode in accor 
dance with data condition at the cache latch node (NCALA). 
0055. In one embodiment, cache latch circuit 271 com 
prises a cache latch 271a, a first cache latch transistor 271b, 
and a second cache latch transistor 271C. Cache latch 271a 
stores data apparent on first and second internal input line 
(IDI and nIDI) at the cache latch node (NCALA). 
0056. In the illustrated example, first cache latch transistor 
271b is gated in accordance with a logical state of the data 
apparent on first internal input line (IDI), thereby enabling 
data having a logical low value to be stored at the cache latch 
node (NCALA). In contrast, second cache latch transistor 
271c is gated in accordance with a logical state of data appar 
ent on the second internal input line (niDI), thereby enabling 
data having a logical high value to be stored at the cache latch 
node NCAL.A. 
0057. In this regard, the first and second internal input 
lines (IDI and nIDI) are alternatively activated in accordance 
with the input data. In the illustrated example, the first internal 
input line (IDI) is activated by a logical high value in order to 
control the bit line (BLe or BLO) during a program-inhibit 
operation or condition. When the bit line (BLe or BLO) is 
connected to a memory cell MC to be programmed, the sec 
ond internal input line (nDI) is activated to a logical high 
value. 
0058. In the illustrated example, cache latch circuit 271 
further comprises a cache-driving transistor 271d. Cache 
driving transistor 271d is gated in response to a cache latch 
selection address (YCr). Here, the cache latch selection 
address (YCr) becomes active when cache latch circuit 271 
loads data and selects one of the plurality of page buffers 
commonly connected to the internal output line (IDOUT). 
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0059 Cache dumping circuit 273 comprises first and sec 
ond cache dumping transistors, 273a and 273b, connected in 
series between the terminal of the cache drive voltage 
(VCADR) and the response transmission node (NCPA). 
Cache dumping circuit 273, as driven by the data state of the 
cache latch node (NCALA), transfers the cache drive voltage 
(VCADR) to the response transmission node (NCPA) and 
resultantly controls the data correspondingly stored at the 
main latch node (NLAM). 
0060. The illustrated example assumes that the cache drive 
voltage (VCADR) is defined as the ground voltage (VSS), 
and further assumes that first and second cache dumping 
transistors, 273a and 273b, are NMOS transistors gated 
respectively in response to the dumping control signal 
(DUM) and a state of the cache latch node (NCALA). 
0061 Returning now to FIG.3, the memory device further 
comprises input data controller 300 and output switch 400. 
Input data controller 300 is enabled in response to a block 
decoding signal (/BLDEC) having a logical low value. Here, 
the block decoding signal (/BLDEC) is provided to specifi 
cally designate the internal output line (IDOUT). In other 
words, the block decoding signal (/BLDEC) is an address 
signal to select the page buffers (e.g., page buffer set 200) 
connected to a single internal output line (IDOUT). 
0062 Input data controller 300 activates one of the first 
and second internal input lines (IDI and nIDI) in correspon 
dence with data on the first and second global input lines (GDI 
and nGDI). Data on the first and second input lines (IDI and 
nIDI) is provided to cache latch block 270. Here, the data on 
the first and second global input lines (GDI and nGDI) cor 
respond to the input data, however, being logically comple 
mentary in the illustrated example. 
0063. Therefore, either the first internal input line (IDI) or 
the second internal input line (nlDI) is activated in accor 
dance with the input data. As a result, data corresponding to 
the input data is provided to cache latch block 270. 
0064 Output switch 400 electrically connects the internal 
output line (IDOUT) to the global output line (GDOUT) in 
response to a wired-ORing signal (/WOREN) and a block 
decoding signal (/BLDEC). Here, the wired-ORing signal 
(/WOREN) is activated at a logical low value in a wired-OR 
operation that simultaneously verifies data from all page buff 
ers connected to a single internal output line (IDOUT). The 
block decoding signal (/BLDEC) designates the internal out 
put line (IDOUT). 
0065. Therefore, output switch 400 electrically connects 
the internal output line (IDOUT) to the global output line 
(GDOUT) during the wired-OR operation mode when page 
buffer set 200 is selected by the block decoding signal 
(/BLDEC). 
0.066 FIG. 6 is a diagram further illustrating the input data 
controller 300 and the output switch 400 shown in FIG. 3. 
Referring to FIG. 6, input data controller 300 comprises first 
and second decoder-logic gates 301 and 302. 
0067 First decoder-logic gate 301, being enabled by the 
block decoding signal (/BLDEC), inverts data from the first 
global input line (GDI) and provides the inverted data to the 
first internal input line (IDI). Second decoder-logic gate 302, 
being enabled by the block decoding signal (/BLDEC), 
inverts data from the second global input line (nGDI) and 
provides the inverted data to the second internal input line 
(nIDI). 
0068 Output switch 400 comprises a switching logic gate 
410 and a switching transistor 420. Switching logic gate 410 
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logically multiplies the block decoding signal (/BLDEC) by 
the wired-ORing signal (/WOREN) and thereby generates a 
Switch control signal (SW) to regulate the Switching transis 
tor 420. 
0069 Switching transistor 420 provides data from the 
internal output line (IDOUT) to the global output line (GD 
OUT) when the block decoding signal (/BLDEC) or the 
wired-ORing signal is activated at a logical low value. 
0070 An exemplary data loading operation relative to 
cache latch block 270 and an exemplary data dumping opera 
tion relative to main latch block 250 will now be described. 
0071 FIG. 7 is a timing diagram illustrating circuit fea 

tures, such as signals and nodes, during a data dumping period 
of an exemplary programming operation for a memory 
device. The diagram assumes a bit line set in a programmable 
condition. FIG. 8 is a complementary diagram relative to FIG. 
7 illustrating data flow in accordance with the exemplary 
programming operation. 
0072 Referring to FIG. 7, if the cache latch selection 
address (YCr) and the first internal input line (IDI) are both 
logically high during a cache latch setup period (P1A), then 
cache latch node (NCALA) will be logically low. During a 
following data loading period (P1B), the cache latch selection 
address (YCr) and the second internal input line (niDI) tran 
sition to logically high. Accordingly, the cache latch node 
(NCALA) transitions to logical high from logically low. (See, 
signal path “1” identified in FIG. 8). 
0073. During a following main latch setup period (P1C), 
when the main latch selection address (YMr) and main latch 
setting signal (MLSET) become logically high, the mainlatch 
node (NLAM) becomes logically low. Thereafter, during data 
dumping period (P1D), when the dumping control signal 
(DUM) transitions to logically high, cache transmission cir 
cuit 273 in cache latch block 270 forms a current path to place 
the response transmission node (NCPA) logically low. 
0074. When the main latch selection address (YMr) and 
main latch loading signal (MLLD) both become logically 
high, the main latch node (NLAM) transitions to logically 
high from logically low. (See, signal path “2 in FIG. 8). Data 
corresponding to the mainlatch node (NLAM), (i.e., logically 
low data apparent at node N231), is reflected on bit line (BLe 
or BLo), by which the bitline (BLe or BLo) is placed in a 
programmable condition. (See, signal path 3 in FIG. 8). 
0075. A program-inhibit operation or condition adapted to 
control the bit line will now be described. FIG. 9 is a timing 
diagram illustrating circuit features. Such as signals and 
nodes, during a data dumping period of an exemplary pro 
gramming operation for a memory device. The diagram 
assumes a bit line set in a program-inhibit condition. FIG. 10 
is a complementary diagram relative to FIG. 9 illustrating 
data flow in accordance with the exemplary programming 
operation. 
0076. As with the cache latch setup period (P1A) of FIG. 
7, the cache latch node (NCALA) is set up to logically low in 
a cache latch setup period (P2A). During a following data 
loading period (P2B), the cache latch selection address (YCr) 
and first internal input line (IDI) become logically high, Such 
that the cache latch node (NCALA) transitions to a logical 
high from a logical low. (See, signal path “1” in FIG. 10). 
0077. During a following main latch setup period (P2C), 
as in the main latch setup period (P1C) of FIG. 7, when the 
main latch selection address (YMr) and main latch setting 
signal (MLSET) transition to logically high, the main latch 
node (NLAM) transitions to logically low. Following this, 
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during the data dumping period (P2D), even if the dumping 
control signal (DUM) transitions to a logical high, the cache 
transmission circuit 273 of cache latch block 270 does not 
form the foregoing current path, because the cache latch node 
(NCALA) is logically low. Thus, the response transmission 
node (NCPA) is placed in a floating state. In this case, even 
though the mainlatch selection address (YMr) and mainlatch 
loading signal (MLLD) transition to a logical high, the main 
latch node (NLAM) maintains a logical low. Thus, data cor 
responding to the main latch node (NLAM), (i.e., logically 
high data apparent at node N231), is placed on the bit line 
(BLe or BLo), by which the bit line (BLe or BLo) is controlled 
during the program-inhibit condition. (See, signal path 2 in 
FIG. 10). 
0078 FIG. 11 is a timing diagram further illustrating cir 
cuit features, such as signals and nodes, following the data 
dumping period of an exemplary programming operation for 
a memory device. 
0079 Referring to FIG. 11, after the data dumping period 
(P1D or P2D) of FIG. 7 or FIG.9 respectively, the operation 
proceeds to a high-voltage enabling period (P3A), a bit line 
setup period (P3B), and a programming period (P3C). 
According to the illustrated timing features shown in FIG. 11, 
even bit line BLe is assumed to be in a programmable condi 
tion while odd bit line B.Lo is assumed to be in a program 
inhibit condition. With these assumptions, a selected memory 
cell is programmed by transferring data from the main latch 
node (NLAM) to the bit line (BLe or BLo), and the next data 
to be programmed is being loaded into cache latch block 270 
for each page buffer. After completing the programming 
operation for the selected memory cells with the data stored in 
the main latch node (NLAM), the data stored in cache latch 
blocks 270 of the page buffers is simultaneously dumped to 
main latch blocks 250. 

0080. As already noted, the memory device susceptible to 
the advantages provided by the present invention often 
includes a cache function. The program-verifying operation 
normally at part of this function will now be described in the 
context of one embodiment of the invention. 

I0081 FIG. 12 is a timing diagram illustrating circuit fea 
tures, such as signals and nodes, leading up to the data dump 
ing period of an exemplary verifying operation of a larger 
programming operation for a memory device. A "PASS pro 
gram state for a Subject memory cell is assumed. FIG. 13 is a 
complementary diagram relative to FIG. 12 illustrating data 
flow in accordance with the exemplary programming opera 
tion. 

I0082 Referring to FIG. 12, during a data abstraction 
period (P5A), if a sensing precharge signal (/PRESEN) tran 
sitions to a logical low, the sensing node (NSEN) is pre 
charged to the power source voltage (VCC). During this time 
period, the main latch data (MLD) is set to a logical high. 
Since the program state for the selected memory cell is 
detected as PASS, the bit line (BLe or BLo) almost main 
tains its current state. 

I0083. Thereafter, during a data transition (or “flip') period 
(P5B), even when a BL shielding signal (BLSHF) transitions 
to a logical high, the sensing node (NSEN) retains essentially 
the power source voltage (VCC). During this time period, if 
the read latch signal (RLAT) and main latch setting signal 
(MLSET) transition to a logical high, the main latch node 
(NLAM) flips to a logicallow from a logical high. (See, signal 
path “1” in FIG. 13). 
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0084. During a following wired-OR period (P5C), even 
when the main latch address (YMr) transitions to a logical 
high, the internal output line (IDOUT) is not driven to the 
level of ground voltage (VSS). (See, signal path “2 in FIG. 
13). Additionally during this time period, the wired-ORing 
signal (/WOREN) transitions to a logical low. In this case, 
although the global output line (GDOUT) is connected to the 
internal output line (IDOUT), the global output line (GD 
OUT) maintains its precharged level at a logical high. As 
such, by confirming that the global output line (GDOUT) is 
logically high, the memory device verifies all of the memory 
cells to be programmed are remainina "PASS programming 
State. 

0085 FIG. 14 is a timing diagram illustrating circuit fea 
tures, such as signals and nodes, leading up to the data dump 
ing period of an exemplary verifying operation of a larger 
programming operation for a memory device. A “FAIL pro 
gram state for a subject memory cell is assumed. FIG. 15 is a 
complementary diagram relative to FIG. 14 illustrating data 
flow in accordance with the exemplary programming opera 
tion. 
I0086 Referring to FIG. 14, during the data abstraction 
period (P6A), the sensing node (NSEN) is precharged to the 
power source voltage (VCC) and the main latch data (MLD) 
is set to a logical high. As the program state of the selected 
memory cell is detected as FAIL, a current pass is formed 
toward the ground voltage VSS through the bitline (BLe or 
BLo). 
0087. Thereafter, during the data flip period (P6B), when 
the BL shielding signal (BLSHF) transitions to a logical high, 
the sensing node (NSEN) goes to the ground voltage VSS. 
During this time period, even if the read latch signal (RLAT) 
and main latch setting signal (MLSET) transition to logical 
highs, the main latch node (NLAM) does not flip but main 
tains a logical high. (See, signal path “1” in FIG. 14). 
I0088. During the following wired-OR period (P6C), when 
the main latch address (YMr) transitions to a logical high, the 
internal output line (IDOUT) is driven to the ground voltage 
VSS. (See, signal path “2” in FIG. 15). After this, if the 
wired-ORing signal (/WOREN) transitions to a logical low, 
the global output line (GDOUT) becomes logically low. As 
such, by confirming that the global output line (GDOUT) is 
logically low, the memory device may verify that at least one 
of memory cells to be programmed is a “FAIL programming 
State. 

0089. As such, the verifying operation for a memory 
device consistent embodiments of the invention are able to 
operate in a wired-OR mode to simultaneously verify data 
stored in a plurality of programmed memory cells. Thus, the 
time required to Verify the programming state of the memory 
device is remarkably reduced. 
0090. In one aspect, a memory device consistent with 
embodiments of the invention embeds a cache latch block 
adapted for use in the cache function. With the cache latch 
block, data loading time for all data pages after a first data 
page may be greatly shortened. 
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0091 Moreover, a memory device consistent with 
embodiments of the invention may include the output driver 
adapted to enable an internal output line for unidirectional 
data transmission during program-verifying operation using 
the wired-OR scheme. As a result, it remarkably reduces a 
time for verifying the programming state of the memory 
device. 
0092 Although the present invention has been described 
in connection with several teaching embodiments, it is not 
limited thereto. It will be apparent to those skilled in the art 
that various Substitutions, modifications and changes may be 
thereto without departing from the scope of the invention as 
defined by the following claims. 
What is claimed is: 
1. A method of programming a nonvolatile semiconductor 

memory device comprising: 
a memory cell array having a plurality of memory cells, 

each memory cell storing data programmed via a corre 
sponding bit line; 

a plurality of page buffers, each page buffer storing main 
latch data; and comprising a mainlatch block storing the 
main latch data, a cache latch block storing cache latch 
data, and an output driver unidirectionally driving the 
main latch data onto an internal output line; 

the method comprising: 
loading cache latch data into the cache latch blockinaccor 

dance with a logical state of input data provided by an 
external source: 

dumping the main latch data into the main latch block in 
accordance with the cache latch data; and 

programming a memory cell with a corresponding bit line 
in accordance with the main latch data, 

loading next data in the cache latch block during the pro 
gramming of the memory cell. 

2. The method of claim 1, further comprising: 
storing the cache latch data in the cache latch circuit; and 
providing a cache drive Voltage to the main latch block in 

accordance with the cache latch data and in response to 
the dumping control signal. 

3. The method of claim 2, wherein the cache latch circuit 
comprises; a cache latch comprising the cache latch node, a 
first cache latch transistor and a second cache latch transistor, 
wherein the method further comprises: 

gating the first cache latch transistor in response to a first 
internal input line, whereby the cache latch data having 
a first logical state is provided at the cache latch node: 
and 

gating the second cache latch transistor in response to a 
second internal input line, whereby the cache latch data 
having a second logical state is provided at the cache 
latch node, wherein the second logical State is the inverse 
with the first logical state, 

wherein the first and second internal input lines are respec 
tively activated in the first and second logical states in 
accordance with the input data. 
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