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FIG. 7
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INFORMATION PROCESSING SYSTEM AND
METHOD OF CONTROLLING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application is based upon and claims the ben-
efit of priority of the prior Japanese Patent Application No.
2013-006380, filed on Jan. 17, 2013, the entire contents of
which are incorporated herein by reference.

FIELD

[0002] The embodiments described herein are related to an
information processing system and a method of controlling
an information processing system.

BACKGROUND

[0003] Extensive numerical analyses in the science and
technology fields involve a large number of calculation pro-
cesses. When such arithmetic operations are performed by
computers, a plurality of computers are employed to perform
the operation processes in parallel to reduce the time duration
for the operations. And when the plurality of computers per-
form the operation processes, the efficiencies of the data
communication between the computers have a strong influ-
ence over the efficiency throughout the whole process.

[0004] In a parallel computing system used for High Per-
formance Computing (HPC) and the like, each computer
included in the system is referred to as node. In the parallel
computing system, depending on the application software of
the parallel computing, an all-to-all communication process
may be performed in which each node obtains from the other
nodes data corresponding to the own node number stored in
the other nodes. The computer network between the nodes in
the parallel computing system is referred to as interconnect
(interconnection network).

[0005] The topology of the interconnect includes for
example a mesh-typetopology and a torus-type topology. The
mesh-type network is a network in which nodes are located on
the grid points of the communication routes which are
arranged in a grid pattern. In addition, the torus-type network
is a network in which both ends of the node arrays arranged in
a lateral direction and a longitudinal direction are connected
together via transmission channels.

[0006] A variety of routes may be achieved for the mesh-
type network and the torus-type network because there are a
plurality of communication routes for one-to-one communi-
cation in the network. However, in the all-to-all communica-
tion, in which one-to-one communications are superposed,
each node communicates with the nodes other than the own
node. Therefore, when each node selects a different type of
route, a non-uniformity of the usage efficiencies of the com-
munication routes may occur. Thus, for example, a technique
as described in patent document 1 is employed in order to
arrange each node to select a similar communication route to
achieve the uniformity of the communication load.

PATENT DOCUMENT

[0007] [Patent document 1] Japanese Laid-Open Patent
Publication No. 2011-53876

Jul. 17,2014

SUMMARY

[0008] According to an aspect of the embodiments, it is
provided an information processing system in which a plu-
rality of information processing apparatuses are connected
with each other, wherein each information processing appa-
ratus includes a storage unit configured to store data accord-
ing to each destination information processing apparatus, and
a transmission control unit configured to transmit data to be
transmitted in the same transmission direction and with the
same number of hops collectively among the data stored in
the storage unit.

[0009] The object and advantages of the invention will be
realized and attained by means of the elements and combina-
tions particularly pointed out in the claims.

[0010] Itisto be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention,
as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIGS. 1A and 1B are conceptual diagrams of all-to-
all communication;

[0012] FIG. 2 is a schematic diagram illustrating a two-
dimensional mesh-type interconnect;

[0013] FIG. 3 is a schematic diagram illustrating a one-
dimensional torus-type interconnect;

[0014] FIG. 4 is a schematic diagram illustrating a two-
dimensional torus interconnect;

[0015] FIG. 5 is a schematic diagram illustrating the super-
position of data communications between nodes in an inter-
connect;

[0016] FIG. 6 is a schematic diagram illustrating data com-
munication between nodes in an interconnect;

[0017] FIG. 7 is a schematic diagram illustrating data com-
munication between nodes in an interconnect;

[0018] FIGS. 8A and 8B are schematic diagrams illustrat-
ing data communication between nodes in a one-dimensional
torus-type interconnect;

[0019] FIG. 9 is a table illustrating timings of barrier syn-
chronization in a three-dimensional interconnect;

[0020] FIG. 10 is a schematic configuration diagram illus-
trating the configuration of nodes and the connection rela-
tions between the nodes in an interconnect according to one
embodiment;

[0021] FIG. 11 is a schematic block diagram illustrating
functions of the nodes in the interconnect according to one
embodiment;

[0022] FIG. 12A is a flowchart illustrating processes per-
formed by the nodes in the interconnect according to one
embodiment;

[0023] FIG. 12B is a flowchart illustrating processes per-
formed by the nodes in the interconnect according to one
embodiment;

[0024] FIG. 13 is a schematic diagram of communication
patterns of the all-to-all communication in the interconnect
according to one embodiment;

[0025] FIG. 14 is a schematic diagram of communication
patterns of the all-to-all communication in the interconnect
according to one embodiment;

[0026] FIG. 15 is a schematic diagram illustrating a three-
dimensional torus-type interconnect according to one
embodiment;
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[0027] FIG. 16 is a schematic block diagram illustrating
functions of nodes in an interconnect according to one
embodiment;

[0028] FIG. 17A is a flowchart illustrating processes per-
formed by the nodes in the interconnect according to one
embodiment;

[0029] FIG. 17B is a flowchart illustrating processes per-
formed by the nodes in the interconnect according to one
embodiment; and

[0030] FIG. 17C is a flowchart illustrating processes per-
formed by the nodes in the interconnect according to one
embodiment.

DESCRIPTION OF EMBODIMENTS

[0031] First, a comparative example of a method of con-
trolling communications according to one embodiment is
described with reference to the drawings.

Comparative Example

[0032] FIG. 11is a schematic diagram illustrating an all-to-
all communication. In FIG. 1, as an example, four nodes
(nodes 1 to 4) form a mesh-type interconnect. A node is a
device which transmits data in the all-to-all communication.
An interconnect is a network in which a plurality of nodes are
connected with each other and communications between the
nodes are achieved. The nodes which form the interconnect
include computers, telephones and other various devices.
Additionally, a communication sub-system for a high perfor-
mance parallel computer is sometimes referred to as intercon-
nect.

[0033] The interconnect employs a variety of forms. Each
form is referred to as network topology. The network topolo-
gies are generally divided into four types of forms including,
namely, so-called direct network, indirect network, shared-
media network and hybrid network. Although a direct net-
work is described here, the embodiments described below are
not limited to the direct network. The direct network means a
network in which individual nodes are connected via direct
links. Normally, since the nodes may be connected with a
plurality of links when routers are installed in the nodes, a
variety of topologies and routings may be employed in the
direct network.

[0034] Intheall-to-all communication, the data transmitted
from each node is divided into packets and then transmitted.
In addition, the data reaches the destination node via a num-
ber of nodes. Routing determines the node group which relays
the transmitted data. Each packet includes address informa-
tion of the destination node and the relay processes are per-
formed to each packet by routers included in the nodes on the
communication routes. One communication route is used by
a plurality of packets.

[0035] Each node is allocated with a number which identi-
fies each node. Additionally, each node includes a data area.
The data area is divided into areas according to the number of
nodes in the interconnect. Each divided area corresponds to a
node number.

[0036] Asillustrated in FIG. 1, node 1 includes data 11,12,
13 and 14 in the four data areas before an all-to-all commu-
nication is performed. The data 11 is data for transmitting
from node 1 to node 1, that is, data transmitted to the own
node. The data 12 is data for transmitting from node 1 to node
2. In addition, the other data such as data 13, 14 and 21 and so
on mean the same correspondence relations as described
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above. Each data is transferred the corresponding node.
Therefore, as illustrated in FIG. 1, after the all-to-all commu-
nication is performed, the data storage locations in the data
area in each node after the data transfer correspond to the
node numbers of the originating nodes. The all-to-all com-
munication may be employed when a matrix transpose and a
fast Fourier transform and the like are performed in a parallel
computer which includes a plurality of nodes.

[0037] FIGS. 2 to 4 illustrate typical examples of the con-
figurations and connections of the nodes in a two-dimen-
sional mesh-type interconnect, a one-dimensional torus-type
interconnect and a two-dimensional torus-type interconnect.
In the two-dimensional mesh-type interconnect as illustrated
in FIG. 2, nodes are provided on the grid points of the grid on
the plane and adjacent nodes are connected with each other. In
the one-dimensional torus-type interconnect as illustrated in
FIG. 3, nodes are arranged in series and adjacent nodes are
connected with each other. In addition, the nodes at both ends
are also connected with each other. In the two-dimensional
torus-type interconnect is seen as an interconnect in which the
two-dimensional mesh-type interconnect and the one-dimen-
sional torus-type interconnect are integrated. That is, similar
to the two-dimensional mesh-type interconnect, each node is
provided on a grid point of the grid on the plane and adjacent
nodes are connected with each other. Further, similar to the
one-dimensional torus-type interconnect, the nodes at both
ends among the nodes connected in series are connected with
each other in the vertical and horizontal direction.

[0038] Next, a case in which a superposition of the com-
munication occurs on a communication route is described
with reference to the drawings. FIG. 5 illustrates a typical
case of data transfer between nodes in an all-to-all commu-
nication as an example. In F1G. 5, nodes 1 to 6 are arranged in
series and adjacent nodes are connected with each other.
Here, a focus is put on the nodes 1 to 3 and each node transfers
data to a node three hops ahead from each node. Here, the
number of hops means the number of nodes which the data
goes through to reach the destination node. Further, the con-
nection between nodes in one hop is referred to as link. For
example, when each node transfers data to an adjacent node,
the number of hops is one and the number of links is one. FI1G.
5 illustrates a case in which each node performs a data transfer
with three hops.

[0039] InFIG.S5, an all-to-all communication is performed
and each node 1 to 3 transmits data. And then the communi-
cation routes from the node 1 to the node 4, from the node 2
to the node 5 and from the node 3 to the node 6 overlaps
between the node 2 and the node 5. The overlapping commu-
nicationroute is referred to as a communication superposition
or a link superposition. In the case as illustrated in FIG. 5, the
degree of communication or link superposition on the com-
munication routes between the node 3 and the node 4 is higher
than the degrees of communication or link superposition on
the communication routes between other nodes. When a com-
munication superposition occurs on a communication route,
the network band is divided among the superposed commu-
nication routes. Thus, a communication scheme in which
information is divided into packets and transmitted on the
network is employed for an interconnect in HPC.

[0040] However, a packet is held on a communication route
due to the disturbance of the communication route and the
properties of the band division schemes employed in the
network devices which construct nodes and the like in the
interconnect. In this case, the fairness of the band division
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between links is not achieved at the part in which the com-
munication superposition occurs. As an example, FIG. 6 illus-
trates a case in which three nodes (nodes 1 to 3) are connected
in series. Packets transmitted from the node 1 are transferred
to a node subsequent to the node 3 via the nodes 2 and 3.
Packets transmitted from the node 2 are transferred to anode
subsequent to the node 3 via the node 3. Packets transmitted
from the node 3 are transferred to a node subsequent to the
node 3. A CPU and a router are illustrated as network devices
which form each node in FIG. 6.

[0041] Eachnodedivides the band to evenly adjust between
packets transmitted from the CPU in the node and packets
transferred from the outside of the node. Therefore, when a
focus is put on the node 3, 50% of packets transmitted from
the node 3 are formed by packets transmitted from the CPU of
the node 3. And the remaining 50% are formed by packets
transferred from the outside of the node 3, that is, packets
transmitted from the CPU of the node 1 and packets trans-
mitted from the CPU of the node 2. Therefore, as illustrated in
FIG. 6, the ratio of the packets transmitted from the CPU of
the node 3 occupying the communication route subsequent to
the node 3 becomes higher than the ratio of the other packets.
As a result, the band for the communication route is not
evenly shared among the packets transmitted from the nodes
1to 3.

[0042] Moreover, the explanations are given for a case in
which the nodes 1 to 3 illustrated in FIG. 6 are used to form a
one-dimensional torus-type interconnect as illustrated in
FIG. 3. And, when each node evenly adjust between packets
transmitted from the CPU of the own node and packets trans-
ferred from the outside of the own node as described above, a
deadlock occurs on the communication route. The deadlock is
a phenomenon in which among nodes mutually transmitting
data a data transmitting process performed by a node tries to
access a resource occupied by another node, the process does
not release the own resource since the request from the
another node is not completed, and then a waiting state con-
tinues. In order to prevent the deadlock, the packets are pri-
oritized intentionally for transfer as an example. However,
when the packets are prioritized, the even band division
among the packets is not achieved on the communication
route.

[0043] In order to prevent such a circumstance, a packet
pacing technique is known that a waiting time is intentionally
set to each transmission of packet and the traffic is smoothed
to ensure the fairness of the band division. In the all-to-all
communication, a link is used by turns between the packets
without interferences with the other packets by setting a non-
transmission period which is longer than the time used for a
link transfer of “[(the number of hops)-1]x(the packet
length)” when anode transmits a packet. Here, the time to wait
for a link transfer of n packets when packets are transmitted is
defined as an intra-packet gap (=n; n>=0). In addition, when
the intra-packet gap is set to 0, packets are sequentially trans-
mitted. When the number of hops increases due to the
increase of the number of nodes in the interconnect, it is
thought that the degree of the communication congestion also
increases.

[0044] An example of the packet pacing is described with
reference to FIG. 7. Similar to FIG. 6, FIG. 7 illustrates that
the nodes 1 to 6 are arranged in series. In the interconnect as
illustrated in FIG. 7, each node sets the packet transmission
interval to “(the number of hops between the originating node
and the destination node)-1". Therefore, the packet waiting
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state is prevented on the communication route in which a
communication superposition occurs. As a result, the time for
completing the all-to-all communication is reduced.

[0045] Incidentally, since there are a plurality of commu-
nication routes for one-to-one communication in the mesh-
type interconnect or the torus-type interconnect, a variety of
routes may be employed. However, in the all-to-all commu-
nication, which is formed by the superposition of one-to-one
communication, each node communicates with the other
nodes in the interconnect. Thus, when each node employs
non-similarity routes, non-uniformity of the usage efficien-
cies of the communication routes may occur. Thus, unifor-
mity of the load is achieved when each node employs simi-
larity routes. The uniformity of the load is described with
reference to FIG. 8.

[0046] FIG. 8 illustrates a one-dimensional torus-type
interconnect with four nodes. The diagram (indicated by
“uniform”) on the right hand side in FIG. 8 illustrates that the
load is evenly put on each communication route. To the con-
trary, the diagram (indicated by “non-uniform™) on the left
hand side in FIG. 8 illustrates that a greater load is put on the
communication route between the node 1 and the node 2. This
is because a communication route from the node 4 to the node
2 through the node 1 and the patterns of communication
routes are not relatively similar.

[0047] Therefore, each node communicates with a node
which is located on a relatively similar coordinate in order to
evenly divide the load on the communication route. This
assumes that when a communication route is shared among
packets the band is evenly divided for the packets. Therefore,
the packet pacing is employed for evenly dividing the band.
[0048] A configuration is proposed in which barrier syn-
chronization is employed so that the processors keep pace
with each other and packets with the same number of hops
flow on the interconnect in order to improve the tolerance of
disturbances on the communication routes. Here, the barrier
synchronization is a synchronization which is performed for
each node to confirm with each other that each node com-
pletes a given process when a plurality of nodes perform a
parallel program in parallel in the interconnect. In the barrier
synchronization, the nodes to be synchronized mutually
notify that the own node reaches a certain stage called a
barrier in the parallel program. And then the parallel program
proceeds with the process to the subsequent stage after it is
confirmed that each node participating in the barrier synchro-
nization reaches the barrier stage.

[0049] FIG. 9 illustrates an example of a timing of perform-
ing the barrier synchronization in a three-dimensional inter-
connect. The interconnect as illustrated in FIG. 9 is a so-
called three-dimensional mesh-type interconnect or three-
dimensional torus-type interconnect, in which nodes are
arranged in a coordination system with X, Y and Z axes. Each
row in the table in FIG. 9 represents one data transfer in the
all-to-all communication. That is, in the data transfer indi-
cated on the top row of the table in FIG. 9, in which “the
number of hops in the X-axis direction”, “the number of hops
in the Y-axis direction” and “the number of hops in the Z-axis
direction” are respectively “4”, the data is transferred from
the own node to a node which is located four hops ahead from
the own node in the X-axis direction, Y-axis direction and
Z-axis direction.

[0050] As illustrated in FIG. 9, the data is transferred with
decreasing “the number of hops in the Z-axis direction” by
one on completion of each transmission in the comparative
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example. That is, the barrier synchronization is performed
each time “the number of hops in Z-axis direction™ is
changed. Thus, since the number of barrier synchronizations
is large, the throughput of the communication routes is likely
to be deteriorated. In the above described technologies, each
node communicates with a node which is located on similar
relative coordinate in order to even out the loads to the com-
munication routes. This presumes that when the links
between the nodes share a communication route, each link
evenly divides the communication band. Although packet
pacing is employed for evenly dividing the band, a state
occurs in which packets with different hops flow in disorder
due to the disturbances occurred in the actual hardware.
Therefore, since the packet pacing does not function properly
in some cases, the theoretically optimum communication is
not actually completed within the optimum communication
time duration. Thus, it is an object of one aspect of the tech-
nique disclosed herein to provide an information processing
system and a controlling method of an information process-
ing system for optimizing the communication efficiency.
[0051] Then, with the descriptions for the comparative
example in mind, a communication controlling method of a
parallel computing system according to one embodiment is
described below with reference to the drawings.

[0052] FIG. 10 is a schematic configuration diagram illus-
trating a configuration and connection relations of nodes in an
interconnect of a parallel computing system 1 according to
one embodiment. The parallel computing system 1 is an
example of an information processing system. FI1G. 10 illus-
trates an administration server 100 and five nodes 10, 20, 30,
40 and 50 which are included in the parallel computing sys-
tem 1. The nodes 10, 20, 30, 40 and 50 are examples of
information processing apparatuses. In addition, the X-axis
and the Y-axis, which are at right angles to each other, are set
as illustrated in FIG. 10. As illustrated in FIG. 10, the node 10
includes a storage unit 11, a control unit 12, an NIC (Network
Interface Card) 13 and a router 14. Since the configurations of
the nodes 20, 30, 40 and 50 are similar to that of the node 10,
the configurations of these nodes are not illustrated. In the
following, descriptions are given to the node 10.

[0053] The operations of the node 10 are controlled by the
control unit 12. The control unit 12 determines data to be
transferred in the interconnect, determines the timing and the
like for transferring the data and performs barrier synchroni-
zations with each node in the interconnect. The control unit 12
is connected with the storage unit 11 and the NIC 13.

[0054] The storage unit 11 stores programs of the OS (Op-
erating System) and application programs and the like, which
are executed by the control unit 12. In addition, the storage
unit 11 stores a variety of data used for processes performed
by the control unit 12.

[0055] The NIC 13 transmits and receives data via the
router 14 to and from the adjacent nodes in the interconnect.
The router 14 is connected with the routers in the nodes 20,
30, 40 and 50, which are adjacent to the node 10, via high-
speed transmission routes. The NIC 13 is also connected with
the administration server 100 via a transmission route (not
illustrated) and performs data communications with the
administration server. The administration server 100 provides
job execution instructions related to the all-to-all communi-
cation to each node in the interconnect. Further, the adminis-
tration server 100 notifies each node of the configuration
information of the interconnect including the addresses
which indicate the relative location of each node.
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[0056] FIG. 11 is a block diagram schematically illustrat-
ing functions of the node 10. The storage unit 11 of the node
10 stores a user program 11a. The user program 1la is a
program for transferring data in the all-to-all communication
according to the job execution instructions received from the
administration server. In addition, the storage unit 11 includes
a data storage area 115. The data storage area 115 is an
example of a storage unit. The data storage area 115 stores
data held by the node 10 itself and data transferred from the
other nodes. The data storage area 115 is divided into areas by
node. Further, each data includes an address of'the destination
node, to which the data is transferred. Therefore, each data is
stored in the area dedicated for the node corresponding to the
address in the data storage area 115. That is, the data is stored
by nodes included in the interconnect into the data storage
area 115.

[0057] The control unit 12 of the node 10 includes a trans-
mission control unit 12¢ and a barrier synchronization unit
12e. In addition, the transmission control unit 124 includes a
transmission destination and transmission data determination
unit 125, a transmission timing determination unit 12¢ and a
transmission unit 124. The transmission destination and
transmission data determination unit 125 reads out the user
program 11a stored in the storage unit 11. And the transmis-
sion destination and transmission data determination unit 126
executes the user program 11a to determine data to be trans-
mitted from the node 10 and the transmission destination of
the data based on the processing results. The transmission
destination and transmission data determination unit 125
transmits the data to be transmitted to the transmission unit
12d on the basis of the data transmission timing determined
by the transmission timing determination unit 12¢. Inciden-
tally, the transmission destination and transmission data
determination unit 126 may be configured to include the
transmission destination determination unit and the transmis-
sion data determination unit as separate processing units. The
data transmitted to the transmission unit 124 is sent to the NIC
13. The NIC 13 transmits the data via the router 14 to the
router of the adjacent node which is connected with the router
14. The details of the processes performed by each unit are
described later.

[0058] Two examples according to the present embodiment
are described below.

Example 1

[0059] Inthe present example, the descriptions are given to
the all-to-all communication when an interconnect is formed
by two-dimensional torus as illustrated in FIG. 4. The con-
figuration of each node is the same as the configuration as
illustrated in FIGS. 10 and 11. Thus, each node is described
with reference to FIGS. 10 and 11 in the present example.
FIGS. 12A and 12B illustrate flowcharts of processes per-
formed by each node in the present example. In the present
example, each node in the interconnect as illustrated in FIG.
4 is provided with the coordinate of the own node in the
interconnect. In the following descriptions, “x” denotes the
location (X-coordinate) in the X-axis direction, “y” denotes
the location (Y-coordinate) in the Y-axis direction and “node
(X, y)” denotes a node located on the coordinate (%, y). Each
node performs the processes in the flowchart as illustrated in
FIGS. 12A and 12B when the node receives an instruction of
the initiation of the all-to-all communication from the admin-
istration server 100.
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[0060] First, in S101, the transmission destination and
transmission data determination unit 1246 of the node(x, y)
sets the number of hops dx in the X-axis direction for the data
transfer to 1. Next, the process proceeds to S102. In S102, the
transmission destination and transmission data determination
unit 1256 sets the number of hops which has not been
employed for the data transmission process among the num-
ber of hops dy used for data transmission in the Y-axis direc-
tion to the value of dy. And then the transmission destination
and transmission data determination unit 125 selects the node
(x+dx, y) as a transit node for the data of which the destination
is the node(x+dx, y+dy) among the data stored in the data
storage area 115 in the own node.

[0061] Next, in S103, the transmission timing determina-
tion unit 12¢ sets the intra-packet gap for data transmission to
dx-1 (gap=dx-1) according to the number ofhops dx for data
transmission in the X-axis direction. Since the intra-packet
gap is described in the paragraph 0023, the detailed descrip-
tions are omitted here. Next, the process proceeds to S104.
[0062] In S104, the transmission destination and transmis-
sion data determination unit 125 performs data transmission
based on the intra-packet gap set by the transmission timing
determination unit 12¢ in S103. Specifically, the transmission
destination and transmission data determination unit 124
transmits the data of which the destination is the node(x+dx,
y+dy) among the data stored in the data storage area 115 to the
node(x+dx, y), which is the transit node. The node(x+dx, y)
receives the data transmitted via the router 14 and the NIC 13
from the node(x, y). And, the node(x+dx, y) stores the
received data in the area for which the destination is the
node(x, y+dy) in the data storage area 115 of the node(x+dx,
)

[0063] In S105, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transmission to the above transit node is completed
for the values of dx available for the all-to-all communication
in the interconnect. When there is data which has not been
transmitted to the transit node(x+dx, y) in the data storage
area 115 in the own node (S105: No), the transmission desti-
nation and transmission data determination unit 126 proceeds
with the process to S106.

[0064] In S106, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transfer for the number of hops dx in the X-axis
direction is completed. In the interconnect in the present
example, the number of data transmissions with the same
number of hops dx in the X-axis direction corresponds to the
number of hops dy in the Y-axis direction. Therefore, the
processes of S102 to S104 as described above are repeated by
fixing the number of hops dx in the X-axis direction and
changing the number of hops dy in the Y-axis direction. As a
result, the data transmission with the same number of hops dx
in the X-axis direction is performed collectively.

[0065] Thus, when there is data with the number of hops dy
in the Y-axis direction for which the data transmission pro-
cesses have not been performed in S102 to S104 among the
data to be transmitted with the above number ofhops dx in the
X-axis direction (S106: No), the transmission destination and
transmission data determination unit 125 returns the process
from S106 to S102.

[0066] Further, when the steps from S102 to S104 are
repeated and the data transmission with the number of hops
dx in the X-axis direction are completed for the possible
number of hops dy in the Y-axis direction (S106: Yes), the
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transmission destination and transmission data determination
unit 125 proceeds with the process to S108.

[0067] In S108, the transmission control unit 12a instructs
performing a barrier synchronization to the barrier synchro-
nization unit 12e. When the barrier synchronization unit 12e
of'each node performs a barrier synchronization, the nodes in
the interconnect perform together the barrier synchronization
01'S108 and the update of the number of hops dx in the X-axis
direction of S109. In S109, the transmission destination and
transmission data determination unit 126 updates the number
ot hops dx in the X-axis direction to the number of hops in the
X-axis direction for which the data transmission has not been
performed in S102 to S104. As long as the data transmissions
to the transit nodes for the possible numbers of dx in the
all-to-all communication in the interconnect are completed,
the method of updating the number of hops is arbitrarily
defined to perform the process of S109. When the number of
hops dx in the X-axis direction is updated in S109, the trans-
mission destination and transmission data determination unit
125 returns the process to S102. And when the number of
hops dx in the X-axis direction is updated in S109, the trans-
mission destination and transmission data determination unit
125 uses the updated number of hops dx in the X-axis direc-
tion to perform the processes of S102 to S106 for each pos-
sible number of hops dy in the Y-axis direction.

[0068] Whenthe processes of S102to S106, S108 and S109
as described above are repeated, the data to be transmitted to
the node(x+dx, y+dy) is stored in the data area corresponding
to the node(x, y+dy) in the data storage area 115 of the
node(x+dx, y) for each number of hops dx and dy. Thus, when
the data transmissions in the X-axis direction from each node
are completed (S105: Yes), the transmission destination and
transmission data determination unit 126 proceeds with the
process to S107 and performs a barrier synchronization. In
addition, the transmission destination and transmission data
determination unit 126 proceeds with the process to S110 as
illustrated in FIG. 12B.

[0069] In S110, the transmission destination and transmis-
sion data determination unit 126 of' each node initially sets the
number of hops dy in the Y-axis direction to 1. Subsequently,
the transmission destination and transmission data determi-
nation unit 126 proceeds with the process to S111. In S111,
the transmission destination and transmission data determi-
nation unit 125 sets the number of hops dx in the X-axis
direction to the number of hops with which the data transmis-
sion has not been performed since the process of S110 is
performed. And then the transmission destination and trans-
mission data determination unit 125 selects the node(x, y+dy)
as the transit node for the data of which the destination is the
node(x, y+dy) among the data stored in the data storage area
115 in the own node. That is, the target node and the transit
node is the same node(X, y+dy).

[0070] Next, in S112, the transmission timing determina-
tion unit 12¢ sets the intra-packet gap of the data transmission
to dy-1 (gap=dy-1) according to the number ot hops dy in the
Y-axis direction of the data transmission. And then the pro-
cess proceeds to S113.

[0071] In S113, the transmission destination and transmis-
sion data determination unit 125 transmits data according to
the intra-packet gap set by the transmission timing determi-
nation unit 12¢ in S112. Specifically, the transmission desti-
nation and transmission data determination unit 125 transmits
the data stored in the area for the node(x—dx, y+dy) among the
data stored in the data storage area 115 to the node(x, y+dy),
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which is the target node. The node(x, y+dy) receives the data
which is transmitted via the router 14 and the NIC 13 from the
node(x, y). And the node(x, y+dy) stores the received data in
the area corresponding to the node(x—dx, y) in the data stor-
age area 115 of the node(x, y+dy).

[0072] In S114, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transmissions to the transit nodes as described above
are completed for the possible dy in the all-to-all communi-
cation in the interconnect. When there is data which has not
been transmitted to the target node(x, y+dy) in the data stor-
age area 115 in the own node (S114: No), the transmission
destination and transmission data determination unit 125 pro-
ceed with the process to S115.

[0073] In S115, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the transfer with the same number of hops dy in the Y-axis
direction is completed. In the present example, the number of
hops dy in the Y-axis direction is fixed, the number of hops dx
in the X-axis direction is changed and the processes of S111
to S113 as described above are repeated. In this way, the data
transmissions with the same number of hops dy in the Y-axis
direction are performed collectively.

[0074] Therefore, when the data transmission has not been
performed for one of the number of hops dx in the X-axis
direction in S111 to S113 for the data to be transmitted with
the number of hops dy in the Y-axis direction (S115: No), the
transmission destination and transmission data determination
unit 125 returns the process from S115 to S111.

[0075] Additionally, when the processes of S111 to S113
are repeated to complete the data transmission with the pos-
sible number of hops dx in the X-axis direction for the data to
be transmitted with the number of hops dy in the Y-axis
direction (S115: No), the transmission destination and trans-
mission data determination unit 126 proceeds with the pro-
cess to S116.

[0076] In S116, the transmission control unit 12a instructs
performing a barrier synchronization to the barrier synchro-
nization unit 12e. When the barrier synchronization unit 12e
of'each node performs the barrier synchronization, the nodes
in the interconnect perform together the barrier synchroniza-
tion of S116 and the update of the number of hops dx in the
X-axis direction of S117. In S117, the transmission destina-
tion and transmission data determination unit 1256 updates the
number of hops dy in the Y-axis direction to the number of
hops in the Y-axis direction for which the data transmission
has not been performed in S111 to S113. As long as the data
transmissions to the transit nodes for the possible numbers of
dy in the all-to-all communication in the interconnect are
completed, the method of updating the number of hops is
arbitrarily defined to perform the process of S117. When the
number of hops dy in the Y-axis direction is updated in S117,
the transmission destination and transmission data determi-
nation unit 125 returns the process to S111. And when the
number of hops dy in the Y-axis direction is updated in S117,
the transmission destination and transmission data determi-
nation unit 125 uses the updated number of hops dy in the
Y-axis direction to perform the processes of S111 to S113 for
each possible number of hops dx in the X-axis direction.
[0077] When each node repeats the processes of S111 to
S117, the data to be transmitted to the node(x+dx, y+dy) is
stored in the data area corresponding to the node(X, y) in the
data storage area 115 of the node(x+dx, y+dy). In this way,
when the data transmissions in the Y-axis direction from each
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node are completed (S114: Yes), the all-to-all communication
is completed in the present example.

[0078] FIGS.13 and 14 illustrate schematic diagrams of the
communication patterns in the all-to-all communication in
the present example. In FIGS. 13 and 14, a focus is put on the
node in the lowest left in the interconnect and the communi-
cation patterns of the data transmitted from the node are
illustrated. As illustrated in FIG. 13, in the present example,
the data transmissions in the X-axis direction are initially
performed for the data to be transmitted, and then the data
transmissions in the Y-axis direction are performed. And then,
as illustrated in FIG. 14, when the processes are performed
according to the flowchart as described above and the process
of'each step as illustrated in FIG. 12 A, the data transmissions
in the X-axis direction as indicated by Step A and Step B are
performed. Namely, as indicated by Step A and Step B, the
data transfers with the same number of hops (dx) are per-
formed collectively. In addition, when the process of each
step as illustrated in FIG. 12A is performed, the process
proceeds from S107 to S110 and the process of each step as
illustrated in FIG. 12B is performed, the data transmissions in
the Y-axis direction as indicated by Step C and Step D are
performed. Similar to Step A and Step B, the data transfers
with the same number ot hops (dy) are performed collectively
in Step C and Step D.

[0079] In the present example as described above, the data
transmission routes from the originating node to the destina-
tion node are divided according to time-sharing. And the data
transmissions in the same direction and with the same number
of hops are performed collectively. With this configuration,
the packets to be transmitted with different numbers of hops
are not mixed in the interconnect. Further, since the number of
barrier synchronizations are reduced in the all-to-all commu-
nication, the overhead of the data transmissions due to the
barrier synchronizations are reduced and the performance of
the data transmission in the all-to-all communication is
improved.

Example 2

[0080] Inthe present example, the descriptions are given to
the all-to-all communication when an interconnect is formed
by three-dimensional torus as illustrated in FIG. 15. As illus-
trated in FIG. 16, the configuration of each node is the same
as the configuration as illustrated in FIGS. 10 and 11, except
that a different configuration is employed for the data storage
area 11c¢ and the NIC 15 includes three NICs, NIC 15a and
NIC 156 and NIC 15¢. Thus, in the present example, the same
numbers are assigned to the same elements as in FIGS. 10 and
11 and the descriptions of the elements are omitted here.

[0081] Similarto the data storage area 115, the data storage
area 11c¢ stores the data stored in the node 10 itself and the data
transferred from the other nodes. In the data storage area 11c¢,
the area divided according to the nodes in the interconnect.
Further, each area which is divided according to node is
divided into three areas, which are the area a 114, the area b
11e and the area ¢ 11f. For convenience of description, the
area a 11d, the area b 11e and the area ¢ 11f are respectively
referred to as the area a, the area b and the area ¢ in the
descriptions below. In addition, similar to Example 1 as
described above, each data includes the address of the desti-
nation node, to which the data is transferred. Moreover, each
data is stored in the area for the node corresponding to the
address in the data storage area 11c.
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[0082] Additionally, the NICs 15a to 15¢ include the same
function as the NIC 13 in FIG. 11. The data transmissions in
the X-axis direction are allocated to the NIC 15a, the data
transmissions in the Y-axis direction are allocated to the NIC
155 and the data transmissions in the Z-axis direction are
allocated to the NIC 15c¢.

[0083] In the data transmissions in the interconnect in the
present example, each node may simultaneously transmit the
data in each axis direction of X, Y and Z axes. Therefore, the
data to be transmitted is divided into a plurality of pieces of
data and the data transmissions are performed so that each
piece of data is transmitted via a different route to reach the
target node.

[0084] FIGS. 17A to 17C illustrate flowcharts of thepro-
cesses performed in the present example. In the present
example, each node in the interconnect as illustrated in FIG.
15 is assigned with the coordinate of the own node in the
interconnect. In the following descriptions, similar to
Example 1, x denotes the location in the X-axis direction
(X-coordinate), y denotes the location in the Y-axis direction
(Y-coordinate) and z denotes the location in the Z-axis direc-
tion (Z-coordinate) and the node located on the coordinate (x,
y, 7) is referred to as “node(x, vy, z)”. Each node performs the
processes in the flowcharts as illustrated in FIGS. 17A, 17B
and 17C when the node receives an initiation instruction of
the all-to-all communication from the administration server.
[0085] The processes of S201 to S209 as described below
are performed by the NIC 15a. Firstly, in S201, the transmis-
sion destination and transmission data determination unit 125
of the node(x, y, z) sets the number of hops dx for data
transmission in the X-axis direction to 1. Next, the process
proceeds to S202. In S202, the transmission destination and
transmission data determination unit 125 sets the number of
hops for data transmission in the Y-axis direction and Z-axis
direction to the number ofhops dy and dz with which the data
transmissions have not been performed. And the transmission
destination and transmission data determination unit 125
selects the node(x+dx, y, z) as the transit node for the data
stored in the area a of the area for the node(x+dx, y+dy, z+dz)
among the data stored in the data storage area 11¢ in the own
node.

[0086] Next, in S203, the transmission timing determina-
tion unit 12¢ sets the intra-packet gap for data transmission to
dx-1 (gap=dx-1) according to the number ofhops dx for data
transmission in the X-axis direction. And then the process
proceeds to S204.

[0087] In S204, the transmission destination and transmis-
sion data determination unit 125 performs data transmission
based on the intra-packet gap set by the transmission timing
determination unit 12¢ in S203. Specifically, the transmission
destination and transmission data determination unit 125
transmits the data which is stored in the area a of the area for
the node(x+dx, y+dy, z+dz) among the data stored in the data
storage area 11c¢ to the node(x+dx, y, z), which is the transit
node, via the NIC 154 and the router 14. The node(x+dx, y, z)
receives the data transmitted via the router 14 and the NIC 154
from the node(x, y, z). And, the node(x+dx, vy, z) stores the
received data in the area a of the area for which the destination
is the node(x, y+dy, z+dz) in the data storage area 11c¢ in the
node(x+dx, y, 7).

[0088] In S205, the transmission destination and transmis-
sion data determination unit 124 determines whether or not
the data transmission to the above transit node is completed
for the values of dx available for the all-to-all communication
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in the interconnect. When there is data which has not been
transmitted to the transit node(x+dx, y, z) in the data storage
area 115 in the own node (S205: No), the transmission desti-
nation and transmission data determination unit 126 proceeds
with the process to S206.

[0089] In S206, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transfer for the number of hops dx in the X-axis
direction is completed. In the present example, the processes
01'S202 to S204 as described above are repeated by fixing the
number of hops dx in the X-axis direction and changing the
number of hops dy in the Y-axis direction and the number of
hops dz in the Z-axis direction. As a result, the data transmis-
sion with the same number of hops dx in the X-axis direction
is performed collectively.

[0090] Thus, when there is data with the number of hops dy
in the Y-axis direction or the number of hops dz in the Z-axis
direction for which the data transmission processes have not
been performed in S202 to S204 among the data to be trans-
mitted with the above number of hops dx in the X-axis direc-
tion (S206: No), the transmission destination and transmis-
sion data determination unit 124 returns the process from
S206 to S202.

[0091] Further, when the steps from S202 to S204 are
repeated and the data transmissions with the number of hops
dx in the X-axis direction are completed for the possible
number of hops dy in the Y-axis direction and the possible
number of hops dz in the Z-axis direction (S206: Yes), the
transmission destination and transmission data determination
unit 125 proceeds with the process to S208.

[0092] In S208, the transmission control unit 12a instructs
performing a barrier synchronization to the barrier synchro-
nization unit 12e. When the barrier synchronization unit 12e
of'each node performs a barrier synchronization, the nodes in
the interconnect perform together the barrier synchronization
01'S208 and the update of the number of hops dx in the X-axis
direction of S209. In S209, the transmission destination and
transmission data determination unit 126 updates the number
ot hops dx in the X-axis direction to the number of hops in the
X-axis direction for which the data transmission has not been
performed in S202 to S204. Similar to Example 1, as long as
the data transmissions to the transit nodes for the possible
numbers of dx in the all-to-all communication in the inter-
connect are completed, the method of updating the number of
hops is arbitrarily defined to perform the process of S209.
When the number of hops dx in the X-axis direction is
updated in S209, the transmission destination and transmis-
sion data determination unit 125 returns the process to S202.
And the transmission destination and transmission data deter-
mination unit 125 uses the updated number of hops dx in the
X-axis direction to perform the processes of S202 to S206 for
each possible number of hops dy in the Y-axis direction and
each possible number of hops dz in the Z-axis direction.

[0093] Whenthe processes of S202to S206, S208 and S209
are repeated, the data stored in the area a among the data to be
transmitted to the node(x+dx, y+dy, z+dz) is stored in the area
a of the data area corresponding to the node(x, y+dy, z+dz) in
the data storage area 11c¢ in the node(x+dx, y, z) for each
number of hops dx, dy and dz. Thus, when the data transmis-
sions in the X-axis direction from each node are completed
(S205: Yes), the transmission destination and transmission
data determination unit 125 proceeds with the process to
S207 to perform a barrier synchronization. Further, the trans-
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mission destination and transmission data determination unit
125 proceeds with the process to S210 in FIG. 17B.

[0094] In S210, the transmission destination and transmis-
sion data determination unit 125 sets the number of hops dz
for data transmission in the Z-axis direction to 1. Next, the
process proceeds to S211. In S211, the transmission destina-
tion and transmission data determination unit 124 sets the
number of hops dx for data transmission in the X-axis direc-
tion and the number of hops dy for data transmission in the
Y-axis direction to the number of hops dx and dy for which the
data transmission has not been performed. And then the trans-
mission destination and transmission data determination unit
125 selects the node(x, v, z+dz) as the transit node for the data
stored in the area ¢ of the area for the node(x+dx, y+dy, z+dz)
among the data stored in the data storage area 11¢ in the own
node.

[0095] Next, in S212, the transmission timing determina-
tion unit 12¢ sets the intra-packet gap for data transmission to
dz-1 (gap=dz-1) according to the number of hops dz for data
transmission in the Z-axis direction. Next, the process pro-
ceeds to S213.

[0096] In S213, the transmission destination and transmis-
sion data determination unit 125 performs data transmission
based on the intra-packet gap set by the transmission timing
determination unit 12¢ in S212. Specifically, the transmission
destination and transmission data determination unit 124
transmits the data which is stored in the area c of the area for
the node(x+dx, y+dy, z+dz) among the data stored in the data
storage area 11c¢ to the node(x, y, z+dz), which is the transit
node, via the NIC 15¢ and the router 14. The node(x, y, z+dz)
receives the data transmitted via the router 14 and the NIC 15¢
from the node(x, y, z). And, the node(x, y, z+dz) stores the
received data in the area a of the area for which the destination
is the node(x+dx, y+dy, z) in the data storage area 11c¢ in the
node(x, y, z+dz).

[0097] In S214, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transmission to the above transit node is completed
for the values of dz available for the all-to-all communication
in the interconnect. When there is data which has not been
transmitted to the transit node(x, y, z+dz) in the data storage
area 115 in the own node (S214: No), the transmission desti-
nation and transmission data determination unit 126 proceeds
with the process to S215.

[0098] In S215, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transfer for the number of hops dz in the Z-axis
direction is completed. In the present example, the processes
of'S211 to S213 as described above are repeated by fixing the
number of hops dz in the Z-axis direction and changing the
number of hops dx in the X-axis direction and the number of
hops dy in the Y-axis direction. As a result, the data transmis-
sion with the same number of hops dz in the Z-axis direction
is performed collectively.

[0099] Thus, when there is data with the number of hops dx
in the X-axis direction or the number of hops dy in the Y-axis
direction for which the data transmission processes have not
been performed in S211 to S213 among the data to be trans-
mitted with the above number of hops dz in the Z-axis direc-
tion (S215: No), the transmission destination and transmis-
sion data determination unit 1256 returns the process from
S215 to S211.

[0100] Further, when the steps from S211 to S213 are
repeated and the data transmissions with the number of hops
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dz in the Z-axis direction are completed for the possible
number of hops dx in the X-axis direction and the possible
number of hops dy in the Y-axis direction (S215: Yes), the
transmission destination and transmission data determination
unit 125 proceeds with the process to S217.

[0101] In S217, the transmission control unit 12a instructs
performing a barrier synchronization to the barrier synchro-
nization unit 12e. When the barrier synchronization unit 12e
of'each node performs a barrier synchronization, the nodes in
the interconnect perform together the barrier synchronization
01'S217 and the update of the number of hops dz in the Z-axis
direction of S218. In S218, the transmission destination and
transmission data determination unit 126 updates the number
ofhops dz in the Z-axis direction to the number of hops in the
Z-axis direction for which the data transmission has not been
performed in S211 to S213. Similar to Example 1, as long as
the data transmissions to the transit nodes for the possible
numbers of dz in the all-to-all communication in the inter-
connect are completed, the method of updating the number of
hops is arbitrarily defined to perform the process of S218.
When the number of hops dz in the Z-axis direction is updated
in S218, the transmission destination and transmission data
determination unit 125 returns the process to S211. And the
transmission destination and transmission data determination
unit 125 uses the updated number of hops dz in the Z-axis
direction to perform the processes of S211 to S215 for each
possible number of hops dx in the X-axis direction and each
possible number of hops dy in the Y-axis direction.

[0102] Whenthe processes of S211to S215, 5217 and S218
are repeated, the data stored in the area ¢ among the data to be
transmitted to the node(x+dx, y+dy, z+dz) is stored in the area
¢ of the data area corresponding to the node(x+dx, y+dy, z) in
the data storage area 11c¢ in the node(x, y, z+dz) for each
number of hops dx, dy and dz. Thus, when the data transmis-
sions in the Z-axis direction from each node are completed
(S216: Yes), the transmission destination and transmission
data determination unit 125 proceeds with the process to
S216 to perform a barrier synchronization. Further, the trans-
mission destination and transmission data determination unit
125 proceeds with the process to S219 in FIG. 17C.

[0103] In S219, the transmission destination and transmis-
sion data determination unit 125 sets the number of hops dy
for data transmission in the Y-axis direction to 1. Next, the
process proceeds to S220. In S220, the transmission destina-
tion and transmission data determination unit 124 sets the
number of hops dx for data transmission in the X-axis direc-
tion and the number of hops dz for data transmission in the
Z-axis direction to the number ofhops dx and dz for which the
data transmission has not been performed. And then the trans-
mission destination and transmission data determination unit
125 selects the node(x, y+dy, z) as the transit node for the data
stored in the area b of the area for the node(x+dx, y+dy, z+dz)
among the data stored in the data storage area 11¢ in the own
node.

[0104] Next, in S221, the transmission timing determina-
tion unit 12c¢ sets the intra-packet gap for data transmission to
dy-1 (gap=dy-1) according to the number of hops dy for data
transmission in the Y-axis direction. Next, the process pro-
ceeds to S222.

[0105] In S222, the transmission destination and transmis-
sion data determination unit 125 performs data transmission
based on the intra-packet gap set by the transmission timing
determination unit 12¢ in S221. Specifically, the transmission
destination and transmission data determination unit 125
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transmits the data which is stored in the area b of the area for
the node(x+dx, y+dy, z+dz) among the data stored in the data
storage area 11c¢ to the node(x, y+dy, z), which is the transit
node, via the NIC 1556 and the router 14. The node(x, y+dy, z)
receives the data transmitted via the router 14 and the NIC 155
from the node(x, y, z). And, the node(x, y+dy, z) stores the
received datainthe area b of the area for which the destination
is the node(x+dx, y, z+dz) in the data storage area 11¢ in the
node(x, y+dy, z).

[0106] In S223, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transmission to the above transit node is completed
for the values of dy available for the all-to-all communication
in the interconnect. When there is data which has not been
transmitted to the transit node(x, y+dy, z) in the data storage
area 115 in the own node (S223: No), the transmission desti-
nation and transmission data determination unit 126 proceeds
with the process to S224.

[0107] In S224, the transmission destination and transmis-
sion data determination unit 125 determines whether or not
the data transfer for the number of hops dy in the Y-axis
direction is completed. In the present example, the processes
0f'S220to S222 as described above are repeated by fixing the
number of hops dy in the Y-axis direction and changing the
number of hops dx in the X-axis direction and the number of
hops dz in the Z-axis direction. As a result, the data transmis-
sion with the same number of hops dy in the Y-axis direction
is performed collectively.

[0108] Thus, when there is data with the number of hops dx
in the X-axis direction or the number of hops dz in the Z-axis
direction for which the data transmission processes have not
been performed in S220 to S222 among the data to be trans-
mitted with the above number of hops dy in the Y-axis direc-
tion (S224: No), the transmission destination and transmis-
sion data determination unit 1256 returns the process from
S224 to S220.

[0109] Further, when the steps from S220 to S222 are
repeated and the data transmissions with the number of hops
dy in the Y-axis direction are completed for the possible
number of hops dx in the X-axis direction and the possible
number of hops dz in the Z-axis direction (S224: Yes), the
transmission destination and transmission data determination
unit 125 proceeds with the process to S225.

[0110] In S225, the transmission control unit 12a instructs
performing a barrier synchronization to the barrier synchro-
nization unit 12e. When the barrier synchronization unit 12e
of'each node performs a barrier synchronization, the nodes in
the interconnect perform together the barrier synchronization
01'S225 and the update of the number of hops dy in the Y-axis
direction of S226. In S226, the transmission destination and
transmission data determination unit 126 updates the number
of'hops dy in the Y-axis direction to the number of hops in the
Y-axis direction for which the data transmission has not been
performed in S220 to S222. Similar to Example 1, as long as
the data transmissions to the transit nodes for the possible
numbers of dy in the all-to-all communication in the inter-
connect are completed, the method of updating the number of
hops is arbitrarily defined to perform the process of S226.
When the number of hops dy in the Y-axis direction is updated
in S226, the transmission destination and transmission data
determination unit 125 returns the process to S220. And the
transmission destination and transmission data determination
unit 126 uses the updated number of hops dy in the Y-axis
direction to perform the processes of S220 to S224 for each
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possible number of hops dx in the X-axis direction and each
possible number of hops dz in the Z-axis direction.

[0111] When the processes of S220 to S226 are repeated,
the data stored in the area b among the data to be transmitted
to the node(x+dx, y+dy, z+dz) is stored in the area b of the
data area corresponding to the node(x+dx, y, z+dz) in the data
storage area 11c¢ in the node(x, y+dy, z) for each number of
hops dx, dy and dz. Thus, when the data transmissions in the
Y-axis direction from each node are completed (S223: Yes),
the transmission destination and transmission data determi-
nation unit 126 completes the data transmission processes.
[0112] The above is the description of the processes in
which each node(x, y, z) transmits data to be transmitted to the
node(x+dx, y+dy, z+dz) in the X-axis direction, the Y-axis
direction or the Z-axis direction according to the areaa or b or
¢ in which the data is stored. In the present embodiment, after
the processes as described above are completed, the data
stored in the area b as a data area in the data storage area 11¢
is transmitted in the X-axis direction by performing similar
processes. In addition, the data stored in the area ¢ and the
data stored in the area a are transmitted in the Y-axis direction
and in the Z-axis direction respectively.

[0113] Further, after the above data transmissions are com-
pleted, the data stored in the area ¢ in the data storage area 11¢
is transmitted in the X-axis direction by performing similar
processes. Moreover, the data stored in the area a and the data
stored in the area b are transmitted in the Y-axis direction and
in the Z-axis direction respectively.

[0114] When each node performs the above processes, the
data to be transmitted to the target node is transmitted via
three separate routes. As a result, the data which each node
transmits to the target node is stored in the area corresponding
to the originating node in the data storage area 11c in the
target node.

[0115] Incidentally, as long as the data transmissions are
performed as described above, it is arbitrarily determined
which data stored in the area a or b or ¢ is transmitted to the
X-axis direction or the Y-axis direction or the Z-axis direc-
tion. Thatis, when focus is put on the data transmissions in the
X-axis direction in the processes as described above, the data
transmissions in the X-axis direction are performed to the
data stored in the area a and then to the data stored in the area
b and then to the data stored in the area ¢. However, in some
cases, the data transmissions in the X-axis direction are per-
formed, for example, to the data stored in the area ¢ and then
to the data stored in the area a and then to the data stored in the
area b, as long as the data to be transmitted in the X-axis
direction is not redundantly transmitted in the Y-axis direction
or in the Z-axis direction.

[0116] According to the present embodiment, the data
transmission routes from the originating node to the destina-
tion node are divided according to time-sharing. And the data
transmissions in the same direction and with the same number
ot hops are performed collectively. As a result, the packets to
be transmitted with different number of hops are not mixed in
the interconnect. In addition, since the number of barrier
synchronizations in the all-to-all communication decreases,
the overhead of the data transmissions due to the barrier
synchronizations are reduced and the performance of the data
transmission in the all-to-all communication is improved.
Further, a data transmission route is divided into a plurality of
routes and pieces of data are configured not to be transmitted
via the same route and with the same timing. Thus, the data
transmission load on each route is distributed.
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[0117] Although the present embodiment is described as
above, the configurations and the processes of the nodes are
not limited to those as described above and various variations
may be made to the embodiment described herein within the
technical scope of the present invention. For example, it is
arbitrarily determined in which order the direction of the data
transmission is specified among the directions in which each
node is connected. In addition, although it is assumed in the
above descriptions that the nodes are arranged in a grid pat-
tern, the arrangement pattern of the nodes is not limited to the
grid pattern.

[0118] <<Computer Readable Recording Medium>>
[0119] It is possible to record a program which causes a
computer to implement any of the functions described above
on a computer readable recording medium. By causing the
computer to read in the program from the recording medium
and execute it, the function thereof can be provided. Here, the
computer includes the nodes 1 for example.

[0120] The computer readable recording medium men-
tioned herein indicates a recording medium which stores
information such as data and a program by an electric, mag-
netic, optical, mechanical, or chemical operation and allows
the stored information to be read from the computer. Of such
recording media, those detachable from the computer
include, e.g., a flexible disk, a magneto-optical disk, a CD-
ROM, a CD-R/W, a DVD, a DAT, an 8-mm tape, and a
memory card. Of such recording media, those fixed to the
computer include a hard disk and a ROM (Read Only
Memory).

[0121] An information processing system and a controlling
method of an information processing system according to one
embodiment may optimize the communication efficiency.
[0122] Allexample and conditional language recited herein
are intended for pedagogical purposes to aid the reader in
understanding the invention and the concepts contributed by
the inventor to furthering the art, and are to be construed as
being without limitation to such specifically recited examples
and conditions, nor does the organization of such examples in
the specification relate to a showing of the superiority and
inferiority of the invention. Although the embodiments of the
present inventions have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What is claimed is:

1. An information processing system in which a plurality of
information processing apparatuses are connected with each
other, wherein

each information processing apparatus includes

a storage unit configured to store data according to each
destination information processing apparatus, and
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atransmission control unit configured to transmit data to
be transmitted in the same transmission direction and
with the same number of hops collectively among the
data stored in the storage unit.

2. The information processing system according to claim 1,
wherein

data to be transmitted to a destination information process-

ing apparatus is divided into more than one piece of data
and stored in the storage unit, and

the transmission control unit transmits the divided pieces

of data in different transmission directions.
3. The information processing system according to claim 1,
wherein each information processing apparatus includes a
barrier synchronization unit configured to perform a barrier
synchronization when data transmission in a transmission
direction of the different transmission directions is com-
pleted.
4. The information processing system according to claim 1,
wherein each information processing apparatus is connected
with each other in a mesh structure or in a torus structure.
5. A method of controlling an information processing sys-
tem in which a plurality of information processing apparatus
are connected with each other, each information processing
apparatus including a storage unit configured to store data
according to each destination information processing appa-
ratus, the method comprising:
transmitting from each originating information processing
apparatus data to be transmitted in the same transmis-
sion direction and with the same number of hops collec-
tively among the data stored in the storage unit of each
originating information processing apparatus; and

receiving the collectively transmitted data by each destina-
tion information processing apparatus.

6. The method of controlling an information processing
system according to claim 5, wherein

each information processing apparatus divides data to be

transmitted to a destination information processing
apparatus into more than one piece of data and stores the
divided data in the storage unit, and

the divided pieces of data are transmitted in different trans-

mission directions.

7. The method of controlling an information processing
system according to claim 5, the method further comprising:

performing a barrier synchronization when data transmis-

sion in a transmission direction of the different transmis-
sion directions is completed.

8. The method of controlling an information processing
system according to claim 5, wherein each information pro-
cessing apparatus is connected with each other in a mesh
structure or in a torus structure.
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