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IMAGE FUSION SCHEME FOR
DIFFERENTIAL PHASE CONTRAST
IMAGING

[0001] The present invention relates to a method and a
system for differential phase contrast imaging in the medical
environment using an image fusion scheme.

[0002] Phase contrast and scattering-based X-ray imaging
can access information which are not detectable in conven-
tional absorption-based methods, and therefore are consid-
ered as promising tools to significantly improve medical
X-ray imaging. In the last few years, X-ray grating interfer-
ometry has been proved to be a suitable technique for both
phase contrast and scattering imaging. It can simultaneously
measure the absorption contrast (AC) image, the differential
phase contrast (DPC) image and the dark-field (scattering)
contrast (DFC) images (also called small angle scattering
contrast image), providing much richer information of the
underlying sample than conventional X-ray radiography. This
technique has been first successfully implemented on syn-
chrotron facilities and further on conventional X-ray tubes,
paving the road for its broad usage in medical applications.
[0003] Among radiological applications, mammography is
one of the techniques that may profit significantly from this
technique because of the advantages of phase contrast in
imaging soft tissue at lower doses and the additional diagnos-
tic values that could be gained from the scattering signals.
Recently, a research team domiziled at the PSI presented the
first investigation of native, non-fixed whole breast samples
using a grating interferometer based on a conventional X-ray
tube configuration (MammoDPC). The preliminary results
confirmed that this novel technique provides clinically rel-
evant information to complement and improve the diagnosis
for mammography.

[0004] To evaluate this technology and further apply it in
clinical circumstances, a rising question has been how to
effectively fuse the AC, DPC, and DFC signals into one
single, but more informative image. This image fusion prob-
lem is crucial for radiologists to adopt the MammoDPC tech-
nique in clinical applications because in practice it can sig-
nificantly reduce the time for diagnosis and the complexity to
interpret the three different physical signals and enable the
radiologists to use their multiple years of breast cancer diag-
nostic experience. Further, the fused image can often provide
intuitive, additional clinical information that are not apparent
in the single images, and therefore results in more accurate
diagnosis and consequent better treatment. It has been shown
that RGB or IHS colour-coded image fusion method is an
efficient and natural way to represent the three signals and
especially suitable for human vision [1]. However so far, it
does not comply with conventional gray-level images in
mammography which radiologists and medical doctors are
used to work with, as well as the high-resolution (grey-level
only) clinical monitors.

[0005] It is therefore the objective of the present invention
to provide a method and a system for an image fusion scheme
in differential phase contrast imaging which perfectly fits into
the existing diagnostic environment and routines in today’s
radiologists work.

[0006] This objective is achieved according to the present
invention by a method and a system for calculated image
fusion in medical X-ray imaging, preferably mammography,
wherein the absorption data, the differential phase contrast
data and the (small-angle) scattering data of the images of the
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underlying sample are merged by a fusion algorithm into one
single, grey-level image with enhanced details.

[0007] This fusion strategy merges therefore the three sig-
nals into one single grey-level image which has a similar
appearance as the conventional mammograms but with sig-
nificantly enhanced detail features yielded by the DPC and
DFC signals. Moreover, to ensure accurate diagnosis, the
fusion procedure will neither sabotage the resolution nor
increase the noise level. Dramatic differences in noise prop-
erties of the three signals have been observed in grating inter-
ferometer, which are therefore handled carefully in the fusion
algorithm.

[0008] Ina preferred embodiment of the present invention,
the image fusion algorithm is based on a multiple-resolution
(MR) framework, where the original image is decomposed
into several sub-images containing the information of the
original image at different spatial frequencies, preferably
Laplacian, wavelets or similar transformations which carry
out the decomposition. The decomposition therefore empha-
sizes the contribution of the DPC and the DFC signals to the
fused image since the most interesting contributions of the
DPC and DFC signals materializes rather in the high fre-
quency domain than the contribution of AC signal which
contributes rather in the low frequency domain.

[0009] Preferably, absorption data AC, the differential
phase contrast data DPC and the (small-angle) scattering data
DFC are obtained from X-ray investigations based on grat-
ing-based interferometry, analyzer-crystal-based imaging,
coded aperture imaging or any imaging technique that record
these three images. It has to be noted that the terms absorption
data, absorption image, absorption signal rather mean the
same, namely the intensities of the X-ray imaging for the
absorption caused alteration of the incident x-ray beam.
Accordingly, this also applies to the differential phase con-
trast and the (small-angle) scattering.

[0010] Asmentioned above, the fusion algorithm will focus
on generally spoken three main steps:

a) step 1: the absorption, differential phase contrast and
(small-angle) scattering images are transformed into a MR
domain (for instance, wavelet domain) consisting of multiple
levels (s denotes the level index), each level containing sev-
eral sub-bands (o denotes the band index);

b) step 2: the sub-band images are processed and merged in
the MR domain; and

c) step 3: the merged image is reconstructed by the inverse
MR transform.

[0011] An advantageous feature for the execution of step 2
can be achieved when step 2 includes either an intra-band, or
inter-band or both processing, wherein the fused sub-band
F,(t) can be generally expressed by

Fid) = wry - why - wx (D) Dy (D),
Xe[AC.DPC,DFC]

where X represents one of the possible image types: the
absorption contrast (AC), the differential phase contrast
(DPC) or the dark-field contrast (DFC); D, Z(f) represents the
unprocessed coefficients of band 1; 1 denotes the pair (s,0),
indicating a certain band at level s and of band 0. oe {HL,LH,
HH} when wavelet transform is used for the decomposition.
t=(m,n) denotes the 2D coordinates in the sub-band image,
and wherein the intra-band processing, which is represented
by Wy 0Dy (1), assigns a weighting factor w, (1) to each
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coefficient within band 1 with the purpose to increase the local
signal-to-noise ratio (SNR); and wherein the inter-band pro-
cessing gives a global weighting factor wny ;wby; to each
band with the purpose of selecting useful information accord-
ing to the image characteristics and constraining the global
noise level; specifically, wb,, denotes the band selection
weighting factor and wny,; denotes the noise constraint
weighting factor.

[0012] Preferably, the weighting factor w X,Z(f) in the intra-
band processing is given by

a5l @)
o))

wx(D) = ¢[

where ¢(x) is a linear function which normalizes x into a
certain range wherein the ratio

0]

e @

is defined as the local SNR for D, Z(f) and GSW(S’O)(f) and
O, (1) denote the local estimated signal strength and the
standard noise variance, respectively; for simplicity, the
superscript (s,0) of GSW(S’O)(f) and GNW(S’O)(%) is omitted; GSW(f)
and O,,,(t) are used in the following claims; the three images
types and their sub-bands are treated in the same way, so the
subscript X,1 is also dropped.

[0013] Inthe fusion algorithm, the noise has to be watched
attentively since an incorrect handling of the noise could have
the potential to corrupt the entire method. Therefore, as a
further preferred embodiment of the present invention, the
local standard noise variance o,,(1) in the MR domain is
estimated using the prior knowledge of the spatial pixel-wise
noise variance O,(t) in the original image:

L ;
o OF = 5= [ 1@ e do.
=

where H**(w) is the frequency response of the cascaded
wavelet filters at scale s and orientation o, for example H®*)
(0)=T1I, ;" *H(2" ®)G(2° w), where G(w) and H(w) are the
scaling and wavelet filters, respectively wherein the standard
wavelet notation has been used:

A(®) is the Discrete-time Fourier transform (DTFT) of o,
(1), that is

A(@) o, De 7>t

O(1) is measured and/or calculated in advance.

[0014] Preferably, the local signal strength 0.,(1) repre-
sents the weight of the coefficient D(t);

GSw(f) is the local 1, norm of the N neighbor coefficients of
D(t), which is

s = (Z [DG)]”]” 7

icN
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where D(i) may include D(1) itself or neighbor coefficients
from its parent band (s—1,0) or son band (s+1,0); a dedicated
estimation of 0.,(1) is achieved by Context Modeling, where
O, (t) is determined as following:

[0015] i) a context Z() is assigned to each coefficient
D(1), which indicates the significance of the coefficient
and is defined as a weighted average of the absolute
values of the N neighbors of D(1):Z(t)=w7u,, where w
and u, are the vectorized Nx1 weighting factor and the
vectorized absolute values of the N neighbor coeffi-
cients;

[0016] ii) the weighting factor w is statistically obtained
by least-square (LS) estimation through the whole sub-
band:

w=(UTUY Ut D),

[0017] where U is a MxN matrix with each row being o’
for all t and D is the Mx1 vector containing all the
coefficients D(1). M is the number of coefficients in the
sub-band;

[0018] after Z(%) is decided for each coefficient, coeffi-
cients whose contexts Z(t) are close in value are located
and sorted. Let B, denotes the set of coefficients {D(t)}
whose context falls in a similar value range. Those coef-
ficients are considered to have similar significances and
their standard variance O, gives a measurement of the

significance,
s(h) = \/ max{%; DAY’ - o, (b, 0] ,
[0019] where L is the number of the coefficients in B,.
[0020] Further, the band selection weighting factors is
1
whac(s) = v
L+ ”AC(E)
— 2
’IDPC(S SSO)
whppc,(s) = s=sop 7%
| ! +( S )
0, S <50
— 2
’IDFC(S SSO)
Y R
whprci($) =4 { 4 ( 0)
S
0, S <50

where S is the maximal decomposition level and s=0, 1, . . .,
S is the level index; for multiple sub-bands within a certain
level, the same weighting factor is used; >, -, M ppc a0d M o
are the image type related constants controlling the values of
the weighting factors and therefore weighting the contribu-
tions of each image type to the fusion image; and s, represents
a threshold frequency.

[0021] Furthermore, the global noise constraint weighting
factors are inversely proportional to the average noise level of
the sub-band; for instance,
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n 1/Tacy
ACEH = T5= — —
1/Taci+1/Tppci+1/Tprct
Tac,
WhppC,t = po XWhac,
D
Tact
WRDFC, = > XWhac,
DFC.l

where 0, is the average noise variance of AC image at band
15

1 ~
Tact = 4 ﬁz T 3
and

for the DPC and DFC image, 0,5, and 0z, are decided in
the same way.

According to a further preferred embodiment of the present
invention, the absorption data, the differential phase contrast
data and small-angle scattering data were obtained from an
arrangement for X-rays, in particular hard X-rays, for obtain-
ing quantitative X-ray images from a sample, comprising:

[0022] a. an X-ray source;
[0023] b. three gratings or at least two gratings;
[0024] c. a position-sensitive detector with spatially

modulated detection sensitivity having a number of indi-
vidual pixels;

[0025] d. means for recording the images of the detector;
[0026] e.means for evaluating the intensities for each pixel
in a series of images, in order to identify the characteristics of
the object for each individual pixel as an absorption domi-
nated pixel and/or a differential phase contrast dominated
pixel and/or an X-ray scattering dominated pixel and for
executing the fusion algorithm;

[0027] {. wherein the series of images is collected by
continuously or stepwise rotating from 0to s or 2m either
the sample or the arrangement and the source relative to
the sample.

[0028] In this context of the afore-mentioned embodiment,
the arrangement for X -rays can take the images either accord-
ing to the so-called “near field regime” or according to the
“Talbot-regime”, wherein preferably for the near-field-re-
gime operation, the distance between the gratings (G1, G2)is
chosen freely within the regime, and for the Talbot-regime the
distance is chosen according to

LDy L-n-p} /2774

Dy = =
T L= D, L-n-p}/2n22
where n=1,3,5 ... ,and
. . . 7 L+ Dy opn
1 if the phase shiftof G is (2/— 1)5, P2 = T'pl
=, . ‘ ‘ L+Don pr
2 if the phase shiftof Gy is (2/-1)x, pp = T?

where 1=1, 2, 3, D,, is an odd fractional Talbot distance when
the parallel X-ray beam is used, while D,, ,,,, is that when the
fan or cone X-ray beam is used, L is the distance between the
source (X-ray) and the first grating (G1).
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[0029] Typically, in the grating structure of the arrange-
ment for X-rays a first granting is a line grating either as an
absorption grating or a phase grating, wherein the phase
grating is a low absorption grating but generating a consider-
able X-ray phase shift, the latter preferably of & or odd mul-
tiples thereof. Additionally, a second grating (G2) is a line
grating having a high X-ray absorption contrast with its
period being the same as that of the self image of the first
grating; the second grating being placed closely in front of the
detector, or integrated in it, with its lines parallel to those of
the first grating.

[0030] The phase stepping with this arrangement for
X-rays can be preferably performed by the shift of one grating
with respect to the others gratings in a direction perpendicular
to the orientation of the grating lines of the gratings.

[0031] For performing a tomographic reconstruction of the
images, the fusion protocol in the fusion algorithm is applied
to multiple angular projections. The presented fusion proto-
col is applied to tomographically reconstructed slices

[0032] Preferred embodiment of the present invention are
hereinafter described in more detail with reference to the
attached drawings wherein:

[0033] FIG. 1 shows schematically the set-up of a typical
grating-based x-ray interferometer;

[0034] FIG. 2 shows a MammoDPC images for an ROI
close to a carcinoma; (a) is the AC image, (b) is the DFC
image and (c) is the derivative of the AC image, for fair
comparison with the DPC image; (d) represents the DPC
image;

[0035] FIG. 3 illustrates the principle of the MR image
fusion framework;

[0036] FIG. 4 shows quantitatively the band selection
weighting factors used in the image fusion algorithm;
[0037] FIG. 5 shows the comparison of the fusion image
and the AC image of a patient with a large tumor mass and
spiculations; (a) is the AC image of the whole breast; (b) is the
corresponding fusion image; (c) are the details of the ROI
shown in the AC image; and (d) is the same ROI of the fusion
image in details;

[0038] FIG. 6 shows the comparison of the fusion image
and the AC image of a patient with irregular parenchyma; (a)
is the AC image of the whole breast; (b) is the corresponding
fusion image; (c) show the details of the ROI shown in the AC
image; and (d) shows the same ROI of the fusion image in
details.

[0039] According to the present invention, a method and a
system for calculated image fusion in medical imaging is
disclosed. Presently, an image fusion scheme for differential
phase contrast mammography based on the multiple-resolu-
tion (MR) method is hereinafter discussed in more detail. The
framework using MR method for image fusion has been
established by G. Piella [2]. It follows a “decomposition—
processing and fusing—reconstruction” style. However for a
particular application, like MammoDPC here, principles for
the “processing and fusing’ should be explored and designed.
The proposed fusion scheme handles the three signals difter-
ently with particular care on adding more “signals” than
“noises”. The AC, DPC, and DFC signals are first trans-
formed into multiple levels and bands, which represent image
information at different scales and frequencies, using wave-
lets decomposition. Then a two-step processing follows:
First, an intra-band processing enhances the local signal-to-
noise ratio (SNR) and features using a novel noise estimation
method to model the noise and the context modeling to model
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the signal. In the second step, an inter-band processing
weights each band by considering their characteristics and
contributions, as well as suppressing the global noise level.
High frequency components of DPC and DFC images are
preferred according to prior diagnostic knowledge while the
information of the AC image is well kept. The resulting fusion
image has similar appearance as conventional mammogram
but significantly enhanced detail features, and the noise level
is maintained at the same time.

Fundamentals of MammoDPC Method

[0040] The principle of grating interferometry for differen-
tial phase contrast imaging has been well established in the
past few years. Briefly speaking, the system is usually com-
posed of an X-ray tube, a three-grating interferometry, and a
2D detector as shown in FIG. 1. FIG. 1 shows a two-gratings
set-up (top) and three-gratings set-up (bottom) for X-ray
imaging as for example disclosed in the European Patent
applications EP 2 400 891 A1 and EP 1 887 936 A1 which are
herewith incorporated by reference.

Image Formation

[0041] During the data acquisition, one of the gratings is
moved perpendicular to the grating lines within at least one
gratings period (phase stepping approach). For each pixel on
the detector, a quasi-sine intensity curve is recorded. The AC,
DPC, and DFC signals are obtained by an information retriev-
ing algorithm operating on phase stepping curves with and
without the object.
[0042] The phase stepping curve can be approximately
expressed by

. n
Ipe (%, y) = ag(x, y) + a1 (%, y)Sm[ZﬂN— +d(x, y)],
ps

where N, is the number of phase steps, n is the index of the
step.
[0043]
as:

Then the AC, DPC, and DFC images are defined

AC=-InT = —1,{ —“O'Obf] @

QAobg

1
DPC= ;((bobj —dyg),

DFC=—Inv = —1.{@ - “Oﬂ]

Qoobj  CQlbg

[0044] Signals from the scans with and without object
(background scan) are labeled by “obj” and “bg”, respec-
tively. It follows that ranges of the recorded signals are ACe[0
o], DPCe[-1 1], DFCe [0 ]. T and v are the defined as the
transmission image and visibility degradation image which
will be used in next section.

Noise Properties

[0045] Although the three signals are obtained simulta-
neously, their intrinsic noise properties are different, which
means that they cannot be treated equally in the image fusion
process. With a fine-tuned system, the quantum noise on the
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detector is considered to be the main noise source. In this
case, the spatial pixel-wise noise variances could be calcu-
lated and measured based on error propagation:

_r 1o ©)
7he = Npsaz(l i

' ol
Thre = 22VEN (1 T Tvz]’

e LA

where T and V are the mean intensity of the transmission
image and visibility degradation image for one pixel as
defined in Eq. (2), respectively. a,” is the mean intensity of the
phase stepping curve without object. v is the visibility at that
pixel which can be measured with a background scan. f” and
> are noise related coefficients with and without object, which
could be measured Error! Reference source not found. v, {”
and f° are known constants for a tuned system.

[0046] The noise variances of DPC and DFC images are
generally larger than the absorption image. Considering the
possible existences of other noise sources, this noise estima-
tion is considered to be optimistic. However, it could provide
useful prior knowledge for post-processing especially
because the spatial distribution of the noise is taken into
account. In order to use this knowledge in the MR image
fusion scheme, one needs to transform the spatial noise vari-
ances into the MR domain which will be discussed later.

ob

Additional Diagnostic Values

[0047] Image fusion schemes for MammoDPC should be
driven by the additional diagnostic values from the DPC and
DFC images. For the DPC image, the main gain is given by
the high spatial frequency components of it because the dif-
ferential phase signal is generally sensitive to the edges at
tissues interfaces. The DFC image, on the other hand, con-
tributes greatly in enhancing microcalcifications and fibrous
connective tissue visualization. An example is illustrated in
FIG. 2. Both DPC and DFC images provide additional and
complementary information to the AC image. Besides, DPC
image has the potential to distinguish a type of malignant
conversion and its extension within normal breast tissue. The
advantages of DFC image in imaging microcalcifications and
fibrous tissue can play an important role in early breast cancer
detection because both microcalcifications and fibrous tissue
are related to the development of malignant lesions. From the
point of view of image processing, those detail features
(edges, microcalcifications and fibrous structures) belong to
the high frequency components of the images.

[0048] Therefore, in the proposed image fusion scheme, it
is aimed at taking preferable high frequency information
from DPC and DFC, whereas low frequency information is
mostly taken from AC.

[0049] FIG. 2 shows a MammoDPC images for an ROI
close to a carcinoma. Part (a) shows the AC image; part (b) is
the DFC image; and part (c) is the derivative of the AC image,
for fair comparison with the DPC image. Part (d) represents
the DPC image. The fibrous tissues which are hardly seen in
the AC image is highly enhanced, visualized and distin-
guished in the DFC image as indicated by the arrows and
circles in (a) and (b). The DPC image is sensitive to the edges
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and also provided additional detail features which can not be
seen in the AC image as demonstrated in the red rectangular
in (c) and (d).

[0050] Inthe following the image fusion scheme for Mam-
moDPC is explained in more detail. The principle of the
multiple resolution (MR) framework is illustrated in FIG. 3.
Generally speaking, the framework includes three steps:

Step 1: The images are first transformed into the MR domain,
consisting of multiple levels. Each level might contain several
sub-bands depending on the decomposition methods, e.g.
Laplacian decomposition or wavelet transform. Each sub-
band contains the information of the original image at a
different spatial frequency.

Step 2: The band images are then processed and merged
within the transformed domain according to the peculiarities
of the application.

Step 3: The fusion image is reconstructed by inverse MR
transform.

[0051] The present scheme therefore mainly acts at the
level of Step 2, including an intra- and an inter-band process-
ing, while using a standard wavelet transform at Step 1 and 3.

[0052] Many decomposition methods have been studied
and are used in various applications. Different types of wave-
lets, with different properties, could have been used, however
this is not a subject for the discussion in this patent applica-
tion. Instead, a general fusion scheme is proposed for the
particular application here, namely, differential phase con-
trast mammography.

[0053] Another advantage of the MR method worth men-
tioning is that both denoising and contrast enhancement, two
common processing steps in radiography, can be applied eas-
ily within the same framework, providing the possibility to
further improve the fusion result according to the require-
ments set by the radiologists.

[0054] Asmentioned earlier, FIG. 3 illustrates the principle
of'the MR image fusion framework. Images are first decom-
posed into multiple bands (corresponding to image informa-
tion at different resolution) and those bands are processed and
merged according to the applications. The fusion image is
finally reconstructed by inverse transform.

Intra-Band Processing

[0055] The intra-band processing is designed to increase
local SNR (signal noise resolution). A weighting factor is
assigned to each wavelet coefficient:

IAC,I(E):WAC,SNR(})XDA C,l(})
IDPC,I(}):WDPC,SNR(E) XDDPC,I(E)
IDFC,I(}):WDFC,SNR(E) XDDFC,I(E) 4

where D AC,Z(f) represents the original coefficients of band 1 in
the wavelet domain for the AC image. 1 denotes the pair (s,0),

indicating a certain band at scale s and orientation oe{HL,

LH HH} t=(m,n) denotes the 2D coordinates of a given coef-
ficient in wavelet domain. The same notation rules apply to
DPC and DFC images.
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[0056] Here, the DPC image is taken as an example. The
weighting factor is given by:

TslD) ] ®)
o

wppesve(D) = ¢[

where ¢(x) is a linear normalized function which normalizes
the ratio

(D)

(D)

into the range for a given band. Too large WDPC,SNR(f) is
observed to cause obvious artifacts in the fusion image. To
keep the information from the AC image, it’s not necessary to
process D . A1). Therefore w 4c, (D) could be fixed to 1.
[0057] The goal now is how to estimate the “signal
term”o., (1) and the “noise term” o,,,(f) in the wavelet
domain.

Noise Estimation

[0058] Inorderto use the spatial noise information (Eq. (3))
within the MR framework, the expressions of the noise vari-
ances in the wavelet domain need to be deducted. Without
loss of generality, an additive noise model is assumed with
known variance for each pixel, with the noises not being
spatlally correlated and having local stationary property. The
noise at position t can be modeled by a standard, white Gaus-
sian noise process e(%):

n(B=0n(2)e(d), Q)

where o,,(1) is the known standard noise variance in the
spatial domain as expressed by Eq. (3). n(t) is a real-value,
zero mean random process. Note A(w) as the Discrete-time
Fourier transform (DTFT) of o (t)

o) = ;_ﬂ f” AT At @

[0059]

Equation (6) now turns into

n(d) = % f” A AF(O), ®

with F(o) being the DTET of e(?).

[0060] The spatial noise variance could be therefore
expressed by
w1 = Eln(d - n(b)] ©

§’|

(=)

(ﬂ] f i f " ELAF () dF@n]A" o) AGye 7 e

f i f " Eld Fl@o) d FonA@p A T 7
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-continued

1~ o
= —f AT ()AGET dé
2% _x

1 e -
= f AW@) 2™ do
2% S _x

[0061] Here, the factis used that n(t) is a real-value process,
A(w) A*(—u)) and the sign of u) , is changed for integration.
Also, B[dF(®,)dF(®,)]=21d(w, -m,)dm,do, because F(w)
has orthogonal increments due to the white noise process.
[0062] Following the same procedure, let H**(w) be the
frequency response of the cascaded wavelet filters at scale s
and orientation o, for example H**(w)=II, ,* "H(2" 0)G(2*
), where G(w) and H(w) are the scaling and wavelet filters,
respectively. The wavelet domain noise variance at scale s and
orientation o is approximately given by:

(52O = Elnu® - nu(d)] (10)

1 "
~ _f [HS @) - A0 do
2% S _x

[0063] The connection between the spatial noise variance
and the noise variance in the wavelet domain is setup by Eq.
(7) and Eq. (10). For simplicity, for now on, the superscript
(5,0) is omitted, 0, (1) is used in the following sections.

Signal Estimation

[0064] To optimally fuse the DPC and DFC images into the
AC image, the essential step is to extract all the informative
features from them. Ideally, those features need to be decided
by diagnostic practices. However, at this stage, a focus is laid
on keeping important features by modeling, which can be
considered as “blind signal estimation”.

[0065] The signal is estimated using context modeling
(CM), which is a powerful tool and has been effectively used
in data compressing and image denoising. It takes into
account the naturally, spatially varying characteristics of an
image. The fundamental idea is to group pixels of similar
nature but not necessarily spatially adjacent in the wavelet
domain, and then gather statistical information from those
pixels. In our MammoDPC, the images have an average size
larger than 5000x4000 pixels, therefore the statistics can be
considered to be robust.

[0066] For each coefficient D(t) in the wavelet domain
(treating the three images in the same way, so the subscript is
dropped in the following), a context Z(1) is assigned to it,
which indicates the significance of the coefficient:

Z(?):WTu,, (11

where Z(1) is defined as a weighted average of the absolute
values of its p neighbors, and w and u, are the vectorized px1
weighting factor and the absolute values of the neighbor
coefficients.

[0067] The weighting factor w is obtained by least-square
(LS) estimation in the sub-band:

w=(UTUy Ut D), (12)
where U is a Nxp matrix with each row being u,” for all tand

D is the Nx1 vector containing all the coefficients D(®). N is
the number of coefficients in the sub-band. In our implemen-
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tation, nine neighbors are used, eight of which are the neigh-
borhood pixels in the same band, and the other one is from the
parent band.

[0068] After Z(1) is decided for each coefficient, the vari-
ance of the random variable D(%) is estimated from other
coefficients whose context variables are close in value to Z(0).
Coefficients whose contexts Z(t) are similar are located by
applying a moving window on the sorted Z(1). Let B, denote
the set of points {D(t)} whose context falls in the moving
windows. Those coefficients are considered to have similar
significances and their standard variance oy, is calculated:

) (13)
osld) = \/ max{z; DY’ - ok D), 0] ,

where L is the number of the coefficients in the moving
window and oy, 2(1) is the pixel-wise noise variance dis-
cussed above.

Inter-Band Processing

[0069] In this procedure, instead of weighting each coeffi-
cient, a global weighting factor is assigned to each band with
the purpose to constrain the global noise level and select
useful information according to the image characteristics.

[0070]

Fwn e }wh sc % Lsc rtWhppe *Whppc <Ippc,rt
WHpEC, X WbDFc,lXIDFc,b (14)

The weighting scheme is given by

where wb denotes the band selection weighting factor and wn
denotes the noise constraint weighting factor and will be
introduced in the following section. 1. ;, Iy p-  and Iy, are
the band images after the intra-band processing.

Band Selection

[0071] As mentioned above, the higher frequency compo-
nents of DPC and DFC images are preferred by the present
fusion scheme according to the invention. To make sure that
the fusion image looks similar to the AC image, the “zero”
frequency (LL band) and their low frequency components are
not used. This ensures that the histogram of the fusion image
does not change dramatically from that of the AC image.

[0072] To weight the bands, the ideal weighting factors
should be selected by evaluating the amount of useful infor-
mation contained in the sub-band. This requires practical
methods to extract clinical-relative features. We initially
apply a weighting scheme which is a heuristic generalization
of our Fourier-domain fusion method and extend it to fuse the
DFC image. Low frequency components of DPC and DFC
images are not used or suppressed while high frequency com-
ponents of them are preferred.

[0073] The band selection weighting factors are given by
15
whacls) = 52 4
1+ ’IAC(§)
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-continued
S —50\2 (16)
nDPc( 5 )
— 5> S0
whppc(s) = 1+(S 50)
S
0, 5 <80
s —50\2 17
'IDFC( 5 )
borc) =] 1, (oS
whprc(s) =
()
0, S <50

where S is the maximal decomposition level, and S=loin our
case. s=0, 1, ..., S is the level index. For multiple sub-bands
within a certain level, the same weighting factor is used. 1 4,
Nprc and Mz are the image type related constants control-
ling the values of the weighting factors and therefore they
weight the contributions of each image type to the fusion
image. It is clear that the factors for AC image are decreasing
with s increasing, while those of DPC and DFC are increas-
ing, resulting in higher frequency components to be pre-
ferred. s, represents the cutting frequency, which means that
levels below s, are not used in the fusion. This applies to DPC
and DFC images. Smaller s, means more low frequency infor-
mation from DPC and DFC are involved in the fusion image,
however it has been found to affect the appearance of the
fusion image significantly and to make the fusion image
un-interpretable by the radiologists.

[0074] m,~0means all the information from the AC image
is kept, while n ,>0 gives preferences to the low frequency
components of AC image. The loss of the high frequency
components could be compensated by merging the high fre-
quency components of the DPC image and helps suppress the
total noise Error! Reference source not found. Eq. (16) and
Eq. (17) are similar, however 1 p>N prc Would mean DPC
image is preferred to DFC image, and vice versa. In this paper,
the contributions of the DPC image are preferred because the
edge enhancement effects indeed improved the visual detec-
tion of many features at the level of diagnosis. Further, the
DFC image contributes most to the noise in the three signals,
therefore n,is chosen to be smaller than m ., and accord-
ingly will influence the final, fusion image less.

[0075] It is noted here that the strategy for choosing the
band weighting factors could be very different according to
different clinical scenarios and is not limited by Eq. (15)-(17).
In practice, multiple weighting factor tables could be pre-
stored, selected and used to generate the fusion image “on-
the-fly”, which gives the possibilities to tune the fusion image
in diagnostic practices.

Global Noise Constraint

[0076] During the development of the algorithm it was
observed that the noise level of the fusion image is mainly
affected by the weighting on the bands and not by the pixel-
wise weighting of the intra-band processing. To suppress the
noise or at least keep its level similar to that of the AC image,
a band-level weighting factor is assigned to each band.

[0077] For each band, the same noise estimation method
described above is adopted. The average noise variance o,
of AC image for band 1 is given by
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1 N
Tact = 4] ﬁz O

The same rule applies for DPC and DFC images.

[0078] The noise-constraint weighting factors are then
given by
e = L/Tacy (13)
ACH= T — —
1/Tacs+1/Tppci+1/Tprcy
Tact
WADPC = — Xwnac,
Tpprc,t
Tac
WApDFC = — XWhAC,
TprC

for AC, DPC, DFC images, respectively.

[0079] Intuitively, the weighting factor is inverse propor-
tional to the average noise level of the sub-band. By doing
this, the noise level in the fusion image can be suppressed.
[0080] The image fusion scheme according to the present
invention was evaluated by experimental MammoDPC data.
The data was taken with a Talbot-Lau grating interferometer
installed at Paul Scherrer Institute in Villigen, Switzerland.
The interferometer was operated at the Sth Talbot distance, at
a tube voltage of 40 kVp with mean energy of 28 keV and at
a current of 25 mA.

Image Fusion Parameters

[0081] The detector noise related coefficients were mea-
sured, where '=0.33 and £*=0.27. The spatial noise variances
of the three signals were calculated according to Eq. (3).
Decimated wavelets decomposition with Daubechies filters
with order 4 was used. The size of three images was 7000
(H)x5000(W). The images were decomposed into 10 levels,
and each level contained three bands (LH,HL,HH) except the
low frequency level LL.

[0082] The band selection weighting factors were decided
according to Eq. (15)-(17), where m,.~0.5, Mpp~2,
Nprc—1, and s;=2 were used. These weighting factors are
shown in FIG. 4. Band No. 0 represents the LL band (the
“zero” frequency component).

[0083] A fusion example using the proposed scheme is
given in FIG. 5. The breast of this patient contains a large
tumor mass and many spiculations. As it can be seen, the
fusion image shows an overall better performance than the
AC image in terms of sharpness and detail visibility. The
fusion scheme clearly enhances the spiculations which are
more obviously seen in the ROIs shown by FIGS. 5(¢) and
5(d). Diagnostically, this enhancement is very relevant since
spiculations are usually appearing in relation to malignant
formations sometimes difficult to detect in normal, absorp-
tion based mammogram. Some air bubbles artefacts are more
obvious in the fusion image, however this are related to the
intrinsically ex-vivo character of the experiment and will
disappear once in-vivo experiment will be performed. There-
fore, removing those artifacts is not an issue and will not be
discussed further.

[0084] FIG. 5 shows the comparison of the fusion image
and the AC image of a patient with a large tumor mass and
spiculations. (a) The AC image of the whole breast; (b) The
corresponding fusion image; (¢) The details ofthe ROI shown
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in the AC image; (d) The same ROI of the fusion image in
details. The images are shown with the same display window.
Note also that both images have been acquired with the same
dose.

[0085] Evaluation of an image fusion method is a tough
topic and there are no standard metric and/or method avail-
able. The evaluation strongly depends on the applications
themselves. Here, two ROIs (a uniform area within the
sample and one in the background), estimated the noise prop-
erties and compared the fusion image and the AC image to
evaluate the noise property of the proposed fusion scheme.
The two ROIs are indicated in FIG. 5(4). The mean and
standard variance of the ROI within the sample are 0.913+0.
008 in the AC image and 0.913£0.010 in the fusion image,
respectively. For the ROI in the background, the values are
0.038+0.111 inthe AC image, and 0.039+0.110 in the fusion.
This rough qualitative analysis shows that the noise level in
the fusion image was well preserved.

[0086] Another example is shown in FIG. 6. This patient
shows an irregular parenchyma because of a previous bilat-
eral breast reduction mammoplasty. The diagnostic challenge
was to distinguish invasive tumor from scar tissue. The micro-
scopic structure of the scars was expected to generate a larger
scattering signal than normal breast tissue. These enhanced
tissue features contributed by the DFC images (as indicated
by the arrows in FIG. 6(b)) are effectively merged into the
fusion image, which provide complementary and useful
information for diagnosis. FIG. 6 shows the comparison of
the fusion image and the AC image of a patient with irregular
parenchyma. (a) The AC image of the whole breast; (b) The
corresponding fusion image. (¢) The details of the ROI shown
in the AC image; (d) The same ROI of the fusion image in
details. The enhanced details in the fusion image are pointed
out by arrows. The images are shown with the same display
window.

CONCLUSION

[0087] The effective image fusion scheme for grating-
based differential phase contrast mammography (Mam-
moDPC) with the MR framework according to the present
invention has been demonstrated. Higher frequencies of the
DPC and DFC images are efficiently merged into the AC
image, while noise is constrained. Future work will include
the image quality evaluation with clinical practices and fusion
parameter optimization for different applications.
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1-18. (canceled)

19. A method for calculated image fusion in medical X-ray
imaging, which comprises the steps of:

merging absorption data, differential phase contrast data
and small-angle scattering data of images of an under-
lying sample by a fusion algorithm into one single, grey-
level image with enhanced details.

20. The method according to claim 19, wherein the calcu-
lated image fusion is based on a multiple-resolution frame-
work, where an original image is decomposed into several
sub-images containing information of the original image at
different spatial frequencies.

21. The method according to claim 19, which further com-
prises obtaining the absorption data, the differential phase
contrast data and the small-angle scattering data of the images
from X-ray investigations based on grating-based interferom-
etry, analyzer-crystal-based imaging, or coded aperture imag-
ing.

22. The method according to claim 21, which further com-
prises:

a) transforming the absorption data, the differential phase
contrast data and the small-angle scattering data of the
images into a multiple-resolution domain consisting of
multiple levels (S denotes a level index), each level
containing several sub-bands (o denotes a band index);

b) processing and merging sub-band images in the MR
domain; and

¢) reconstructing a merged image by an inverse MR trans-
form.

23. The method according to claim 22, wherein the step b)
includes intra-band processing, inter-band processing or both
the intra-band processing and the inter-band processing,
wherein a fused sub-band F (1) can be generally expressed by

Fi() = wiy - why - wx (D Dy (0),
Xe[AC,DPC.DEC]

where X represents one of possible image types: an absorp-
tion contrast (AC), a differential phase contrast (DPC) or
a dark-field contrast (DFC);

D X,Z(f) represents an unprocessed coefficients of band 1;

1 denotes a pair (s,0), indicating a certain band at level s and
of band o, oe{HL,LH,HH} when wavelet transform is
used for a decomposition;

t=(m,n) denotes 2D coordinates in a sub-band image;

the intra-band processing, which is represented by w Z(f)
~DX,Z(f), assigns a weighting factor WX’Z(%) to each coet-
ficient within the band 1 to increase a local signal-to-
noise ratio;

the inter-band processing gives a global weighting factor
Wi Wby, to each band for selecting useful information
according to image characteristics and constraining a
global noise level; and

wh,, denotes a band selection weighting factor and wny,
denotes a noise constraint weighting factor.

24. The method according to claim 23, wherein the weight-
ing factor wy (1) in the intra-band processing is possibly
given by
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(s,0)
Wyl = ¢[ ”f;i,)(’) ]
T ()

where ¢(x) is a linear function which normalizes x into a
certain range wherein a ratio

0]
i ®

is defined as the local SNR for Dy (D) and 0,,5() and
O, (1) denote a local estimated signal strength and a local
standard noise variance, respectively; for simplicity, super-
script (s,0) of GSW(S (1) and o, (1) is omitted; OSW(t) and
o Ny (1) are used in the followmg claims; the three images
types and their sub-bands are treated in a same way, so sub-
script X,1 is also dropped.

25. The method according to claim 24, wherein the local
standard noise variance O, (t) in the MR domain is estimated
using prior knowledge of a spatial pixel-wise noise variance
O(1) in the original image:

[ ~ — f @) -AG)P e da,

where H®°)(w) is the frequency response of the cascaded
wavelet filters at scale s and orientation o, for example
HSY(0)=T1, ;' H(2' 0)G(2° o), where G(w) and H(w)
are scaling and wavelet filters, respectively wherein the
standard wavelet notation has been used:

A(®) i is the Discrete-time Fourier transform (DTFT) of
O,(D), that is

A(®)oy, (e dr; and

On.(f) is measured and/or calculated in advance.
26. The method according to claim 24, wherein:

the local estimated signal strength o™"(t) represents a
weight of the coefficient D(t);

0,1 is a local 1, norm of N neighbor coefficients of D),
which is

b = [Z [DG)]”]””,

icN

where D(1) may include D(%) itself or the neighbor coefficients
from its parent band (s-1,0) or son band (s+1,0);

a dedicated estimation of g, (1) is achieved by Context Mod-
eling, where GSW(f) is determined as following:

(i) a context Z(t) is assigned to each said coefficient D(1),
which indicates a significance of the coefficient and is
defined as a weighted average of absolute values of the N
neighbor coefficients of D(t):

Z(E):WT U,
where w and v, are a vectorized Nx1 weighting factor and

vectorized absolute values of the N neighbor coeffi-
cients;
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(i1) The weighting factor w is statistically obtained by
least-square estimation through a whole sub-band:

w=(UTUY Ut D),

where U is a MxN matrix with each row being u,” for all t
and D is the Mx1 vector containing all the coefficients
D), M is ~anumber of the coefficients in the sub-band;

(iii) After Z(t) is decided for each coefficient, coefficients
whose contexts Z(t) are close in value are located and
sorted;

Let B, denotes a set of coefficients {D(f)} whose context
falls in a similar value range, those coefficients are con-
sidered to have similar significances and their standard
variance Og,, gives a measurement of the significance,

Tl = \/ max{%; DY’ - o, ), 0] ,

where L is the number of the coefficients in B,.
27. The method according to claim 23, wherein the band
selection weighting factors is

1

b = ,
whac(s) 1+7]Ac(§)2
'IDPC(S ;SO )2
— 2 = s5>s
whppcu($) =4 { 4 (%)2
0, S <50
’IDFC(S ;SO )2
— =, s>
wbprc(s) = 1+(S SSO)
0, S <50

where S is a maximal decomposition level and s=0, 1, . . .
, S is a level index;

for multiple sub-bands within a certain level, a same
weighting factor is used;

N Nppe and Mpec are an image type related constants
controlling values of the weighting factors and therefore
weighting contributions of each image type to the fusion
image; and

s, represents a threshold frequency.

28. The method according to claim 23, wherein global

noise constraint weighting factors are inversely proportional
to an average noise level of a sub-band; for instance,

o 1/Tacy
ACL= T — —
1/Tacs+1/Tppci+1/Tprcy
Tac
WHppC = — XWhac,t
!
Tact
WHpFC = XWhaC (>

Tprc,t

where o, is an average noise variance of AC image at
band 1,
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1 N
Tact = 4] NZ ROR

and

foraDPC and DFC image, O, ,and 0,z , are decided in
a same way.

29. The method according to claim 19, which further com-
prises:

obtaining the absorption data, the differential phase con-
trast data and the small-angle scattering data of the
images from an arrangement for X-rays for obtaining
quantitative X-ray images from a sample, the arrange-
ment for X-rays comprising:

a. an X-ray source;

b. at least two gratings;

c. a position-sensitive detector with spatially modulated
detection sensitivity having a number of individual pix-
els;

d. means for recording the images of the position-sensitive
detector;

e. means for evaluating intensities for each pixel in a series
ofimages, in order to identify characteristics of an object
for each individual pixel as an absorption dominated
pixel and/or a differential phase contrast dominated
pixel and/or an X-ray scattering dominated pixel;

f. wherein a series of images is collected by continuously or
stepwise rotating from 0 to « or 2 either the sample or
the arrangement and the x-ray source relative to the
sample.

30. The method according to claim 19, wherein the images
are taken according to a so-called “near field regime” or
according to a “Talbot-regime”.

31. The method according to claim 29, wherein the at least
two gratings include a first granting being a line grating
selected from the group consisting of an absorption grating
and a phase grating, wherein the phase grating is a low
absorption grating but generating a considerable X-ray phase
shift, the phase grating being of 7 or odd multiples thereof.

May 5, 2016
10

32. The method according to claim 31, wherein:

the at least two gratings include a second grating being a
line grating having a high X-ray absorption contrast with
its period being a same as that of a self image of the first
grating; and

the second grating being placed closely in front of the

position-sensitive detector, or integrated in it, with its
lines parallel to those of the first grating.

33. The method according to claim 30, wherein for a near-
field-regime operation, a distance between the gratings is
chosen freely within the near field regime,

and for the Talbot-regime is chosen according to

L-D, L-n-p}/2n°A

Dyoon = =
LoD, T L-n-pi A
where n=1,3,5 ... ,and
. . . n L+ Dy pn
1 if the phase shift of G| is (2/— 1)5, p2= 7 p1
=, . ‘ ‘ L4 Dy p1
2 if the phase shift of Gy is 2/—1)w, p, = T?
where 1=1, 2,3 . . ., D, is an odd fractional Talbot distance

when a parallel X-ray beam is used, while D,, ,,, is that when
a fan or cone X-ray beam is used, L is a distance between the
X-ray source and the first grating.

34. The method according to claim 32, which further com-
prises performing phase stepping by a shift of one of the
gratings with respect to other ones of the gratings in a direc-
tion perpendicular to an orientation of grating lines of the first
and the second gratings.

35. The method according to claim 29, which further com-
prises applying a fusion protocol to multiple angular projec-
tions acquired with a purpose of performing a tomographic
reconstruction.

36. The method according to claim 29, wherein a presented
fusion protocol is applied to tomographically reconstructed
slices.

37. The method according to claim 20, wherein the decom-
posing into the several sub-images is performed by one of
Laplacian, wavelets or similar transformations to carry out
the decomposition.



