
US010180715B2 

( 12 ) United States Patent 
Fein et al . 

( 10 ) Patent No . : US 10 , 180 , 715 B2 
( 45 ) Date of Patent : Jan . 15 , 2019 

( 54 ) CORRELATING USER REACTION WITH AT 
LEAST AN ASPECT ASSOCIATED WITH AN 
AUGMENTATION OF AN AUGMENTED 
VIEW 

( 58 ) Field of Classification Search 
CPC . . . GO6T 19 / 006 ; G06T 11 / 60 ; G06F 17 / 3087 ; 

GO6F 17 / 30964 
See application file for complete search history . 

( 71 ) Applicant : Elwha LLC , Bellevue , WA ( US ) ( 56 ) References Cited 
U . S . PATENT DOCUMENTS 

6 , 091 , 378 A 
6 , 326 , 985 B1 

( 72 ) Inventors : Gene Fein , Westlake , CA ( US ) ; Royce 
A . Levien , Lexington , MA ( US ) ; 
Richard T . Lord , Tacoma , WA ( US ) ; 
Robert W . Lord , Seattle , WA ( US ) ; 
Mark A . Malamud , Seattle , WA ( US ) ; 
John D . Rinaldo , Jr . , Bellevue , WA 
( US ) ; Clarence T . Tegreene , Mercer 
Island , WA ( US ) 

7 / 2000 Richardson et al . 
12 / 2001 Tazoe et al . 

( Continued ) 

FOREIGN PATENT DOCUMENTS 
CN 
EP ( 73 ) Assignee : Elwha LLC , Bellevue , WA ( US ) 

102436663 A 5 / 2012 
1117074 A2 7 / 2001 

( Continued ) 
( * ) Notice : Subject to any disclaimer , the term of this 

patent is extended or adjusted under 35 
U . S . C . 154 ( b ) by 0 days . 

OTHER PUBLICATIONS 

( 21 ) Appl . No . : 13 / 721 , 340 
( 22 ) Filed : Dec . 20 , 2012 

Doobybrain ; “ GE ' s Augmented Reality Demo ” ; YouTube ; uploaded 
Feb . 4 , 2009 , pp . 1 - 2 ; located at : http : / / www . youtube . com / watch ? 
v = 00FGtH5nkxM . 

( Continued ) 
( 65 ) Prior Publication Data 

US 2014 / 0098133 A1 Apr . 10 , 2014 
Primary Examiner – Phi Hoang 

( 63 ) 
Related U . S . Application Data 

Continuation - in - part of application No . 13 / 711 , 095 , 
filed on Dec . 11 , 2012 , now Pat . No . 9 , 111 , 384 , 

( Continued ) 

( 57 ) ABSTRACT 
Computationally implemented methods and systems include 
detecting one or more user reactions of a user in response to 
a display to the user of an augmented view of an actual scene 
from a real environment , the augmented view that was 
displayed including one or more augmentations , and corre 
lating the detected one or more user reactions with at least 
one or more aspects associated with the one or more 
augmentations that were included in the augmented view 
that was presented . In addition to the foregoing , other 
aspects are described in the claims , drawings , and text . 

( 51 ) Int . Ci . 
G06F 3 / 01 ( 2006 . 01 ) 
G06T 19 / 00 ( 2011 . 01 ) 
G06T 11 / 60 ( 2006 . 01 ) 

( 52 ) U . S . CI . 
CPC . . . . . . . . . . . . . G06F 3 / 013 ( 2013 . 01 ) ; G06F 3 / 011 

( 2013 . 01 ) ; G06T 11 / 60 ( 2013 . 01 ) ; G06T 
19 / 006 ( 2013 . 01 ) 45 Claims , 26 Drawing Sheets 

26b 
20a 

Display 
Eye ( s ) 502 

. , 

Actual View ( s ) 51 

504 

Augmented 
view ( s ) 56 

* * 20 
User 52 



US 10 , 180 , 715 B2 
Page 2 

Related U . S . Application Data 
which is a continuation of application No . 13 / 709 , 
465 , filed on Dec . 10 , 2012 , now Pat . No . 9 , 111 , 383 , 
which is a continuation - in - part of application No . 
13 / 690 , 003 , filed on Nov . 30 , 2012 , now Pat . No . 
9 , 105 , 126 , which is a continuation of application No . 
13 / 689 , 372 , filed on Nov . 29 , 2012 , which is a con 
tinuation - in - part of application No . 13 / 673 , 070 , filed 
on Nov . 9 , 2012 , now Pat . No . 9 , 448 , 623 , which is a 
continuation of application No . 13 / 672 , 575 , filed on 
Nov . 8 , 2012 , now Pat . No . 9 , 141 , 188 , which is a 
continuation - in - part of application No . 13 / 648 , 012 , 
filed on Oct . 9 , 2012 , now Pat . No . 8 , 941 , 689 , which 
is a continuation of application No . 13 / 646 , 147 , filed 
on Oct . 5 , 2012 , now Pat . No . 8 , 928 , 695 . 

( 56 ) References Cited 

U . S . PATENT DOCUMENTS 
6 , 425 , 764 B1 7 / 2002 Lamson 
6 , 625 , 299 B19 / 2003 Meisner et al . 
6 , 774 , 898 B1 8 / 2004 Katayama et al . 
6 , 853 , 390 B1 2 / 2005 Wandersleben et al . 
6 , 891 , 563 B25 / 2005 Schofield et al . 
7 , 119 , 829 B2 10 / 2006 Leonard et al . 
7 , 257 , 777 B1 8 / 2007 Kanevsky et al . 
7 , 375 , 701 B2 5 / 2008 Covannon et al . 
7 , 690 , 975 B2 4 / 2010 Watanabe et al . 
7 , 801 , 328 B2 9 / 2010 Au et al . 
7 , 956 , 869 B1 6 / 2011 Gilra 
8 , 116 , 526 B2 2 / 2012 Sroka et al . 
8 , 184 , 070 B1 5 / 2012 Taubman 
8 , 188 , 880 B1 5 / 2012 Chi et al . 
8 , 203 , 605 B1 6 / 2012 Starner 
8 , 204 , 073 B1 6 / 2012 Gailloux et al . 
8 , 402 , 356 B2 3 / 2013 Martinez et al . 
8 . 527 . 943 B1 9 / 2013 Chiluvuri 
8 , 544 , 033 B1 * 9 / 2013 Acharya . . . . . . . . . . . . . H04H 60 / 33 

725 / 10 
8 , 633 , 970 B1 1 / 2014 Mercay et al . 
8 , 751 , 948 B2 6 / 2014 Wetzer et al . 
8 , 756 , 519 B2 6 / 2014 Hunt et al . 
9 , 088 , 823 B1 7 / 2015 Price 

2001 / 0030654 Al 10 / 2001 Iki 
2001 / 0044858 A1 11 / 2001 Rekimoto 
2002 / 0044152 AL 4 / 2002 Abbott , III et al . 
2002 / 0144259 A 10 / 2002 Gutta et al . 
2002 / 0163521 AL 11 / 2002 Ellenby et al . 
2002 / 0167522 AL 11 / 2002 Miyazawa 
2003 / 0011639 Al 1 / 2003 Webb 
2003 / 0037068 A1 2 / 2003 Thomas et al . 
2003 / 0210832 AL 11 / 2003 Benton 
2004 / 0046711 Al 3 / 2004 Triebfuerst 
2004 / 0113885 Al 6 / 2004 Genc et al . 
2004 / 0268263 Al 12 / 2004 Van Dok et al . 
2005 / 0206583 Al 9 / 2005 Lemelson et al . 
2006 / 0123353 A1 6 / 2006 Matthews et al . 
2006 / 0181484 AL 8 / 2006 Sprague et al . 
2006 / 0218031 AL 9 / 2006 Weinberg et al . 
2006 / 0224445 Al 10 / 2006 Axe et al . 
2006 / 0227862 Al 10 / 2006 Campbell et al . 
2006 / 0262140 AL 11 / 2006 Kujawa et al . 
2007 / 0162942 AL 7 / 2007 Hamynen et al . 
2007 / 0265082 AL 11 / 2007 Shimura et al . 
2007 / 0279521 Al 12 / 2007 Cohen 
2008 / 0071559 Al 3 / 2008 Arrasvuori 
2008 / 0125959 Al 5 / 2008 Doherty et al . 
2008 / 0253737 A1 10 / 2008 Kimura et al . 
2008 / 0266323 Al 10 / 2008 Biocca et al . 
2008 / 0270947 Al 10 / 2008 Elber et al . 
2008 / 0306999 Al 12 / 2008 Finger et al . 
2009 / 0013052 A1 * 1 / 2009 Robarts . . . . . . . . . . . . GO6F 17 / 30867 

709 / 206 
2009 / 0049004 AL 2 / 2009 Nurminen et al . 

2009 / 0158203 A1 6 / 2009 Kerr et al . 
2009 / 0167787 AL 7 / 2009 Bathiche et al . 
2009 / 0182499 A1 7 / 2009 Bravo 
2009 / 0237328 Al 9 / 2009 Gyorfi et al . 
2009 / 0262206 Al 10 / 2009 Park 
2009 / 0300535 A 12 / 2009 Skourup et al . 
2009 / 0322671 AL 12 / 2009 Scott et al . 
2010 / 0088023 A14 / 2010 Werner 
2010 / 0104185 AL 4 / 2010 Johnson et al . 
2010 / 0161409 A1 * 6 / 2010 Ryu G06Q 30 / 02 

705 / 14 . 43 
2010 / 0164990 A1 7 / 2010 Van Doorn 
2010 / 0208033 Al 8 / 2010 Edge et al . 
2010 / 0214284 Al 8 / 2010 Rieffel et al . 
2010 / 0226535 Al 9 / 2010 Kimchi et al . 
2010 / 0238161 AL 9 / 2010 Varga et al . 
2010 / 0253764 AL 10 / 2010 Sim et al . 
2010 / 0295921 A111 / 2010 Guthrie et al . 
2010 / 0328344 Al 12 / 2010 Mattila et al . 
2010 / 0332315 A1 * 12 / 2010 Kamar . . . . . . . . . . . . . . . . G06Q 30 / 02 

705 / 14 . 46 
2011 / 0045905 A1 2 / 2011 Radek 
2011 / 0055049 A1 3 / 2011 Harper et al . 
2011 / 0074658 A1 3 / 2011 Sato 
2011 / 0075257 A1 3 / 2011 Hua et al . 
2011 / 0082755 A1 4 / 2011 Itzhak 
2011 / 0112915 A1 5 / 2011 Geer , III et al . 
2011 / 0134108 A1 6 / 2011 Hertenstein 
2011 / 0138317 A1 6 / 2011 Kang et al . 
2011 / 0141254 A1 6 / 2011 Roebke et al . 
2011 / 0164163 Al 7 / 2011 Bilbrey et al . 
2011 / 0202878 A1 8 / 2011 Park et al . 
2011 / 0209201 A1 8 / 2011 Chollat 
2011 / 0214082 A1 9 / 2011 Osterhout et al . 
2011 / 0216060 A1 9 / 2011 Weising et al . 
2011 / 0227820 A1 9 / 2011 Haddick et al . 
2011 / 0231781 A1 9 / 2011 Betzler et al . 
2011 / 0238751 A1 9 / 2011 Belimpasakis et al . 
2011 / 0242134 Al 10 / 2011 Miller et al . 
2011 / 0258049 A 10 / 2011 Ramer et al . 
2011 / 0292220 A1 12 / 2011 Georgis et al . 
2011 / 0310087 A1 12 / 2011 Wright , Jr . et al . 
2012 / 0025975 A1 2 / 2012 Richey et al . 
2012 / 0038669 Al 2 / 2012 Lee et al . 
2012 / 0062596 Al 3 / 2012 Bedi et al . 
2012 / 0099800 A1 4 / 2012 Llano et al . 
2012 / 0102439 Al 4 / 2012 Mitchell et al . 
2012 / 0105473 A1 5 / 2012 Bar - Zeev et al . 
2012 / 0105475 Al 5 / 2012 Tseng 
2012 / 0113092 A1 5 / 2012 Bar - Zeev et al . 
2012 / 0113140 A1 5 / 2012 Hilliges et al . 
2012 / 0113274 A1 5 / 2012 Adhikari et al . 
2012 / 0116920 A1 5 / 2012 Adhikari et al . 
2012 / 0120101 A1 5 / 2012 Adhikari et al . 
2012 / 0120113 Al 5 / 2012 Hueso 
2012 / 0133650 Al 5 / 2012 Lee 
2012 / 0147328 Al 6 / 2012 Yahav 
2012 / 0154638 A1 6 / 2012 Chou 
2012 / 0166435 A1 6 / 2012 Graham et al . 
2012 / 0176410 A1 7 / 2012 Meier et al . 
2012 / 0194549 Al 8 / 2012 Osterhout et al . 
2012 / 0198339 A1 8 / 2012 Williams et al . 
2012 / 0206323 Al 8 / 2012 Osterhout et al . 
2012 / 0223966 A1 9 / 2012 Lim 
2012 / 0233033 A1 9 / 2012 Calman et al . 
2012 / 0243732 A1 9 / 2012 Swaminathan et al . 
2012 / 0244907 A1 9 / 2012 Athsani et al . 
2012 / 0246027 Al 9 / 2012 Martin 
2012 / 0249416 Al 10 / 2012 Maciocci et al . 
2012 / 0249588 Al 10 / 2012 Tison et al . 
2012 / 0249591 A1 10 / 2012 Maciocci et al . 
2012 / 0249741 Al 10 / 2012 Maciocci et al . 
2012 / 0249797 Al 10 / 2012 Haddick et al . 
2012 / 0268491 Al 10 / 2012 Sugden et al . 
2012 / 0269494 A1 10 / 2012 Satyanarayana et al . 
2012 / 0293548 A1 11 / 2012 Perez et al . 
2012 / 0299962 A1 11 / 2012 White et al . 
2012 / 0304111 A111 / 2012 Queru 
2012 / 0306920 A112 / 2012 Bathiche et al . 



US 10 , 180 , 715 B2 
Page 3 

( 56 ) References Cited 

U . S . PATENT DOCUMENTS 

2012 / 0308209 Al 12 / 2012 Zaletel 
2012 / 0317484 Al 12 / 2012 Gomez et al . 
2012 / 0324494 A1 * 12 / 2012 Burger . . . . . . . . . . . . . . . . . . . H04H 60 / 33 

725 / 12 
2012 / 0327119 A112 / 2012 Woo et al . 
2012 / 0329432 AL 12 / 2012 Gupta et al . 
2013 / 0021373 A11 / 2013 Vaught et al . 
2013 / 0027572 AL 1 / 2013 Petrou 
2013 / 0032634 A1 * 2 / 2013 McKirdy . . . . . . . . . . . . . A61B 5 / 0205 

235 / 375 
2013 / 0044128 AL 2 / 2013 Liu et al . 
2013 / 0044129 AL 2 / 2013 Latta et al . 
2013 / 0050258 A1 * 2 / 2013 Liu et al . 345 / 633 
2013 / 0050432 AL 2 / 2013 Perez et al . 
2013 / 0054622 A1 * 2 / 2013 Karmarkar et al . . . . . . . . . . . 707 / 749 
2013 / 0057577 A1 3 / 2013 Jeong 
2013 / 0076788 A1 3 / 2013 Ben Zvi 
2013 / 0083003 Al 4 / 2013 Perez et al . 
2013 / 0083007 A1 4 / 2013 Geisner et al . 
2013 / 0083009 Al 4 / 2013 Geisner et al . 
2013 / 0085345 AL 4 / 2013 Geisner et al . 
2013 / 0093788 A1 4 / 2013 Liu et al . 
2013 / 0125027 AL 5 / 2013 Abovitz 
2013 / 0128364 A1 * 5 / 2013 Wheeler . . . . . . . . . . . . . . . . A61B 3 / 113 

359 / 630 
2013 / 0141453 A1 * 6 / 2013 Devara . . GO9G 5 / 10 

345 / 589 
2013 / 0147836 A16 / 2013 Small et al . 
2013 / 0162632 Al 6 / 2013 Varga et al . 
2013 / 0170697 Al 7 / 2013 Zises 
2013 / 0188032 A1 7 / 2013 Vertegaal 
2013 / 0194164 A1 8 / 2013 Sugden et al . 
2013 / 0218721 A1 8 / 2013 Borhan et al . 
2013 / 0278631 Al 10 / 2013 Border et al . 
2013 / 0290233 A1 10 / 2013 Ferren et al . 
2013 / 0326583 A1 12 / 2013 Freihold et al . 
2013 / 0335573 Al 12 / 2013 Forutanpour et al . 
2013 / 0342571 Al 12 / 2013 Kinnebrew et al . 
2014 / 0002357 A11 / 2014 Pombo et al . 
2014 / 0063055 A1 * 3 / 2014 Osterhout et al . 345 / 633 
2014 / 0092130 A1 4 / 2014 Anderson et al . 
2014 / 0100997 A 4 / 2014 Mayerle et al . 
2014 / 0108309 Al 4 / 2014 Frank et al . 
2014 / 0129342 A1 5 / 2014 Sanghavi et al . 
2014 / 0225898 Al 8 / 2014 Fyke et al . 
2014 / 0237366 A1 8 / 2014 Poulos et al . 

Taoistflyer ; “ Google Glasses ( How It Works ) ” ; YouTube ; uploaded 
Apr . 7 , 2012 , pp . 1 - 2 ; located at : http : / / www . youtube . com / watch ? 
v = Nc40x89bofk & feature = related . 
Total Immersion Home Page ; bearing a date of 2012 , printed on 
Sep . 27 , 2012 ; pp . 1 - 2 ; Total Immersion ; located at : http : / / www . t 
immersion . com / 
Toucharcade ; “ Augmented Reality Demo ” ; YouTube ; uploaded 
Mar . 26 , 2009 ; pp . 1 - 2 ; located at : http : / / www . youtube . com / watch ? 
v = QOZRHLmUKM . 
Vuzix — View the Future Today Home Page ; bearing a date of Sep . 
18 , 2012 , printed on Sep . 27 , 2012 ; p . 1 ; Vuzix ; located at : 
http : / / www . vuzix . com / home / . 
Broll et al . ; " An Infrastructure for Realizing Custom - Tailored 
Augmented Reality User Interfaces ” ; IEEE Transactions on Visu 
alization and Computer Graphics ; Nov . / Dec . 2005 ; pp . 722 - 733 ; 
vol . 11 , No . 6 ; IEEE Computer Society . 
Irawati et al . ; “ VARU Framework : Enabling Rapid Prototyping of 
VR , AR and Ubiquitous Applications ” ; IEEE Virtual Reality Con 
ference , Reno , NV ; Mar . 8 - 12 , 2008 ; pp . 201 - 208 . 
PCT International Search Report ; International App . No . PCT / 
US2014 / 025639 ; dated Jul . 17 , 2014 ; pp . 1 - 4 . 
PCT International Search Report ; International App . No . PCT / 
US2014 / 025604 ; dated Jul . 11 , 2014 ; pp . 1 - 3 . 
PCT International Search Report ; International App . No . PCT / 
US2014 / 025669 ; dated Jul . 9 , 2014 ; pp . 1 - 3 . 
PCT International Search Report ; International App . No . PCT / 
US2014 / 025579 ; dated Jul . 29 , 2014 ; pp . 1 - 4 . 
PCT International Search Report ; International App . No . PCT / 
US2014 / 016022 ; dated Jun . 6 , 2014 ; pp . 1 - 3 . 
Bonsor , Kevin ; “ How Augmented Reality Works ” ; beating a date of 
Dec . 20 , 2010 ; located at : http : / / computer . howstuffworks . com / 
augmented - reality . htm ; pp . 1 - 3 . 
Butz , et al . , “ Enveloping Users and Computers in a Collaborative 
3D Augmented Reality ” ; bearing a date of Oct . 20 - 21 , 1999 ; pp . 
35 - 44 ; Augmented Reality IEEE . 
European Patent Office , Extended European Search Report , Pursu 
ant to Rule 62 EPC ; App . No . EP 14 76 7447 ; dated Sep . 21 , 2016 
( received by our agent on Oct . 6 , 2016 ) ; pp . 1 - 7 . 
European Patent Office , Extended European Search Report , Pursu 
ant to Rule 62 EPC ; App . No . EP 14 76 9243 . 8 ; dated Oct . 12 , 2016 
( received by our agent on Oct . 17 , 2016 ) ; pp . 1 - 10 . 
European Patent Office , Extended European Search Report , Pursu 
ant to Rule 62 EPC ; App . No . EP 14 77 0781 . 4 ; dated Oct . 12 , 2016 
( received by our agent on Oct . 13 , 2016 ) ; pp . 1 - 10 . 
European Patent Office , Extended European Search Report , Pursu 
ant to Rule 62 EPC ; App . No . EP 14 77 0115 . 5 ; dated Oct . 12 , 2016 
( received by our agent on Oct . 13 , 2016 ) ; pp . 1 - 10 . 
Rekimoto , et al . ; “ Augment - able Reality : Situated Communication 
through Physical and Digital Spaces ” ; bearing a date of Oct . 19 - 20 , 
1998 ; pp . 68 - 75 ; Wearable Computers . 
Rekimoto , et al . ; “ CyberCode : Designing Augmented Reality Envi 
ronments with Visual Tags ” ; bearing a date of Apr . 1 , 2000 ; pp . 
1 - 10 ; ACM . 
Takacs , Gabriel et al . , “ Outdoors Augmented Reality on Mobile 
Phone using Loxel - Based Visual Feature Organization ” ; Multime 
dia Information Retrieval 2008 ; bearing a date of Oct . 30 - 31 , 2008 ; 
pp . 427 - 434 ; ACM . 
Correia et al . , “ HyperMem : A System to Store and Replay Expe 
riences in Mixed Reality Worlds ” ; Proceedings of the 2005 Inter 
national Conference on Cyberworlds ( CW ' 05 ) ; bearing a date of 
2005 ; created on Oct . 25 , 2016 ; 8 pages ; IEEE . 
European Patent Office , Supplementary European Search Report , 
Pursuant to Rule 62 EPC ; App . No . EP 147515316 ; dated Sep . 9 , 
2016 ( received by our Agent on Sep . 9 , 2016 ) ; pp . 1 - 11 
Chinese State Intellectual Property Office , First Office Action , App . 
No . 201480028245 . 3 ( Based on PCT Patent Application No . PCT / 
2014 / 025579 ) ; dated Feb . 14 , 2018 ; ( machine translation provided 
herewith , 13 pages total ) . 
European Patent Office , Communication Pursuant to Article 94 ( 3 ) 
EPC ; App . No . EP 14770115 . 5 ; dated Oct . 15 , 2018 ( received by our 
Agent Oct . 17 , 2018 ) ; pp . 1 - 9 . 

. . . . . 

FOREIGN PATENT DOCUMENTS 

EP 
EP 
EP 
KR 
WO 

1 271 293 A2 
2 418 563 A2 
2 442 539 A1 

10 - 2012 - 0066552 A 
WO 2012 / 108721 A2 

1 / 2003 
2 / 2012 
4 / 2012 
6 / 2012 
8 / 2012 

OTHER PUBLICATIONS 
Inbar , Ori ; “ Top 10 Augmented Reality Demos That Will Revolu 
tionize Video Games ” ; Games Alfresco ; posted on Mar . 3 , 2008 , 
printed on Sep . 27 , 2012 ; pp . 1 - 19 ; located at : http : / / gamesalfresco . 
com / 2008 / 03 / 03 / top - 10 - augemented - reality - demos - that - will 
revolutionize - video - games / . 
“ Qualcomm Augmented Reality Sample Apps ” ; Qualcomm ; bear 
ing a date of May 18 , 2011 , printed on Sep . 27 , 2012 ; pp . 1 - 2 ; 
Qualcomm Incorporated ; located at : http : / / www . qualcomm . com / 
media / videos / qualcomm - augmented - reality - sample - apps ? search = 
augmented % 20reality & channel = 11 . 
Shinymedia ; “ Demo : World ' s First Augmented Reality Glasses 
Vuzix Wrap 920 AR " ; YouTube ; uploaded Oct . 27 , 2010 ; pp . 1 - 2 ; 
located at : http : / / www . youtube . com / watch ? v = xfiZQWOk2Ro . * cited by examiner 



U . S . Patent Jan . 15 , 2019 Sheet 1 of 26 US 10 , 180 , 715 B2 

ww ] 6a 16b 

AAAA 

18 

HANN 

t tutustutustuntetet 

10 10 
FIG . 1A FIG . 1B 



U . S . Patent Jan . 15 , 2019 Sheet 2 of 26 US 10 , 180 , 715 B2 

20 

26b 
FIG . 2B 

24 

- 26a 

?????????????????? 20 FIG . 2A 



33a 

[ 316 

346 

????????????????????????????????????????????????????????????????????? 

atent 

39b 

< 31a 

Jan . 15 , 2019 

????????????????????? 

34a 

39b 

35 

32 ( frame ) 

39a 39a 

366 

30 30 

36a 

Sheet 3 of 26 Sheet 3 of 26 

AAAAAAAAA 

33b 

33a 

FIG . 3A 

WXXXXX 

38a 

30 

38b 

US 10 , 180 , 715 B2 

FIG . 3B 



U . S . Patent 

47a 

42b 
49b 

42a 

Jan . 15 , 2019 

48a 

ELVILLILLLLLLLLLLLLLLLLLL 
LLLLLLLLLLLLLLLLLL 

486 

- 492 

455 

46 

450 

Sheet 4 of 26 

40 FIG . 4A 

45a 

456 

46 

- - - 49b 

40 

US 10 , 180 , 715 B2 

FIG . 4B 



U . S . Patent Jan . 15 , 2019 Sheet 5 of 26 US 10 , 180 , 715 B2 

Real Environment 
50 

O OOO 

WW 

wSX * * . . . 

Actual Views 51 Actual Views 51 

Lens 26b 20 
UUUUUVVVVVY 

Lens 26a 504m 
Display 

504 2 8 Augmented 
- View [ s ] 56 

Mwam Eye 502 Eye 502 

. . . . . . . . . . . . . . . . . 

User 52 FIG . 5A 



atent Jan . 15 , 2019 Sheet 6 of 26 US 10 , 180 , 715 B2 

266 262 
Display 

28 Eye [ s ] 502 

Actual 
View [ s ] 51 andre 

* * * 

A . 

Augmented 
view [ s ] 56 

20 

User 52 

FIG . 5B 



atent Jan . 15 , 2019 Sheet 7 of 26 US 10 , 180 , 715 B2 

Replacement Sheet 64a 

XX 

" . . . . 
. . . . . 

EN * * 

. 
. . 

Y 

Actual View 60a Aug View 600 

FIG . 6B 
FIG . 6A 

648 
64a 

YYYYYY 

Soda 
BY 

Dwell path 
66a 

Aug View 60c 
FIG . 6C 

Aug View 60d 
FIG . 6D Eye focus 

65a 
646 

Eye focus 
650 640 

Dwell path 
666 Ray ' s Diner 

ISHI moto . . . Eye focus 
64°C 650 640 

. . . . . . . . . . ?????????????????????????????????? . . . . Hin . . 
08 

Temp : 92 Temp : 
UV : 
Chance Precipi ; 

154 
90 % 

84 F 
140 
89 % ( Chance Precip : 

. . . . . 
: . : . : . : . : . : . : . : . : . : . : . : . : . : . : . : . : . : . : . : . Y 

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

Aug View 60e 

FIG . 6E 
Aug . 
Aspect 
67a 

Aug View 60f 
FIG . OF 



U . S . Patent Jan . 15 , 2019 Sheet 8 of 26 US 10 , 180 , 715 B2 

Dwell path 
666 Replacement Sheet 

. . 

OX 
montane . . . . . . - - 640 " . . . . . . . 

: : . . . . 

11 
Ray ' s Diner 

cat00000000000000000000000 
Temp : 92 F 
UV : 154 
Chance Percep : 90 % 

23 . 

Aug View 60g Actual view 60h Aspect 
64e 65a 

FIG . OG FIG . 6H 
- 647 

Cheesecake 
Factory AAAAAAAAAAAAAAAutumn Cheesecake 

Factory Daily Special : 
Porne Rib 
Dinner - $ 9 . 93 

mmmmmmmmmm 
Daily Special : 
Prime Ribb 
Dinner - $ 9 . 99 

when 

Aug view 601 

FIG . 61 649 
Aug view 60K 

FIG . 6K 
64h 

Cheesecake 
Factory 

YYYYYYYYY Daily Special 
Pune Rio 
Ditiner 39 : 99 

Y 

Aug view 60m 

FIG . 6M 



U . S . Patent Jan . 15 , 2019 Sheet 9 of 26 US 10 , 180 , 715 B2 

70 ' AR Device 
102 ' User Reaction Ascertaining 
Module 107 Correlation Result 

Relaying Module 
104 ' User Reaction Associating 
Module 

we 

105 ' Non - Augmented View 
Presenting Module 

108° Augmentation Acquiring 
Module 

109 ' Visibility Rule 
Acquiring Module 

ALL 

| 106 ' Augmented View Presenting 
Module 

- - - - t * w w 

114 Memory 
160 Application [ s ] 

| 162 OS * - - with what we were in www 116 Processor ( s ) 

163 Facial Recognition ! - 

Application 110 User Interface 
- - - - - - - - 

- - 

112 Network Interface 
164 Visual Object Recognition Application ( s ) _ 
165 Voice Recognition 
Applications [ s ] . . . re tutto 

me ww 
w m arw wwwwwwwwwwwwww 120 Sensor [ s ] 

w 

- - - - - - 

www 

166 Sound Recognition 
Applications ( s ) . 

| 167 Social Networking 
Application ( s ) 
168 PIM Application [ s ] 

w when - wwwwwwww 

170 Augmentation ( s ) 

171 Visibility Rule ( s ) 
www . sa tuni + + 

nhanh 

FIG . 7A 



atent Jan . 15 , 2019 Sheet 10 of 26 US 10 , 180 , 715 B2 

70 " AR Device 
114 Memory - m 116 Processor ( s ) ana 152 Computer Readable 

Instructions 
+ + + - - - - in working when when we w | 102 " User Reaction 

Ascertaining Module 160 Application [ s ] 
162 OS 

* 

* 

104 " User Reaction 
Associating Module re 

i 

105 " Non - Augmented View 
Presenting Module 

| 163 Facial Recognition 
Application ( s ) 
164 Visual Object 
Recognition Application ( s ) 

- - - - - - - www ww www ww . - 

- 

w ww . were the 

- ? anestes mes - - - - - - - - whom when we were more montant tot 106 " Augmented View 
Presenting Module 

- - 

* - * . Www 

165 Voice Recognition 
Applications [ s - - - - - - 

I www w w w moment them - - - - - - - - - - www who - 

- 

wiecie 107 " Correlation Result 
Relaying Module 

- | 166 Sound Recognition 
Applications ( s ) 

+ + + 

. 
- 

www 
- - - - - - - - - - - where to www 

ww 

twter 167 Social Networking 
Application [ s ] w 

! 

108 " Augmentation 
Acquiring Module 

109 " Visibility Rule 
Acquiring Module 

p atahes medicine - - - - o - - - men we 
- - - - - 

ie www 168 PIM Application ( s ) . 

w - om man - - - - - - - - - - how to www . 
w wong can e more w w ??? : 

{ 
I 

??? 170 Augmentation [ s ] 

171 Visibility Rule ( s ) 
112 Network Interface 

110 User Interface 

120 Sensor ( s ) 

FIG . 7B 



US 10 , 180 , 715 B2 Sheet 11 of 26 Jam . 15 , 2010 atent 

102 * User Reaction Ascertaining Module 
? ? ? ??? ? | ? ? ? ?? ?? ? ? ? ? ??? ?? ??? ?? ? ? ? ? ? ??? ?? ?? ????? + ? ?? ??? ?? ? ? ? ? ? ? ?? 
f ' * 

? 

? 

? ? ? ? ? ? ? ? ? ?? ? ? ? ? ? 
802 Physiological Characteristic Determining Module 

i 804 Eye Characteristic Determining Module 
? ? ? . 

? 

? 

? 

? 

? ? ? ? ? ? ? ? ? . ?? ?? ? ?? ? ? ? ? ???? ? ? ? ?? . ???? ?? ???? ??? ???? ?? . ??? . ???? ???? ? ? ? ? ? ??? ? ?? ???? . ?? ? ???? ???? ??? ??? ? ?? ?? . ??? . ???? ??? . ?? ?? ?? ? . ?? . ???? ?? ? 

? 806 Eye Movement Determining Module 
isi 808 Eye Dwell Path Detecting Module 
? 

? 

? ? ? ? ? . . - ? ? ? ? ? ? ? ? ? ? ? ? . . - ? - ? ? ? ? ? ? ? . ? ? ? . . - ? ? ? ? ? ? ? ? ? ? ? 

? ?? ??? ?? 

?? ?? 
i 1810 Eye Attention Determining Module 
iii 1812 Eye Attention Time Determining Module 
? 

?? 

? 

? 

? 

w ? ? * * j ? 
?? ? ?? . ? ? ??? ?? ? ?? ?? ? ? 

i 1814 Pupil Characteristic Detecting Module . 

? ??? ??? ? ?? . ??? ?? ?? ??? ??? ??? ??? ??? ?? ??? ??? ??? ?? ??? ??? ??? ?? ?? ??? ? 1 3 
? 

? 

* * * * * * ? ? ? ? 

?? ?? ??? ??? ??? ??? ?? ?? ? ? ? ??? ??? ?? ? ?? ? ? ??? ???? ??? ??? ? ?? ? ? ??? ???? ?? ? ?? ? ? ? ? ?? 

? 

??? ? 
1816 Augmented View Aspect Recording Module 

818 Augmentation Form Recording Module 
? 

? 

? 

? ?? 
? 

?? ? 1820 Augmentation Shape / Dimension Recording Module ? ?????????? 

? 
? ? ? ?? ? ? ? ? ? ? ? ? ? ? ? ? ? ?? 

? 

?? | 822 Augmentation Location Recording Module ? 

? 

? 

? ?? ? ?? . ?? ? ?? ?? ?? ?? ?? ?? ? ?? ?? ? ? ?? ?? ? ?? ?? ?? ? ?? ?? ?? ? ? ?? ? ?? ?? ? ?? . ?? ?? ? ?? . ?? ?? ? ?? . ?? ? ? ?? . ' 
? ?? 
? 

? 824 Non - Augmentation Scene Element Aspect Recording Module ? 

? 

?? ? ? ? ???? ???? ? ???? ?? ??? ??? ???? ?? ?? ???? ???? ???? ? ???? ? ? ?? ? ? ? ? ? 

? 

? 

?? 826 Non - Augmentation Scene Element Location Recording Module 
? 

??? ? ??? ??? ? ?? ? ? ??? ????? ??? ??? ? ? ? ? ? ??? ??? ??? ? ?? ??? ?? ???? ??? ? ? ??? ? ? ? ??? ??? ? ?? ? ???? ??? ??? ??? ? ??? ? ? ? ??? 
? 

? 

? 

?? 828 Obfuscated Non - Augmentation Scene Element Recording Module ?? ? 

? 

? 

? 

? ??? ?? ?? ? ?? ?? ??? ?? ??? ?? ?? ?? ?? ? ??? ??? ?? . ?? ? . ?? ?? ?? ?? ?? ?? ?? ?? ??? ?? 

FIG . 8A 



atent Jan . 15 , 2019 Sheet 12 of 26 US 10 , 180 , 715 B2 

104 * User Reaction Associating Module 
830 Relationship Identifying Module 

832 Relationship Logging Module 
- 

- 

two want we are 

834 Physiological Characteristic Associating Module 

836 Eye Characteristic Associating Module 
* 

* 838 Eye Movement Associating Module 
* 

??? ??? ??? ??? ??? ???? ???? ???? ??? ??? ?? ??? ???? ????? ????? ???? ?? 

1 1 840 Dwell Path Associating Module * 

* 

when * www . w ww . www w ww me on ww where to when somer www 

842 Eye Focus Associating Module 
www * 

! | 844 Dwell Time Associating Module * 

- - - - - - - - - - - - - - - - - - - - 
* 

* 846 Pupil Characteristic Associating Module * wwwwwwwwww + + * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

ii 848 Pupil Shape / Size Associating Module 
1 TL * 

— 

sana na wan nem mana mana amar man innan , sana sana wan wen mana sana sana man mani sana sana sin mana mana mana mana man innan , sana name was nie meer nie aan man ini , sana sana wana wan mana mana amaie * 

ki * * post open to the point + + + + + + + + Sh o phouse on the * * * * * 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

FIG . 8B 

?? ?? ?? ???? 

110 User Interface 
852 Display Monitor ( s ) . 
854 Visual Capturing DevicesL - 
856 Audio Speaker?sl . 

858 Audio Input Device?s ) - 
860 Keyboard / Keypad [ sl 

- . . . . . . . . . . . . - - - - - - when we ! 
- www 

- - - - 

FIG . 8C 



atent Jan . 15 , 2019 Sheet 13 of 26 US 10 , 180 , 715 B2 

120 Sensor [ s ] 
870 Camera [ s ] wat we want are we met aan wat er meer as wat er a t man erwartet et 

1872 Audio Sensor [ s ] 
- - - 1 

- - - - - - - - - - - - - - - - - - - 

wwwwwwwww 

874 Location Sensor [ s ] 
_ _ 820ES - - - - - - - - - - - - - - - - - - - - - 
876 Orientation / Movement Sensor [ s ] 

877 Accelerometer [ sl - - - 
1878 Gyroscope?sl - - - - - - - - - - 
879 inertia Sensor [ sl 
i 880 Pedometers 

- - - 
— — — — — — — — — — 
wwwwwwwwwwwww wwwwwwwww 

mittemmin - - - - - - - - - - - - - - - - - - - - - - 

- 

- 

882 User Physiological Sensor [ sl . 
| 1883 Blood Pressure Sensor?s ) - 
1884 Pulse / Heart Rate Sensor ( s ) - - 
885 Galvanic Skin Sensor?s ] - 

- - 

- 

- - 

- - 

- - - - - - - - - I - - - - - - - - - - - ] - 

FIG . 8D 



U . S . Patent Jan . 15 , 2019 Sheet 14 of 26 US 10 , 180 , 715 B2 

900 
Start 

902 Detecting one or more user reactions of a user in response to a display to the user of 
an augmented view of an actual scene from a real environment , the augmented view that 
was displayed including one or more augmentations 

???????????????????? 

904 Correlating the detected one or more user reactions with at least one or more aspects 
associated with the one or more augmentations that were included in the augmented view 
that was presented 

End 

FIG . 9 



Start 
wwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwww 

atent 

vrt 
v 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- - 

- 

- 

- 

MMMMMMMMMMMMM 

Jan . 15 , 2019 

. ?? ?? 

902 Detecting one or more user reactions of a user in response to a display to the user of an augmented view of an actual scene from a 

real environment , the augmented view that was displayed including one or more augmentations 

11002 Detecting the one or more user reactions of the user including sensing one or more physiological characteristics of the user 

proximate to the display of the augmented view 

1003 Sensing the one or more physiological characteristics of the user including sensing one or more eye characteristics of one or 

i more eyes of the user during and / or following the display of the augmented view 

1 1004 Sensing the one or more eye characteristics of the one or 1008 Sensing the one or more eye characteristics of the one or in 
li more eyes of the user including sensing one or more eye i t more eyes of the user including sensing eye focus of the one or ! ! ! 

movements of the one or inore eyes of the user during and / or more eyes of the user with respect to the augmented view during 

following the display of the augmented view 

and / or following the display of the augmented view 

1005 Sensing the one or more eye movements of the one or ili 1009 Sensing 1010 Sensing the 11011 Sensing the ! i more eyes of the user including tracking dwell path of the li the eye focus of i eye focus of the eye focus of the one one or more eyes of the user with respect to the augmented the one or more il one or more eyes of or more eyes of the 

view during and / or following the display of the augmented it eyes of the user the user including user including 

View . . mmmmwm m . wmmwa 

! ! including sensing eye focus sensing dwell time of 

1006 Tracking the dwell 1 1007 tracking the dwell 

no 1 l } { sensing eye i of the one or more the one or more eyes i 

Il path of the one or more path of the one or more 

focus of the one il eyes of the user of the user with 

! ! ! ! eyes of the user with 

eyes of the user with 

itor inore eyes of 

with respect to the respect to the one or 

jil the user with 

respect to the augmented respect to the auginented 

' ; one or more i? more aspects of the 

view including tracking view including tracking 

lits respect to the i aspects of one or augmented view 

Hiidwell path of the one or idwell path of the one or 

lone or more i more non - 

! ! during and / or 

: ! ! il more eyes of the user as 

aspects of the 

linore eyes of the user as 

augmentation scene following the display 

focus of the one or more focus of the one or more 

Illi one or more ' elements included of the augmented 

di eyes of the user moves 

! ! ! augmentations 

i? view 

eyes of the user moves 

i in the augmented 

iilid 

liii away from the one or more between multiple 

linin 

during and / or sl view during and / or 

si auginentations included in laugmentations included in Illi TOHOwing the following the 

the augmented view 

the augmented view 

Il display of the i display of the Illi augmented view i augmented view ? ? 

2 

. 4 

V 

YY . 

? ? 

mane bana wewe 

? 

M 

Sheet 15 of 26 

? ? ? 

Lars wie 

? ? ? ? ? ? 

MMMM 

1 

- 

- 

- 

- 

V 

V 

- 

- 

- - 

- - 

- - 

- - 

- - 

- - - 

- 

- 

V 

V V 

V 

V m ii 

i ri i ri i 

ri 

i 

w wwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwww 
w w 

w 

w w 

US 10 , 180 , 715 B2 

End 

FIG . 10A 



Start 

atent 

me DSO 

le Or mo 

cten 

902 Detecting one or inore user reactions of a user in response to a display to the user of an augmented view of an actual scene from a 

real environment , the augmented view that was displayed including one or more augmentations 

1002 Detecting the one or more user reactions of the user including sensing one or more physiological characteristics of the user 

i proximate to the display of the augmented view 

1003 Sensing the one or more physiological characteristics of the user including sensing one or more eye characteristics of one 

i or more eyes of the user during and / or following the display of the augmented view 

1 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

??? ???? ???? 

1012 Sensing the one or more eye characteristics of the one or more eyes of the user including sensing one or more pupil 
characteristics of the one or more eyes of the user during and / or following the display of the augmented view 

Jan . 15 , 2019 

wa wa mama mami mama sama sama sama sam se sa ma mai mare sa kama mai mare sau in mana mana sana sana sana sana sana sana wan nama meni se vam se samt van een 

??? ?? ?? ??? ?? ?? ?? ?? 

? ? 

- 

- 

. ? 

?? ?? ?? 

1013 Sensing 1014 Sensing the one or more pupil characteristics of the one or more eyes of 1017 Sensing the 
the one or more i the user including sensing the one or more pupil characteristics in combination ione or more pupil í 

? : pupil 

il with sensing eye focus of the one or more eyes of the user with respect to the I characteristics of the iti 
! ! characteristics i augmented view during and / or following the display of the augmented view one or more eyes of ! 

of the one or 

the user including 11 

more eyes of 

1 1015 Sensing the one or inore 1016 Sensing the one or more pupil i 

! ! sensing the one or i 

in the user 

Fii pupil characteristics in combination i characteristics in combination with more pup ! 

more pupil 

11 including 

i 

with sensing the eye focus of the 

sensing shape 

characteristics in . 

sensing the eye focus of the one or 

lii 

it one or more eyes of the user more eyes of the user including sensing content 

i and / or size of Til one or more 

including sensing the one or more 

Nitracking dwell path 

the one or more pupil characteristics in in 

! ! pupils of the 

Fii pupil characteristics in combination i combination with sensing eye focus of 

lll of the one or more li 

1 

i with sensing eye focus of the one the one or more eyes of the user with 

" 

him 
in eyes of the user withi 

user during and / lin 

it or more eyes of the user with 

respect to the one or more aspects of 19 

ji or following thei ! 

! ! ! augmented view 

ne ! respect to the one or more aspects one or more non - augmentation scene 

in display of the it 

of the one or more augmentations i elements included in the augmented 

during and / or 

! ! augmented 

i during and / or following the display 1 view during and / or following the 

1 following the display 

of the augmented view 

display of the augmented view 

Ili of the augmented Hiview 

Sheet 16 of 26 

?? ?? 

?? . ?? 

???? ???? ?? ?? ???? 

View 

wwwwwwwwww 
li ?? ??? 

? 

?? 

?? ?? ??? ?? ?? ??? ???? ?? 

? 

?? ?? 

?? 

? 

?? ?? 

?? ?? 

?? 

?? ??? ???? 

?? 

? 

?? ?? 

?? 

?? ???? 

? ??? ?? ?? ?? 

?? 

???? ??? ???? ?? 

? 

?? ?? 

?? 

? 

?? ?? ??? ?? ?? ?? ???? ??? 

?? 

?? 

? 

? 

? 

?? ??? ?? 

? 

?? 

?? 

?? 

?? 

? 

?? 

?? ?? ??? 

? 

PODRODDODDODDODOTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn 

US 10 , 180 , 715 B2 

End 

FIG . 10B 



Start 

atent 

????? 

????? 

????? 

????? 

???? ?????? 

????? 

??? 

????? 

?????? 

????? 

?? 

????? 

????? ???? 

?????? 

??? 

????? 

????? ???? 

????? 

????? 

????? 

wir wir ww www ww ww 

ww www www ww wir wel 

? . 

?? ??? ??? ; 

? ?? ? 

? ?? 

? 

? 

? ?? ? 

? 

? ? 

? 

? ? 

? 

? 

? 

? 

? 

? 

? 

? 

whan w 

?? ?? ? 

w w w 

?? 

?? ?? ???? ?? ??? 

Jan . 15 , 2019 

?? 

wet 

warte www 

www 

ww where wiwi 

wwwwwwwwww 

w 

? 

when w 

???? ??? ????? ??? ?? 

902 Detecting one or more user reactions of a user in response to a display to the user of an augmented view of an actual scene from a 

real environment , the augmented view that was displayed including one or more augmentations 

| 1002 Detecting the one or more user reactions of the ! 1021 Detecting the ' 1023 Detecting the one or more user reactions of i user including sensing one or more physiological jone or more user the user in response to the display of the characteristics of the user proximate to the display of treactions of the augmented view including registering one or more 

the augmented view 

user including aspects of the auginented view 

detecting at least 

1018 Sensing thel 1019 Sensing the one or more i one of facial 

1024 Registering the one or more aspects of the 

i one or more ! physiological characteristics of li expression , head 

1 i presented augmented view including registering 

! I pluysiological the user proximate to the display i position , or head one or inore forms of the one or more 

characteristics of of the augmented view including tilt of the user 

augmentations included in the augmented view 

i the user 

sensing the one or more 

i proximate to the 

ir including ! physiological characteristics of i display of the sensing one or the user at least just prior to the ! augmented view 

more 

display of the augmented view 

1025 Registering the ! 1026 Registering the 

i cardiopulmonary ! 

Hiione or more forms of i one or more forms of it 

li characteristic , 

# 1022 Detecting at the the one or more ? ! the one or more 

! 1i1020 Sensing the one or more i # least one of the l ' augmentations 

! , augmentations 

characteristic physiological characteristics facial expression , it ! 

Foression iilliincluding registering including registering 

i and / or brain il lof the user at least just prior to the head position . This one or more shapes i one or more 

i i characteristic of the display of the augmented t or the head tilt of 

til and / or dimensions of locations of the one 

the user during 1 view including sensing one or i ll the user during 

the one or more or more 

and / or following imore eye characteristics , one Land / or following 

ir augmentations 

augmentations in the 

the display of theior niore cardiopulmonary 

the display of the 

augmented view 

Il augmented view i characteristics , one or more 

Hi augmented view 

riskin characteristics , and / or 

i one or more brain 

characteristics of the user at 
least just prior to the display 

lil of the augmented view 

? 

w w www 

i 

w 

w 

? ? 

li skin 
ww www www 

?? ?? ?? ?? ??? . ?? ?? ?? ?? ???? ??? ?? ??? ?? ??? . ?? ?? ?? ?? ??? ??? ?? ?? ???? ??? ?? ?? ?? ??? ??? ?? ?? ?? ??? ??? ?? ?? ?? 

?? 

?? 

????? ???? ???? ??? 

?? 

met een 

?? 

?? 

en 

? 

?? 

now www ww w 

?? 

?? 

wee s wie 

Sheet 17 of 26 

when we 

?? ? ??? ??? ?? ??? 

? 

??? ?? ?? ?? ?? ??? ?? ?? ?? ?? ? ?? ?? ?? ?? ?? ?? ?? ?? ?? ?? . 

?? 

? 

?? 

? 

?? 

?? 

?? 

wwwwwwww 

meie man aan win wenn 

?? ?? 

. 

??? ?? ?? ??? ?? 

? 

man 

?? 

en 

? 

?? 

www 

weet 

? 

?? ?? 

wie 

? 

when new 

? 

?? 

einer 

. ??? ; ?? ??? 

? 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M 

M NM NM NM 

Lom www ww within t h must the two 

wwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwww ! 
v 

W 

A 

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAeeeeeeeeeeevvvvv 
V 

N We 
A 

VARAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAVVVVVVVV 
US 10 , 180 , 715 B2 

End 

FIG . 10C 



Start 

atent 

L LLLLL 

902 Detecting one or more user reactions of a user in response to a display to the user of an 
augmented view of an actual scene from a real environment , the augmented view that was 

displayed including one or more augmentations 

| 1023 Detecting the one or more user reactions of the user in response to the display of the 
i augmented view including registering one or more aspects of the augmented view 

- 

- 

- 

- 

- 
! 

?? ? ?? ? ?? ?? ?? ?? ?? ?? ?? ?? ? ?? ?? ? 

?? ?? ?? ? ?? ? 

?? . ??? ?? ? ?? ?? ? 

Jan . 15 , 2019 

* * 

1027 Registering the one or more aspects of the presented i 1030 Registering the one ! ! augmented view including registering one or more aspects or more aspects of the ! 

of one or more non - augmentation scene elements included presented augmented view i 

in the augmented view 

including registering one i 
Tjor more non - auginentation ! ! 

1028 Registering the one or more aspects of the one or i 

* * ? ! scene elements that have 

been obfuscated in the 

more non - augmentation scene elements including 

ii augmented view by the 

registering one or more locations of the one or more non - ! 

ilj one or more 

augmentation scene elements in the augmented view 

i augmentations 

1029 Registering the one or more aspects of the one jor more non - augmentation scene elements including i i 
registering the one or more locations of the one or li more non - augmentation scene elements relative to ! ! ! 

one or more locations of the one or more i augmentations in the augmented view 

. . . . . . . . . . . . . . . NILILLLLLLLLLL : : : : : : : : : : : : : : : : : LILLLLLLLLLLLLLLLLLLLL 

wa 

* * 

who 

* * * * 

w 

Sheet 18 of 26 

* * 

w 

* * 

w 

* 

XLII 

w w 

* * 

w 

* 

w 

* * 

w 

* * 

te w 

w 

wote 
tutet 
with 

other 

with 

th 

e 

futut to 

US 10 , 180 , 715 B2 

End 

FIG . 10D 



Start 
ttttttttttttttttt 

atent 

- 

- 

- 

- 

- 

- - 

- 

- 

- 

- - 

- - 

- 

- 

- 

- 

- - 

- - - 

- - 

- 

- 

- 

- 

- 

- 

- - 

- 

- - 

- - 

- - 

- - 

- - 

- 

- - 

- - 

- 

- 

- - 

- 

- 

- 

- 

- 

- 

- 

- - 

- 

- - 

- - - 

- 

- - 

- - 

- 

- 

- - 

- - 

- 

- 

- - 

- 

- - 

- - 

- - 

- - 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- - 

- 

- 

- 

- 

- - 

- 

- - 

- 

- - - 

- - 

- 

- 

- 

- - - - - - - 

nanananananananananananananananananananananananananananananananananananananananananananana 

- . . . - . 

Jan . 15 , 2019 

. - . - LL L LLL 
- - - 

- . . 

904 Correlating the detected one or more user reactions with at least one or more aspects associated with the one or more 

augmentations that were included in the augmented view that was presented 

1131 Correlating the 1133 Correlating the detected one or more user reactions with the at least one or more aspects 

detected one or more user associated with the one or more augmentations by correlating one or more physiological 

characteristics with the at characteristics of the user that were sensed during and / or following the display of the augmented view 

least one or more aspects with the one or more aspects of the one or inore augmentations 

associated with the one or 

1134 Correlating the one or more physiological characteristics of the user with the one or more 

inore augmentations by defining one or imore 

aspects of the one or more augmentations by correlating one or more eye characteristics of one or 

relationships between the 

more eyes of the user that were sensed during and / or following the display of the augmented view 

detected one or more user 

with the one or more aspects of the one or more augmentations 

reactions and the at least 1135 Correlating the one or more eye characteristics of the one or more eyes of the user with the 

one or more aspects 

one or more aspects of the one or more augmentations by correlating one or more eye movements 
associated with the one or of the one or more eyes of the user that were sensed during and / or following the display of the 

piore augimentations 

augmented view with the one or more aspects of the one or more augmentations 

1132 Correlating the 

: 1136 Correlating the sensed one or more eye movements of the one or more eyes of the user 

detected one or more user 

with the one or more aspects of the one or more augmentations by correlating dwell path of the 

characteristics with the at 

one or more eyes of the user that was tracked with respect to the augmented view during and / or 

least one or more aspects 

following the display of the augmented view with the one or more aspects of the one or more 

associated with the one or 

augmentations 
more augmentations by 

1137 Correlating the dwell path of the one 1138 Correlating the dwell path of the one 

registering the defined 

or more eyes of the user with the one or or more eyes of the user with the one or 

one or more relationships more aspects of the one or more 

more aspects of the one or more 

between the detected one 

augmentations by correlating dwell path of augmentations by correlating dwell path of 

or more user 

the one or more eyes of the user that was the one or more eyes of the user that was 

characteristics and the at 

tracked as focus of the one or more eyes of tracked as focus of the one or more eyes of 

least one or more aspects 

the user moved away from the one or more the user moved between multiple 

associated with the one or augmentations included in the augmented augmentations included in the augmented 

more augmentations 

view with the one or more aspects of the one view with the one or more aspects of the one 

or more augmentations 

or more augmentations 

- : : 
- - - - - - - - - - - - - - - - - - - 

: : : : : : 

Sheet 19 of 26 

- 

: : - - I DILLULL : 

. 

: - 

_ 

- 

_ 

- 

_ 

- 

: 

- 

- 

: 

. 

- : : : 

- 

: : 

: - 

: 

: : - 

: 

: 

: - 

: 

: : 

: : 

: 

- 

: 

: : - 

: 

: 

: - 

: 

: 

: : 

: 

: : 

: 

- 

: 

: 

- 

: 

: : - 

: 

: : - 

: 

: : - 

: 

: 

. : 

- : : - - . 

- - . - - . - - : : 

- : : 

- : : - : : - - . - . - - . 

- - . - - . - - : : 

- : . 

. . . 
- - 

- - - - - 

. . - : 

- - - - - - - 

F 

. 

- - - - - - - - - 

- - . - - 

. . . . . . . 

. I 

. . . 

- - - 

. . . 

- - - 

. . . 

- - 

- 

- - 

- - 

- - 

- 

- - - 

- 

- - 

- - 

- 

- 

- - 

- 

- 

- 

- - - 

- 

- 

- 

- - 

- - - 

- 

- 

- - 

- 

- - 

- 

- - 

- 

- 

. . . 

US 10 , 180 , 715 B2 

End 

FIG . 11A 



Start 

U . S . Patent 

+ + + 

- - 

- - 

- - 

- 

- 

- 

- - 

- 

- 

- - 

- 

- 

- 

- - 

- 

- - 

- 

- 

- - 

- 

- - 

- 

- 

- 

- 

- 

- - 

- 

- 

- 

- - 

- - 

- - 

- 

- 

- 

- 

- - - 

- 

. - - 

- 

- 

- 

+ + + + + + + + + 

. - . - 

+ + + + + + + + + 

. - . - 
4 

. 
- - 

+ + + + + + + + + + 

- . 
- - 4 

- . - 
- - - - - 

+ + + + + + + + + 

4 
. 

- 
- 

Jan . 15 , 2019 

. 
- 

- 
- 

+ + + + + + + + + 

. 
- - 

- . 
- 

- - - 

- 
- . 

- 

+ + + + + + + + + 

- 
- . 

- 
- 
- 

- 

I - 

- 

- - 

- - 

- - - - 

- - 

- - 

- - - 

- - 

- - 

- - 

- 

- - 

. 
- 

- 
- 

- - 

+ + + + + + + + + 

904 Correlating the detected one or more user reactions with at least one or more aspects associated with the one or more 

augmentations that were included in the augmented view that was presented 

1133 Correlating the detected one or more user reactions with the at least one or more aspects associated with the one or more 
augmentations by correlating one or more physiological characteristics of the user that were sensed during and / or following the 

display of the augmented view with the one or more aspects of the one or more augmentations 

1134 Correlating the one or more physiological characteristics of the user with the one or more aspects of the one or inore augmentations by correlating one or more eye characteristics of one or more eyes of the user that were sensed during and / or 

following the display of the augmented view with the one or more aspects of the one or more augmentations 

1139 Correlating the one or more eye characteristics of the one or more eyes of the user with the one or more aspects of the one or more augmentations by correlating eye focus of the one or more eyes of the user with respect to the augmented view that were 
sensed during and / or following the display of the augmented view with the one or more aspects of the one or more augmentations 

1140 Correlating the eye focus of the 1141 Correlating the eye focus of the 1142 Correlating the eye focus of the 
one or more eyes of the user with the one or more eyes of the user with the one or more eyes of the user with the one or more aspects of the one or more one or more aspects of the one or more one or more aspects of the one or more 

augmentations by correlating eye focus augmentations by correlating the eye augmentations by correlating dwell time 
of the one or more eyes of the user with focus of the one or more eyes of the user of the one or more eyes of the user with the one or more aspects of the one or with the one or more aspects of the one the one or inore aspects of the one or more augmentations , the eye focus of or more augmentations , the eye focus of more augmentations , the eye focus of 

the one or more eyes of the user to be the one or more eyes of the user being the one or more eyes of the user being 

correlated being with respect to the one with respect to one or more aspects of with respect to one or more aspects of 

or more aspects of the one or more one or more non - augmentation scene the auginented view that were sensed 

augmentations that were sensed during elements included in the augmented during and / or following the display of 

and / or following the display of the view that were sensed during and / or the augmented view 

augmented view 

following the display of the augmented 

view 

" 
- 

. 

??? ??? ?? ?? ? ? 

- - - - - - 

- - 

- 

- 

- 

. 
- 

- - 

- 

- 

- - - - - 

- . 
- 

. . . 

- - 

- 

. 

+ + + + + + + + + 

? ? ?? ?? ? 

- 
- . 

. 

- 

- - 

- 

- 

- 

. . 

- 

- - - 

- 

- 

+ 

. . 

- 

- 

. 

- 

? ? ??? ?? ?? 
- - 

- 

- 

- 

- 

. 

- 

- 

- 

+ + + + + + + + + 

- - - 

- 

- - - 

S 

- 

- 

- 

- 

- 

- 

- - 

. 

- 

- - 

- 

. 

. . 

- 

- 

- - - 

Y 
. 

- - - 

- 

+ + + + + + + + + 

? ?? ?? * ?? ? ? ??? ?? ?? ; - ?? ?? ? 

- 

- 

. . 

- 

- 

Sheet 20 of 26 

. 

- 

. . 

- 

P 

- 

- - - - - - 

- 

- 

. 

. . 

- 

- 

. 

Y 

- 

- 

- 

. 

- 

. 

9 

- - - - - - - - 

+ + + + + + + + + 

- 

. . 

- - 

- 

- . 

- - - - - - - 

- - 

. . . . 

- - 

- 

- - 

- 

. 

- 

- 

- - - 

4 

- 

+ + + + + + + + + 

- 

- - - - 

- 

??? ?? ?? ? ?? ? ? ??? ?? ?? ??? ?? ? ? 

- 

. 

- 

- 

- 

- - 

- 

- 

- 

- . 

- - - 

- 

- 

- 

- 

- - 

- 

- 

- 

4 

- 

. 

- 

- 

- 

+ + + + + + + + + 

- - - 

- 

- 

- . 

- - 

- - 

- . 

- - 

? ? ??? ?? ? 

- 

- - 

- 

- 

+ + + + + + + + 
SHE 

- - - - 

- 

- 

- 

- 

- 

- 

. 

- - 

- 

- 

- 

- 

- - - - 

- 

. 

- - - 

R 

- 

- 

- 

+ + + + + + + + + 

- - 

- 

- 

, * ???? ?? ? ? ? ? ?? ?? ?? ? . ?? ? ? 

- 

- 

- 

- - 

- 

- 

- - - 

- 

- - - 

- - 

- - 

- - 

- 

- 

- 

+ + + + + + + + + + 

- 

- - 

. . 

- - 

. - - 

. 

- 

- - 

. 

- - 

. - 

- - . . - - . . - 

- 

. - - . . . 

- - 

. - - . . . 

- - 

- - 

. 

- - . . . 

- - 

. - - 

. 

- - 

- - 

. 

- - 

. - 

- . 

. - - . . - 

- . 

- 

. - 

- 

- 

. - 

- . 

. 

. . 

. . 

. . 

. . 

. 

. . 

. . 

. . 

. 

. 

. . 

. 

. 

. 

. 

. 

. 

. 

. . 

. . 

. . 

. 

. 

. 

. . 

. . 

. - 

- . 

1 . 

. - 

- 

: 

- . - - . 

- 

- . - - 

- - 

- - 

- - 

- - 

- - - - - - 

- - 

- - 

- - - - - - 

- - 

- - 

- - 

- - - - - - 

- - 

- - 

- - 

- - - - - - 

- - 

- - 

- - - 

- - 

- - 

- - 

- - 

- - - - - 

- - 

- - 

- - 

- - - - - 

- - 

- - 

- - - 

- - 

- - 

- - 

- - 

- - - - - 

- - 

- - 

- - - 

- - - - - 

- - 

- - 

- - - 

- - 

- - 

- - 

- - 

- - - - - - 

- - 

- - 

- - - - - - 

- - - 

- - 

- - 

- - - 

- - 

- - 

- - 

- - 

- - - - - 

- - 

- - 

- - - 

- - 

- - 

- - 

- - 

- - - 

- - 

- - 

- - 

+ + + + + 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

— 

- 

— 

— 

. — 

— 

— 

— 

— 

— 

- 

7 

- 

- 

7 

- 

- - 

- 

- 

- T 

T 

T 

T 

T 

T 

T 

* 

* * * * 

* * 

* 

* * 

* 

* 

* 

* * 

* * * 

* * 

* 

* * 

* 

* * 

* 

* * 

* * * * * 

* 

* 

* 

* * 

* 

* * 

* * * * * 

* 

* * 

* * * 

* 

* * 

* * * * 

* 

* * 

* * * 

* 

* 

* * * 

* 

* * 

* * 

* * 

* 

* * * * 

* 

* 

* * 

* 

* 

* * 

* 

* * 

* 

* 

* 

* * 

* * 

* 

* 

* * 

* 

* 

* 

* 

US 10 , 180 , 715 B2 

End 

FIG . 11B 



Start ) 

VISI 
VIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII 

atent 

: . 

- 

: - i - 

- - - 

ci i . 

- - - - 

- - ' - i . i i - 

- 

- - 

. 
- - - 

. 

- - 

i - i . . . 

- 

- 
. 

- 

- 

- 

- 
. 

- - 

. . 
- 

- 

- 

. 

- 

- - 

- - 

. . 

- - 

- 

. . 

. . 
- - 

. 
- - - 

- - 
- - 

. 

- - : - 

- 

- 
. . 

- 

i . 

- - 
. . 

. - - 
I - 

- - 

- - ' - i 

. 
- - 

. . . 

i 

- 
- 

- - 

- - 
- 

i - 

. 

Jan . 15 , 2019 

- 

- 

- - 

- 
. 

- - 

- - 

- - - 

- 

- - 

- 

- - 

. . 

- 
. 

- 

- 

- - - 
- - - - 

. 
- - 

. . . . . 

iii . 

- 

- 
. . 

. . 

- - 
- 

- - 

- - - - 

. 
- 

- 

- 

. . . 

NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN 

. . 

. . . . 

- - - 
. 

. . 

- - . 
- - - 

- - - 

- 
. 

. . 

- 

- 

. . . - 

. - 
- - 

. . . 

. 
- - 

. 
- - 

I 

. . 

ONN . 

- 
. . 

- . . . 

. 

- 

. . . 

- - 

I 

904 Correlating the detected one or more user reactions with at least one or more aspects associated with the one or more augmentations 

that were included in the augmented view that was presented . . . . . . . . 

1133 Correlating the detected one or niore user reactions with the at least one or more aspects associated with the one or inore 
augmentations by correlating one or more physiological characteristics of the user that were sensed during and / or following the display 

of the augmented view with the one or more aspects of the one or more augmentations 

1134 Correlating the one or more physiological characteristics of the user with the one or more aspects of the one or more 
augmentations by correlating one or vore eye characteristics of one or more eyes of the user that were sensed during and / or following 

the display of the augmented view with the one or more aspects of the one or more augmentations 

1143 Correlating the one or more eve characteristics of the one or more eyes of the user with the one or more aspects of the one or more augmentations by correlating one or more pupil characteristics of the one or inore eyes of the user that were sensed during 

and / or following the display of the augmented view with the one or more aspects of the one or more augmentations 

1144 Correlating 1145 Correlating the one or inore pupil characteristics of the one or more eyes of the user with the one or 

the one or more more aspects of the one or more auginentations by correlating the one or more pupil characteristics in 

pupil 

combination with eye focus of the one or more eyes of the user with the one or inore aspects of the one or 
characteristics of more augmentations , the one or more pupil characteristics and the eye focus of the one or more eyes of the 

the one or more user being with respect to the augmented view that were sensed during and / or following the display of the 

eyes of the user augmented view 
with the one or 

more aspects of the 

1146 Correlating the one or more pupil 

1147 Correlating the one or more pupil 

one or more 

characteristics in coinbination with the eye focus characteristics in combination with the eye focus of 

hentations by augmentations by 

of the one or more eyes of the user with the one the one or more eyes of the user with the one or more 

correlating shape 

or more aspects of the one or more 

aspects of the one or more augmentations by 

and / or size of one augmentations by correlating the one or more correlating the one or more pupil characteristics in 

for more punils of pupil characteristics in combination with the eye combination with the eye focus of the one or more 

the user that were 

focus of the one or unore eyes of the user with eyes of the user with the one or more aspects of the 

sensed during and the one or more aspects of the one or more one or more augmentations , the one or more pupil 

or following the auginentations , the one or more pupil 

characteristics and the eye focus of the one or more 

display of the 

characteristics and the eye focus of the one or eyes of the user being with respect to one or more 

ented view more eyes of the user being with respect to the aspects of one or inore non - augmentation scene 

one or more aspects of the one or more 

elements included in the augmented view that was 

with the one or 

more aspects of the augmentations that were sensed during and / or sensed during and / or following the display of the 

one or more 

following the display of the augmented view augmented view 

augmentations 
- 

. . 

- 

- 
. . 

- - - 
. . . . . 

- - - 
. . . . . 

- - - 

. N 
- - 

. . . . 

- - - 

. . 

- 

. 

- 
??????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????????? 

. 

- 

- 

. 

. 
- - 

- . 
- - 

. 

- - 

. . 

- - 

- 

- - 
. 

- - 
- 

. . . 

- 

- - - 

- - 

. . . ' 

. . . 

- - 

. . 

- 

- - 

. . - 

. 

. 

. 

- 

- - - 

- - . 
- - - 

. 

- 

. . . 

. . . 

- 
. - 

. . - 

. 

- - 
. 

Sheet 21 of 26 

- 
- . 

- - 

. 

- ' - 

. . . . 

- - 

. . 

. . 

- 

. . . 

- - 

. - - 

- 
- . . - . 

- . - - . - 
. . . 

. . . 

. 

. . 

- 

. 

. . - - 

- - - 

. . . 

- . - 
- 

. . 

. 
- - 

- - 

- - 

. . 

. 
- 

- - - . . . . 

. . 

- 
. 

. - - 

- 
- 

- - 

. - - 

. 

. 
- - 

. 

. 

. . 

- - 
. - 

- 

. 

- 

- - 

- 

- - 

. 

. 

- 

. 

- . 
- . - - . - 

. - - 
- . - 

- . - 

. 

- 

- 

- - 

- - . 

. 

- - - 

- 

- 

. 

. 
- - 

. . - - 
- 

i . 

- 

- - 

. 
- - - - 

. 
- 

. 

- 

. . . . 

- 

- - - i i . 

- 

. . . 

- - - 

- - 
- 

. 

. . 

- - - 

- 

- 
. 

- - 

. . 

. 
- 

. . 

- 
. 

. . . 

- - 
- - 

- - - 

. - 

- - 

. 
- - 

I 

. . 

- 

. . 

- 
. . 

. . . 

. 

- - 
. 

. . . 

- - 

- - 

. . NN 

- - - - - - 

. . 

- 

. . . 

. . 
- . - - - 

. . . . . . . . 
- . - - . - 

I 
- - 

. - - : . . 

. 

- 

. 

. . 

- 
ENN 

- - 

- - - 

. 
- - - - 

. . . 

. 

- - 

- 

- 

- - 

- - - 

- 

- - - 

- 

- - 

- - 

- - 

- - 

- - - - 

- - 

- - 

- - 

- 

- - 

- - 

- 

- - 

- 

- - 

- 

- 

- - 

- - 

- - 

- - - 

- 

- 

- - 

- - 

- 

- - 

- - 

- 

- - 

- 

- - 

- 

- 

- 

- - 

- 

- 

- - 

- 

- - 

- - 

- - 

- - 

- 

- 

- - 

- 

- - 

- 

- - 
- 

. 

- - - 
. . 

- 

- 

- - - 

- - 

- - 

! 
- - 

- 
- - - - 

- - - 

- 

- - - - 

- - - - 

- - - 
- - - 

- - - - 
- - - 

- - - - 
- - - - - 

- - - - - - - - 

- - - - - - - 

- - - - - 
- - - - - - 

- - - 

- - - - 

- - - - 
- - - - - 

- - - 
- - - 

- - - 

- - - 

- - - - 

- - - - - 

- - - - - 

- - - - - - - - - 

- - - - - 

- - - - - - - 

- - 
- - - 

- - - - 

- - - 

- - - - 

- - - - 

- - - 
- - - - 

- - - 

- - - - 

- - 
- - - 

- - - - 

- - - 

- - - - 
- - - - - 

- - - 
- - - 

- - - - 

- - - - 

- - - - 
- - - - - 

- - - 

- - - 

- - - - - 
- - - - 

- - 
- - - - - 

- 
- - 

- - 
- - 

- - - - 

- - 

- - - 

- 

- - - 

- - - - - 

- - - - - - - 
- - - - - - - 

- - - - - 

- - - - - 

- - 
- - - 

- - - - 

- - - 

- - - - 

- - - - 

- - - 
- - - 

- - - 

- - - 

- - - 

- - - - 

- - 
- - - 

- - - - 

- - - - 
- - - - 

- - - - - - - - - 
- - - - - - - - - 

- - - - 
- - - 

- - - - - 
- - - - - - - 

- - 
- - 

- - - 
- - - - - - 

- 

- - 

- 

- 

- - 

- 

- 

- 

- - 

- - 

- - 

- - 

- - - 

- - 

. . , 

Y 

N 

NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN 
US 10 , 180 , 715 B2 

End 

FIG . 110 



Start 

atent 

- - - - 

- - - - - - - - - 

- - - - - - - 

- - - - - - - 

- - - - - - - 

- - - - - - - 

- - - - - - 

! - 

- 

- : - - 

- - 

- 

- 

- . - 

. - 

. 

- - 

- - . - . 

- - 

- 

- 

- . 

- 

- - . - . - - . - - - 

Jan . 15 , 2019 

- 

- 

- 

- - - - - 

- - 

- - - - 

- 

- - - - 

- 

- 

- - - 

- 

- 

- 

- 

- - 

- 

- 

- 

- - 

- - - 

- 

- 

- - 

- - 

- 

- 

- - 

- 

- - 

- - 

- 

- 

- - 

- 

- - 

- - 

- 

- 

- - 

- 

- - 

- - 

- 

- 

- - 

- 

- - 

- - 

- - 

- - 

- 

- 

- - - 

- - 

- 

- - - 

- - 

- 

- - 

- 

- 

- - - 

- - 

- - 

- 

- - 

- - 

- - 

- 

- - 

- 

- - 

- - 

- - 

- 

- - - 

- - 

- - 

- - 

- 

- - 

- 

- - 

- - 

- - 

- - - - - - - - 

- 

904 Correlating the detected one or more user reactions with at least one or more aspects associated with the one or more 

augmentations that were included in the augmented view that was presented 
1133 Correlating the detected one or more user reactions with the at least one or more aspects 

1150 Correlating 

associated with the one or more augmentations by correlating one or more physiological 

the detected one or 

characteristics of the user that were sensed during and / or following the display of the auginented view more user reactions 

with the one or more aspects of the one or more augmentations 

with at least the 

1134 Correlating the one or more physiological characteristics of the 

nre nhvsiological characteristics of the 1149 Correlating the 

one or more aspects 

user with the one or more aspects of the one or more augmentations by one or more 

associated with the 

correlating one or more eye characteristics of one or more eyes of the 

one or more 

physiological 

user that were sensed during and / or following the display of the 

characteristics of the 

augmentations by 

augiented view with the one or more aspects of the one or niore 

user with the one or 

correlating at least 

augmentations 

more aspects of the one 

one of a facial 
expression , a head 

1143 Correlating the one or more eye characteristics of the one or or more augmentations 

position , or a head 

more eyes of the user with the one or more aspects of the one or more by correlating one or 

tilt of the user that 

auginentations by correlating one or more pupil characteristics of the more cardiopulmonary 
one or more eyes of the user that were sensed during and / or following characteristic , skin 

was detected 

the display of the augmented view with the one or more aspects of the characteristic and / or 

during and / or following the 

one or inore augmentations 

brain characteristic of the user that were 

display of the augmented view 

1148 Correlating the one or more pupil characteristics of the one or sensed during and / or 

with the one or 

following the display 

more eyes of the user with the one or more aspects of the one or 

inore 

more augmentations by correlating the one or more pupil 

of the augmented view 

augmentations that 

characteristics in combination with dwell path of the one or more with the one or inore 

were included in 

eyes of the user with the one or more aspects of the one or more 

aspects of the one or 

the augmented 

augmentations , the one or more pupil characteristics and the dwell more augmentations 

view that was 

path of the one or more eyes of the user being with respect to the augmented view that was tracked during and or following the 

displayed 

display of the augmented view 

- 

- - - - 

- 

- - 

- - 

- - - - - - - - - - - 

- - 

- - 

- - - - - - - - - - - - - - 

- - - 

- - 

- - - - - - - 

- - 

- - 

- - 

- - - 

- - 

. . 

. - - 

. 

- - - 

. 

- - - 

. . 

- 

- 

- - 

- 

- - 

- - - - - 

- 

- 

- 

Sheet 22 of 26 

- 

- - 

- - 

- 

. . - 

- 

- - - - 

- 

- 

- 

- 

- - 

- 

. . 

- 

- 

- 

- - - - - 

- 

- 

- 

. . . 

- . . 

- - - 

. 

: - 

- 

. . 

- : - - 

- - 

. . . 

: 

- - 

. 

- - 

. . . 

. . 

: : 

- - 

. . 

- 

- 

. . . 

- : - - 

. . . - 

. . 

- - 

. . . 

. . . - 

. . 

- - 

. . . 

- - 

- 

- 

- 

: 

: 

: 

: 

: 

: 

: 

. 

. 

. 

. 

. 

. 

. 

. . 

. . 

. 

. 

. 

. . 

. 

. 

. 

. 

. 

. 

. . . 

. 

. 

. 

. 

. . 

. 

. 

. . 

. 

. 

- 

4 

4 

, 

, 

, 

, 

, 

, 

- 

, 

, 

, 

. . 

. . 

. 

. . 

. . 

. 

. . 

. . 

. 

- - - 

. . 

. . . 

. . 

. . . 

. 

. . . 

. . 

. . . 

. 

. 

. . 

. 

. . 

. 

. 

. 

. . 

. 

. . 

. . 

. . 

. 

. . 

. 

. . 

. . 

. . 

. . . 

. . 

. . . 

. . 

. . . 

. . 

. . . 

. . 

. . . 

. . 

. . . 

. . 

. . . 

. 

- - - - 

End 

US 10 , 180 , 715 B2 

FIG . 11D 



Start 

U . S . Patent 

AZAROARER 
ZATRZYRTARRRRRRRRRRRR 
RRRRRRR 

- - - - - 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- - 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

Jan . 15 , 2019 

- 

- 

- 

- 

- 

- 

- 

. 

- 

- 

- 

- 

- 

- 

- 

- 

Vui ww ww AVI w . w 
- 

. . . . . . 

- 
? 

- 

- 
??? 

- 

- 

- 

- 

- 

??? ??? ? 

i 

- 

- 

- - - - - - - - - - - - - - - - - - - - - 

- 

- 

? 

. 

- 

- 

? 
- 

- 

- 

ma w . . 

- 

www . Www TV 

? ?? ? ? 
- 

- 

- 

ww IDLUS JL 

- 

- 
… 

- 

- 

. www 

- 

- 

- 
II WL MIJL . HUMI - ww MLMVJU V 

- 

- 

w 

- 
? 7 ?? ??? ?? ????? 

- 

- 

- 

- 

- 

- - - - - 

904 Correlating the detected one or more user reactions with at least one or more aspects associated with the one or more 

augmentations that were included in the augmented view that was presented 

1151 Correlating the detected one or more user 1154 Correlating the detected one or more user 1157 Correlating the 

reactions with one or more forms of the one or reactions with the at least one or more aspects 

detected one or more 

more augmentations included in the augmented associated with the one or more augmentations 

user reactions with 

view that was presented 

including correlating the detected one or more user one or more non 
reactions with one or more aspects of one or more augmentation scene 

1152 

1153 

1158 

non - augmentation scene elements included in the elements that have 

Correlating Correlating Correlating 

augmented view 

been obfuscated in 

the detected the detected the detected 1155 Correlating the detected one or more user 

the augmented view 

one or more one or more one or more reactions with the one or more aspects of the one 

by the one or more 

user reactions user reactions user reactions or more non - augmentation scene elements 

augmentations 

with one or with one or with at least included in the augmented view by correlating the more shapes more locations one of color , detected one or more user reactions with one or 

and / or 

of the one or brightness , or more locations of the one or more non 

dimensions of more 

hue of the one augmentation scene elements in the augmented 

the one or augmentations or more 

view 

more 

in the 

augmentations 
augmentations augmented 

1156 Correlating the detected one or more user reactions with the one or more locations 

view 

of the one or more non - augmentation scene elements in the augmented view including correlating the detected one or more user reactions with the one or more locations of the 
one or more non - augmentation scene elements 

relative to one or more locations of the one or more augmentations in the augmented view 

- - - - - 

w 

- 

wwwww 

? 

- 

am w 

- 

?? ? 

I 

- - 

wwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwww 

MY VA IULIA 

- 

- - - 

- - 

* 

- 
JL ILA U Uw sw . ww ww us Hr w 

????? ?? ? - - - - 

- - 

TU WE W w 

- - 

Sheet 23 of 26 

- 

In ww ww . A w MLM W WE WE WW WV WI W WAIN NA IWE NI W 

- - - - - - - - - - - - - - - - - - - - - - - - 

- 

w w 

- 

- 

- 

- 

- 
WIJV 

- 
- 

- 

- 
- 

- 

- 
- 

- 

- 

- 

- 
- 

DIUL 
- 

- 
- 

- 

* 

- 
- 

- 

- 
- 

- 

w w wWw wW . NESIS WINK WIL JW WNI WIWI 

- 

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 

- 

- 

- 

* 

- 

- 

L 

- 

EWE W 

- 

WLUL www wv w . w we 

- 

* 

- 
- 

- 

- 

- 
- 

- 

- 

- 

- 

- 

- 
- 

- 

- 

- 

_ _ EU L 
- 

w w w WINI IN MIR 

- 

- 

- 

- - - - - - - - - - - - - - 

- 

- 

- 

- 

- 

W . 

- 

- 

- 

- 
W 

- 

- 

- 

- 

- 

- 

. www 

- 

E 

- - 

- 

- 

- 

IN WWW 

- 

- 

- 
- 

. ww w 

- 

- 

* * * 

- 
- 

ILOP 
- 

- 

- 

w 

- 

- 

WINA 

- 

- 

- 

- 

w 

- 

- 

- 

- 
L 

- 

- 

- 

- 

WINI WWW ini 

- 

LIR 

IRAIRROR 

- 

- 

w w IT 

tv ww . www . www . www . 

www . www . 

www . 
w ww 

. w wwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwwww 
FIG . 11E 

End 

US 10 , 180 , 715 B2 



U . S . Patent Jan . 15 , 2019 Sheet 24 of 26 US 10 , 180 , 715 B2 

1200 
Start 

MEMEMMEVE 

1202 Detecting one or more user reactions of a user in response to a display to the user of 
an augmented view of an actual scene from a real environment , the augmented view that 
was displayed including one or more augmentations 

1204 Correlating the detected one or more user reactions with at least one or imore aspects 
associated with the one or more augmentations that were included in the augmented view 
that was presented 

i mieninnaruwa 

1206 Transmitting one or more results of the correlating . 

ini me 

1208 Receiving , in response to said transmitting , one or more second augmentations for 
displaying in a second augmented view of the actual scene or of a second actual scene 
from the real environment 

O S NOVEVVE + + + + + 

End 

FIG . 12 



Start 

atent 

: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 

- - 

- 

- 

- - 

- - - 

- 

- - - 

- 

- 

- 

- - 

- - 

- 

- 

- 

- 

- - 

- - 

- - 

- - 

- 

- - 

- - 

1206 Transmitting one or more results of the correlating 
1359 Transmitting the one or 1360 Transmitting the one or more more results of the correlating results of the correlating to one or 

via one or more wireless and more network servers associated 

or wired networks 

with one or more independent 
parties 

1361 Transmitting the one or more results of the correlating 
by transmitting one or more defined relationships between 

the detected one or more user reactions and the at least one 
or more aspects associated with the one or more 

augmentations 

. 

ria 
. . 

. . . 

. . 

. . 

. 

. 

. . . . . . 

. 

. . 

. 

. 

. . . iii i 

- - - 

- 

- - 

- - 

- - - 

- - - 

- - 

- - 

- - - 

- - - 

- - 

- - - 

- - 

- - 

- - 

- - - - - 

- - 

- - 

- - - 

- 

Jan . 15 , 2019 

- - 

Y 

- - - - - - 

. . 

. 

: 

- - - - - 

Sheet 25 of 26 

- - 

1208 Receiving , in response to said transmitting , one or more second augmentations for displaying in a second augmented view of the 

actual scene or of a second actual scene from the real environment 

1362 Receiving the one or more second augmentations for the displaying including receiving one or 1365 Receiving the one or inore second augmentations having one or more formats that were selected based , at least in part , on more second 

the one or more results of the correlating that were transmitted 

augmentations for the 

1363 Receiving the one or more second 

1364 Receiving the one or more second 

displaying including 

augmentations having the one or more formats augmentations having the on or more 

receiving one or more 

including receiving one or more second 

formats including receiving one or more 

visibility rules for 

augmentations that are designed to be placed at one or second augmentations that are designed to 

displaying the one or 

more particular locations in the second augmented have one or niore particular dimensions or 

more second 

view , the placement or placements of the one or more shapes , the one or more particular 

auginentations that are 

second augmentations at the one or more particular dimensions or shapes of the one or more 

based , at least in part , on 

locations in the second augmented view being based , second augmentations being based , at least 

the one or more results of 

at least in part , on the one or more results of the in part , on the one or more results of the 

the correlating that were 

correlating that were transinitted 

correlating that were transmitted 

transmitted 
- - - - - - - - - - - - - - - 

- - 

- 

. . 

- - 

- - . . . - 

- - - 

- . - 

. 

- . - 

. - 

. - 

. 

- . - . - . - 

. 

- . - 

. - 

. - 

. - 

. - 

- 

. 

- 

. - 

. 

. 

. - 

. - 

. - 

. 

- . - 

. - 

. - 

. - 

. - 

. 

- . 

. - 

. 

. - 

. - 

. - 

. - 

. - 

. - 

. 

. 

- . - 

. 

. - 

. - 

. - 

. 

- - 

- 

- 

- 

- - 

- - 

- 

- 

. - . - . 

- 

. - 

. - 

. - 

- 

- 

- 

- - 

- - 

- 

- 

- 

- 

- - 

- 

- 

- 

- 

- 

- - 

- 

- 

- 

- 

- 

- 

- 

- 

- 

? ?? ??? ?? ??? ?? ?? ? ??? ???? ??? ? : ? ???? . ? . ???? ?? . ??? " * ?? ?? ?? . ?? " ?? ?? ?? . ??? ???? ?? ?? ? : ??? ?? ?? ??? ? ?? ?? ?? ??? ?? ?? ?? ? 

End 

US 10 , 180 , 715 B2 

FIG . 13 



U . S . Patent Jan . 15 , 2019 Sheet 26 of 26 US 10 , 180 , 715 B2 

- - 1400 
Start 

intihar 

1402 Detecting one or more user reactions of a user in response to a display to the user of an 
augmented view of an actual scene from a real environment , the augmented view that was 
displayed including one or more augmentations 

III white 

EVENEMEVE 

1404 Correlating the detected one or more user reactions with at least one or more aspects 
associated with the one or more augmentations that were included in the augmented view that 
was presented 

wwwwwwwwwww 
www . a w 

1406 Displaying a second augmented view of the actual scene or of a second actual scene from 
the real environinent , the second augmented view including one or more second augmentations 
that have been included into the second augmented view based , at least in part , on the 
correlating 
1467 Displaying the second augmented view of the actual scene or 1470 Displaying the 
of the second actual scene from the real environment that includes second augmented 
the one or more second auginentations including displaying a view of the actual 
second augmented view that includes one or more second scene or of the second 
augmentations having one or more formats that were selected based , actual scene froni the 
at least in part , on the one or more results of the correlating real environment that 
1468 Displaying the second 1469 Displaying the second includes the one or 
augmented view that includes augmented view that includes more second 
the one or more second the one or more second augmentations 
augmentations having the one augmentations having the one including displaying a 
or more formats by displaying a or more forniats by displaying a seconda second augmented 
second augmented view that Second augmented view that view of the actual 
includes one or more second includes one or more second scene that includes 
augmentations that are augmentations that have one or one or more second 
selectively placed at one or more particular dimensions or augmentations that 
more particular locations in the shapes , the one or more replaces the one or 
second augmented view , the more augmentations 
one or more placements of the of the one or more second in the second 
one or inore second augmentations being based , at augmented view 
augmentations at the one or least in part , on the correlating 
more particular locations in the 
second augmented view being 
based , at least in part , on the correlating 

n 

ni - - - - - - - - - - - - 

- - 

- Nime 

- - - - - - - - - - - - - - - - - 

. . TAASTAT 

End 

FIG . 14 



US 10 , 180 , 715 B2 

15 

30 

CORRELATING USER REACTION WITH AT MARK A . MALAMUD ; JOHN D . RINALDO , JR . ; 
LEAST AN ASPECT ASSOCIATED WITH AN CLARENCE T . TEGREENE as inventors , filed 29 , 
AUGMENTATION OF AN AUGMENTED Nov . 2012 . 

VIEW For purposes of the USPTO extra - statutory requirements , 
the present application constitutes a continuation - in 

If an Application Data Sheet ( ADS ) has been filed on the part of U . S . patent application Ser . No . 13 / 673 , 070 , 
entitled PRESENTING AN AUGMENTED VIEW IN filing date of this application , it is incorporated by reference 

herein . Any applications claimed on the ADS for priority RESPONSE TO ACQUISITION OF DATA INFER 
RING USER ACTIVITY , naming GENE FEIN ; under 35 U . S . C . SS 119 , 120 , 121 , or 365 ( c ) , and any and all ROYCE A . LEVIEN ; RICHARD T . LORD ; ROBERT parent , grandparent , great - grandparent , etc . applications of W . LORD ; MARK A . MALAMUD ; JOHN D . such applications , are also incorporated by reference , includ RINALDO , JR . ; CLARENCE T . TEGREENE as ing any priority claims made in those applications and any inventors , filed 9 , Nov . 2012 , which is currently co material incorporated by reference , to the extent such subject pending or is an application of which a currently 

matter is not inconsistent herewith . co - pending application is entitled to the benefit of the 
filing date , and which is a continuation of U . S . patent CROSS - REFERENCE TO RELATED application Ser . No . 13 / 672 , 575 , entitled PRESENT APPLICATIONS ING AN AUGMENTED VIEW IN RESPONSE TO 
ACQUISITION OF DATA INFERRING USER The present application is related to and / or claims the 20 ACTIVITY , naming GENE FEIN ; ROYCE A . 

benefit of the earliest available effective filing date ( s ) from LEVIEN ; RICHARD T . LORD ; ROBERT W . LORD ; 
the following listed application ( s ) ( the “ Priority Applica MARK A . MALAMUD ; JOHN D . RINALDO , JR . ; 
tions ” ) , if any , listed below ( e . g . , claims earliest available CLARENCE T . TEGREENE as inventors , filed 8 , Nov . 
priority dates for other than provisional patent applications 2012 . 
or claims benefits under 35 USC § 119 ( e ) for provisional 25 For purposes of the USPTO extra - statutory requirements , 
patent applications , for any and all parent , grandparent , the present application constitutes a continuation - in 
great - grandparent , etc . applications of the Priority Applica part of U . S . patent application Ser . No . 13 / 648 , 012 , 
tion ( s ) ) . In addition , the present application is related to the entitled FORMATTING OF ONE OR MORE PERSIS 
“ Related Applications , ” if any , listed below . TENT AUGMENTATIONS IN AN AUGMENTED 
Priority Applications : VIEW IN RESPONSE TO MULTIPLE INPUT FAC 

For purposes of the USPTO extra - statutory requirements , TORS , naming GENE FEIN ; ROYCE A . LEVIEN ; 
the present application constitutes a continuation - in RICHARD T . LORD ; ROBERT W . LORD ; MARK A . 
part of U . S . patent application Ser . No . 13 / 711 , 095 , MALAMUD ; JOHN D . RINALDO , JR . ; CLARENCE 
entitled SYSTEMS AND METHODS FOR OBTAIN T . TEGREENE as inventors , filed 9 , Oct . 2012 , which 
ING AND USING AUGMENTATION DATA AND 35 is currently co - pending or is an application of which a 
FOR SHARING USAGE DATA , naming GENE FEIN ; currently co - pending application is entitled to the ben 
ROYCE A . LEVIEN ; RICHARD T . LORD ; ROBERT efit of the filing date , and which is a continuation of 
W . LORD ; MARK A . MALAMUD ; JOHN D . U . S . patent application Ser . No . 13 / 646 , 147 , entitled 
RINALDO , JR . ; CLARENCE T . TEGREENE as FORMATTING OF ONE OR MORE PERSISTENT 
inventors , filed 11 , Dec . 2012 , which is currently co - 40 AUGMENTATIONS IN AN AUGMENTED VIEW IN 
pending or is an application of which a currently RESPONSE TO MULTIPLE INPUT FACTORS , nam 
co - pending application is entitled to the benefit of the ing GENE FEIN ; ROYCE A . LEVIEN ; RICHARD T . 
filing date , and which is a continuation of U . S . patent LORD ; ROBERT W . LORD ; MARK A . MALAMUD ; 
application Ser . No . 13 / 709 , 465 , entitled SYSTEMS JOHN D . RINALDO , JR . ; CLARENCE T . 
AND METHODS FOR OBTAINING AND USING 45 TEGREENE as inventors , filed 5 , Oct . 2012 . 
AUGMENTATION DATA AND FOR SHARING 
USAGE DATA , naming GENE FEIN ; ROYCE A . None 
LEVIEN ; RICHARD T . LORD ; ROBERT W . LORD ; The United States Patent Office ( USPTO ) has published a 
MARK A . MALAMUD ; JOHN D . RINALDO , JR . ; notice to the effect that the USPTO ' s computer programs 
CLARENCE T . TEGREENE as inventors , filed 10 , 50 require that patent applicants reference both a serial number 
Dec . 2012 . and indicate whether an application is a continuation , con 

For purposes of the USPTO extra - statutory requirements , tinuation - in - part , or divisional of a parent application . Ste 
the present application constitutes a continuation - in - phen G . Kunin , Benefit of Prior - Filed Application , USPTO 
part of U . S . patent application Ser . No . 13 / 690 , 003 , Official Gazette Mar . 18 , 2003 . The USPTO further has 
entitled SYSTEMS AND METHODS FOR SHARING 55 provided forms for the Application Data Sheet which allow 
AUGMENTATION DATA , naming GENE FEIN ; automatic loading of bibliographic data but which require 
ROYCE A . LEVIEN ; RICHARD T . LORD ; ROBERT identification of each application as a continuation , continu 
W . LORD ; MARK A . MALAMUD ; JOHN D . ation - in - part , or divisional of a parent application . The 
RINALDO , JR . ; CLARENCE T . TEGREENE as present Applicant Entity ( hereinafter “ Applicant ” ) has pro 
inventors , filed 30 , Nov . , 2012 , which is currently 60 vided above a specific reference to the application ( s ) from 
co - pending or is an application of which a currently which priority is being claimed as recited by statute . Appli 
co - pending application is entitled to the benefit of the cant understands that the statute is unambiguous in its 
filing date , and which is a continuation of U . S . patent specific reference language and does not require either a 
application Ser . No . 13 / 689 , 372 , entitled SYSTEMS serial number or any characterization , such as " continua 
AND METHODS FOR SHARING AUGMENTA - 65 tion ” or “ continuation - in - part , ” for claiming priority to U . S . 
TION DATA , naming GENE FEIN ; ROYCE A . patent applications . Notwithstanding the foregoing , Appli 
LEVIEN ; RICHARD T . LORD ; ROBERT W . LORD ; cant understands that the USPTO ' s computer programs have 
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certain data entry requirements , and hence Applicant has aspects associated with the one or more augmentations that 
provided designation ( s ) of a relationship between the pres - were included in the augmented view that was presented . In 
ent application and its parent application ( s ) as set forth addition to the foregoing , other system aspects are described 
above and in any ADS filed in this application , but expressly in the claims , drawings , and text forming a part of the 
points out that such designation ( s ) are not to be construed in 5 disclosure set forth herein . 
any way as any type of commentary and / or admission as to In one or more various aspects , a computer program 
whether or not the present application contains any new product , comprising a signal bearing non - transitory storage 
matter in addition to the matter of its parent application ( s ) . medium , bearing one or more instructions including , but not 
If the listings of applications provided above are inconsistent limited to , detecting one or more user reactions of a user in 
with the listings provided via an ADS , it is the intent of the 10 response to a display to the user of an augmented view of an 
Applicant to claim priority to each application that appears actual scene from a real environment , the augmented view 
in the Priority Applications section of the ADS and to each that was displayed including one or more augmentations , 
application that appears in the Priority Applications section and correlating the detected one or more user reactions with 
of this application . at least one or more aspects associated with the one or more 

All subject matter of the Priority Applications and the 15 augmentations that were included in the augmented view 
Related Applications and of any and all parent , grandparent , that was presented . In addition to the foregoing , other 
great - grandparent , etc . applications of the Priority Applica - computer program product aspects are described in the 
tions and the Related Applications , including any priority claims , drawings , and text forming a part of the disclosure 
claims , is incorporated herein by reference to the extent such set forth herein . 
subject matter is not inconsistent herewith . 20 In addition to the foregoing , various other method and / or 

system and / or program product aspects are set forth and 
SUMMARY described in the teachings such as text ( e . g . , claims and / or 

detailed description ) and / or drawings of the present disclo 
In one or more various aspects , a method includes but is sure . 

not limited to detecting one or more user reactions of a user 25 The foregoing is a summary and thus may contain sim 
in response to a display to the user of an augmented view of plifications , generalizations , inclusions , and / or omissions of 
an actual scene from a real environment , the augmented detail ; consequently , those skilled in the art will appreciate 
view that was displayed including one or more augmenta that the summary is illustrative only and is NOT intended to 
tions , and correlating the detected one or more user reactions be in any way limiting . Other aspects , features , and advan 
with at least one or more aspects associated with the one or 30 tages of the devices and / or processes and / or other subject 
more augmentations that were included in the augmented matter described herein will become apparent by reference 
view that was presented . In some implementations , at least to the detailed description , the corresponding drawings , 
one of the detecting or correlating being performed by a and / or in the teachings set forth herein . 
machine , article of manufacture , or composition of matter . In 
addition to the foregoing , other method aspects are 35 BRIEF DESCRIPTION OF THE FIGURES 
described in the claims , drawings , and text forming a part of 
the disclosure set forth herein . For a more complete understanding of embodiments , 

In one or more various aspects , one or more related reference now is made to the following descriptions taken in 
systems may be implemented in machines , compositions of connection with the accompanying drawings . The use of the 
matter , or manufactures of systems , limited to patentable 40 same symbols in different drawings typically indicates simi 
subject matter under 35 U . S . C . 101 . The one or more related lar or identical items , unless context dictates otherwise . The 
systems may include , but are not limited to , circuitry and / or illustrative embodiments described in the detailed descrip 
programming for effecting the herein - referenced method tion , drawings , and claims are not meant to be limiting . 
aspects . The circuitry and / or programming may be virtually Other embodiments may be utilized , and other changes may 
any combination of hardware , software , and / or firmware 45 be made , without departing from the spirit or scope of the 
configured to effect the herein - referenced method aspects subject matter presented here . 
depending upon the design choices of the system designer , FIGS . 1A and 1B show the front and back views of an 
and limited to patentable subject matter under 35 USC 101 . augmented reality ( AR ) device that is in the form of a 

In one or more various aspects , a system includes , but is smartphone 10 . 
not limited to , means for detecting one or more user reac - 50 FIGS . 2A and 2B show the front and back views of an 
tions of a user in response to a display to the user of an augmented reality ( AR ) device that is in the form of a tablet 
augmented view of an actual scene from a real environment , computer 20 . 
the augmented view that was displayed including one or FIGS . 3A and 3B show different views of an augmented 
more augmentations , and means for correlating the detected reality ( AR ) device that is in the form of a goggle 30 . 
one or more user reactions with at least one or more aspects 55 FIGS . 4A and 4B show different views of an augmented 
associated with the one or more augmentations that were reality ( AR ) device that is in the form of a goggle 40 . 
included in the augmented view that was presented . In FIG . 5A shows a user 52 using the tablet computer 20 of 
addition to the foregoing , other system aspects are described FIGS . 2A and 2B in order to view two different scenes in the 
in the claims , drawings , and text forming a part of the real environment 50 at two different points or increments in 
disclosure set forth herein . 60 time . 

In one or more various aspects , a system includes , but is FIG . 5B shows a side view of the user 52 of FIG . 5A using 
not limited to , circuitry for detecting one or more user the tablet computer 20 . 
reactions of a user in response to a display to the user of an FIGS . 6A , 6B , 6C , 6D , 6E , 6F , 6G , 61 , 61 , 6K , and 6M 
augmented view of an actual scene from a real environment , show exemplary actual and augmented views of various 
the augmented view that was displayed including one or 65 scenes from the real environment . 
more augmentations , and circuitry for correlating the FIG . 7A shows a block diagram of particular implemen 
detected one or more user reactions with at least one or more tation of an AR device . 
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FIG . 7B shows a block diagram of yet another implemen explicitly otherwise stated , these examples and lists are 
tation of an AR device . merely exemplary and are non - exhaustive . In most cases , it 

FIG . 8A shows another perspective of the user reaction would be prohibitive to list every example and every com 
ascertaining module 102 * of FIGS . 7A and 7B ( e . g . , the user bination . Thus , smaller , illustrative lists and examples are 
reaction ascertaining module 102 ' of FIG . 7A or the user 5 used , with focus on imparting understanding of the claim 
reaction ascertaining module 102 " of FIG . 7B ) in accor - terms rather than limiting the scope of such terms . 
dance with various implementations . The evolution of personal computing technology over the 

FIG . 8B shows the user reaction associating module 104 * past 40 years has been simply breathtaking , evolving from 
of FIGS . 7A and 7B ( e . g . , the user reaction associating clunky large personal desktop computing devices with poor 
module 104 ' of FIG . 7A or the user reaction associating 10 resolution television monitors and limited functionality to 
module 104 " of FIG . 7B ) in accordance with various imple sleek and powerful mobile computing devices such as tablet 
mentations . computers and smartphones . As the personal computing 

FIG . 8C shows another perspective of the user interface technology continues to evolve a number of promising and 
110 of FIGS . 7A and 7B . exciting new technologies have emerged that are rapidly 

FIG . 8D shows another perspective of the one or more 15 being developed for widespread personal use . One of the 
sensors 120 of FIGS . 7A and 7B . most promising new technologies is Augmented Reality ( or 

FIG . 9 is a high - level logic flowchart of a process , e . g . , simply “ AR ” ) . 
operational flow 900 , according to some embodiments . WikipediaTM defines Augmented Reality as “ a live , direct 

FIG . 10A is a high - level logic flowchart of a process or indirect , view of a physical , real - world environment 
depicting alternate implementations of the user reaction 20 whose elements are augmented by computer - generated sen 
detecting operation 902 of FIG . 9 . sory input such as sound , video , graphics or GPS data . " In 

FIG . 10B is a high - level logic flowchart of a process order to facilitate understanding of the various concepts , 
depicting alternate implementations of the user reaction processes , and systems to be discussed herein , certain basic 
detecting operation 902 of FIG . 9 . terms and phrases will now be introduced and elucidated . 

FIG . 10C is a high - level logic flowchart of a process 25 For example , in the following the terms " augmentation , " 
depicting alternate implementations of the user reaction " augmented view , " " actual view , " " scene from a real envi 
detecting operation 902 of FIG . 9 . ronment , ” or variations thereof , are repeatedly recited . For 

FIG . 10D is a high - level logic flowchart of a process purposes of the following , the phrase " scene from a real 
depicting alternate implementations of the user reaction environment ” will be in reference to an actual or true 
detecting operation 902 of FIG . 9 . 30 ( visual ) scene from an actual physical environment ( as 

FIG . 11A is a high - level logic flowchart of a process opposed to a virtual environment or world ) in the proximate 
depicting alternate implementations of the user reaction vicinity of an AR system and / or the user of the AR system 
correlating operation 904 of FIG . 9 . ( herein “ AR device user ” ) . For purposes of the following 

FIG . 11B is a high - level logic flowchart of a process description , the phrase " actual view ” is in reference to a true 
depicting alternate implementations of the user reaction 35 or unmodified ( or substantially true or unmodified ) view of 
correlating operation 904 of FIG . 9 . a scene from the real environment . The phrase " augmented 

FIG . 11C is a high - level logic flowchart of a process view , ” in contrast , is in reference to a view of an actual scene 
depicting alternate implementations of the user reaction from the real environment that has been augmented ( e . g . , 
correlating operation 904 of FIG . 9 . modified ) and that may be presented ( e . g . , displayed or 

FIG . 11D is a high - level logic flowchart of a process 40 transmitted ) through an AR system . An " augmentation ” is 
depicting alternate implementations of the user reaction any modification , revision , or addition that may be included 
correlating operation 904 of FIG . 9 . in an augmented view of a scene from the real environment 

FIG . 11E is a high - level logic flowchart of a process and that may not be present in the actual view of the scene 
depicting alternate implementations of the user reaction from the real environment . 
correlating operation 904 of FIG . 9 . 45 There are at least two types of computing devices that can 

FIG . 12 is another high - level logic flowchart of a process , be used to implement AR technology : “ specifically - de 
e . g . , operational flow 1200 , according to some embodi - signed ” AR systems and " nonspecifically - designed ” AR 
ments . systems . Nonspecifically - designed AR systems are general 

FIG . 13 depicts alternate implementations of the opera - purpose computing systems or devices that can be config 
tional flow 1200 of FIG . 12 . 50 ured to implement AR functionalities by executing , for 

FIG . 14 is another high - level logic flowchart of a process , example , AR software applications . Examples of such 
e . g . , operational flow 1400 , according to some embodi devices include , for example , personal mobile computing 
ments . communication devices such as tablet computers and smart 

phones . In contrast , specifically - designed AR systems are 
DETAILED DESCRIPTION 55 systems or devices that have been specifically designed to 

implement AR functionalities . Specifically - designed AR 
In the following detailed description , reference is made to systems may come in a variety of forms but are most 

the accompanying drawings , which form a part hereof . In commonly in the form of a head - mounted display ( HMD ) 
the drawings , similar symbols typically identify similar or such as in the form of eyeglasses , goggles , helmet , and so 
identical components or items , unless context dictates oth - 60 forth . These devices are sometimes referred to as " wearable 
erwise . The illustrative embodiments described in the computing devices . ” Typically these wearable computing 
detailed description , drawings , and claims are not meant to devices will include one or more features that allows the user 
be limiting . Other embodiments may be utilized , and other to wear the device on his / or her head ( e . g . , a coupling device 
changes may be made , without departing from the spirit or for coupling the AR device to a user ' s head ) . Such features 
scope of the subject matter presented here . 65 include , for example , a strap , a pair of earpieces or temple 

Throughout this application , examples and lists are given , pieces ( e . g . , the parts of goggles or glasses that are attached 
with parentheses , the abbreviation “ e . g . , " or both . Unless to the frame of , for example , a glasses and that extend out 
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to the ears of the user holding the eyeglasses frame to the inward - facing camera on the front - side 22 and lens 26b for 
face of the user - see example 42a or 42b of FIG . 4A , or in a forward - facing camera on the back - side 24 of the tablet 
the case of a helmet the helmet structure itself ) . Alterna computer 20 . 
tively , a wearable computing device may be made wearable In some cases , the inward - facing camera associated with 
by having a feature ( e . g . , one or more clips or hooks ) that 5 lens 26a may be used in order to track the gaze , focus , dwell 
allows it to be attached or clipped onto the frame of a pair path , and / or dwell time of one or more eyes of a user . The 
of glasses or goggles thus allowing the AR device to be forward - facing camera associated with lens 26b on the 
coupled to the user ' s head . An example of such a feature back - side 24 of the tablet computer 20 may be used to 
may be found in the form of a clip 47a is illustrated in FIG . capture ( e . g . , sense and / or record ) actual scenes of real 

* 10 world environments in order to generate augmented views of 4A . 
All of these devices ( e . g . , specifically - designed AR sys those actual scenes . Note that in some cases , a single camera 

may be coupled to both lens 26a and lens 26b , thus the single tems and nonspecifically - designed AR systems ) will usually camera can act as both a forward - facing and rear - facing have certain common components including one or more camera . The generated augmented views may then be dis 
cameras ( e . g . , digital , web , and / or HD cameras ) , one or 15 played through display 28 . References to “ real environment ” 
more displays ( e . g . , LCD displays or see - through displays ) , or “ real world environment " herein may be in reference to 
and logic for processing data generated by the one or more true or actual physical environments rather than to a virtual 
cameras and / or for generating and merging computer gen environment or virtual world . 
erated data or images with actual views or images of scenes FIGS . 3A and 3B illustrate a specifically - designed AR 
from real world environment to generate augmented views 20 system in the form of video goggles 30 that can implement 
of the scenes of the real world environment . Although most , one or more AR functionalities . In particular , FIG . 3A 
if not all , current AR systems will contain these same basic illustrates a perspective view of the video goggle 30 , which 
components ( e . g . , camera , display , etc . ) , they can , however , includes , among other things , a frame piece 32 , a left temple 
take on a wide range of form factors as briefly described 31a , and a right temple 31b . Disposed on the front - side 39a 
above ( e . g . , tablet computer , goggles , and so forth ) . 25 of the frame piece 32 are two forward looking lenses 34a 
FIGS . 1A and 1B , 2A and 2B , 3A and 3B , and 4A and 4B and 34b for a pair of corresponding forward - looking cam 

illustrate some of the form factors that current AR devices eras for capturing ( e . g . , recording , scanning , sensing , etc . ) 
can take on . For example , FIG . 1A depicts the front - side 12 actual scenes of real world environments in order to generate 
( e . g . , the side of a personal computing / communication augmented views of those actual scenes . FIG . 3B illustrates 
device that a display is located or disposed on ) , respectively , lv 30 a view of the backside 39b of the frame piece 32 of the 
of a nonspecifically - designed AR system that is in the form exemplary video goggles 30 of FIG . 3A . The backside 39b 

of the frame piece 32 is depicted as including a left display of a smartphone 10 and that can be configured or designed 38a and a right display 38b , a rim 35 surrounding the left to implement one or more AR functionalities . FIG . 1B display 38a and the right display 38b , a left lens 36a for a shows the backside 14 ( e . g . , the side of a personal comput 1 35 left inward - facing camera and a right lens 365 for a right ing / communication device that is opposite of the front - side inward inward - facing camera , and a left hinge 33b and a right hinge 
12 personal computing / communication device ) of the exem 33a . The rim 35 that may surround the left display 38a and 
plary smartphone 10 of FIG . 1A . The exemplary smartphone the right display 38b may be a soft , semi - soft , or hard rim 
10 may include a display 18 , such as a touchscreen or liquid that in some cases may act as a cushion , as well as a barrier 
crystal display ( LCD ) , on the front - side 12 of the smart - 40 to prevent excess light from entering a user ' s field of view 
phone 10 . The smartphone 10 of FIGS . 1A and 1B is also ( thus allowing the user to better view the left and right 
depicted as having lens 16a for an inward - facing camera on displays 38a and 38b ) . 
the front - side 12 and lens 16b for a forward - facing camera The forward - looking cameras associated with the for 
on the back - side 14 of the smartphone 10 . When employed ward - looking lens 34a and 34b may be used to capture ( e . g . , 
to provide one or more augmented views of one or more 45 sense and / or record ) actual scenes of real world environ 
scenes of real world environments , the display 18 may be ments in order to generate augmented views of those actual 
used in order to display the augmented views . In some cases , scenes . These augmented views that are generated may then 
the inward - facing camera associated with lens 16a may be be displayed through displays 38a and 38b . Note that in 
used in order to track the gaze , focus , dwell path , and / or alternative implementations , the video goggle 30 may only 
dwell time of one or more eyes of a user . The forward - facing 50 employ a single forward - looking lens for a single forward 
camera that is associated with lens 16b , on the other hand , looking camera rather than employing two forward - looking 
may be used to capture ( e . g . , sense and / or record ) actual lenses 34a and 34b for two forward - looking cameras as 
scenes of real world environments in order to generate illustrated in FIG . 3A . In such implementations , the single 
augmented views of those actual scenes . The generated forward - looking lens may be disposed at the mid - point or 
augmented views may then be displayed through display 18 . 55 bridge part of the frame piece 32 above where a user ' s nose 

FIGS . 2A and 2B illustrates the front - side 22 ( e . g . , the would be positioned . The output associated with the corre 
side of a personal computing / communication device that a sponding single forward - looking camera would then be 
display is located or disposed on ) and the backside 24 ( e . g . , displayed through both displays 38a and 38b . 
the side of the computing / communication device that is The video goggles 30 may also include inward - looking 
opposite of the front - side of the computing / communication 60 lenses 36a and 36b as depicted in FIG . 3B for two inward 
device ) , respectively , of a nonspecifically - designed AR sys - looking cameras ( not shown ) on the backside 39b of the 
tem that is in the form of a tablet computer 20 and that can frame piece 32 and disposed between the displays 38a and 
be configured or designed to implement one or more AR 38b and rim 35 . The inward - looking cameras may be 
functionalities . In FIGS . 2A and 2B , the tablet computer 20 employed in order to track the movements as well as the 
is depicted as having a display 28 , such as a touchscreen , on 65 gaze , focus , dwell path , and / or dwell time of one or more 
the front - side 22 of the tablet computer 20 . The tablet eyes of a user . Note that alternatively , the video goggles 30 
computer 20 is also depicted as having lens 26a for an may include fewer or more inward - looking cameras and 
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inward - looking lenses . Further , there is no requirement that right lens 45b and which is for a corresponding inward 
a corresponding camera is needed for each inward - looking looking camera . As illustrated the inward - looking lens 48b 
lens as it may be possible to employ , for example , a single is disposed on the electronics housing 47 near the see 
camera for viewing through multiple lenses . through display 46 . The inward - looking cameras may be 

The frame piece 32 , the left temple 31a , and the right 5 employed in order to track the movements as well as the 
temple 31b may house various electronics that are designed gaze , focus , dwell path , and / or dwell time of the right eye of 
for , for example , processing data provided by the various a user . The placement of the inward - looking lens 48b is a 
cameras ( e . g . , forward - looking as well as backward looking design choice and may be located elsewhere so long as it has 
cameras ) , and for generating augmented views of scenes a view to the right eye of a user . In alternative implemen 
from real world environment that may be displayed through 10 tations , a second inward - looking lens for a second inward 
displays 38a and 38b . The types of electronics that may be looking camera may be included in order to track and 
included with the video goggles 30 may include , for monitor the movements as well as the gaze , focus , dwell 
example , the same or similar types of electronics ( e . g . , path , and / or dwell times of the left eye of the user . In the 
microprocessors , controllers , network interface card , exemplary electronic glasses 40 illustrated in FIG . 4A , all of 
memory , etc . ) that are often found in mobile computing 15 the major components are depicted as being located on the 
communication devices such as the smartphone 10 or the right - side of the electronic glasses 40 . Alternatively , these 
tablet computer 20 described earlier . The left temple 31a and components ( e . g . , electronic housing 47 , see - through dis 
the right temple 31b are features that allow the AR system play 46 , and so forth ) may be alternatively or additionally 
to be worn on a user ' s head . located on the left side of the electronic glasses 40 . 

Turning now to FIGS . 4A and 4B , which illustrate a 20 The electronics housing 47 may house various electronics 
specifically - designed AR system that is in the form of including electronics that are designed for , for example , 
electronic glasses 40 that can implement one or more AR processing data provided by the various cameras ( e . g . , 
functionalities . In particular , FIG . 4A illustrates a perspec forward - looking as well as inward looking cameras ) , and for 
tive view of the electronic glasses 40 , which includes , generating augmented views of scenes from real world 
among other things , a frame piece 41 ( which further includes 25 environment that may be displayed through see - through 
a left rim piece 43a , a right rim piece 43b , and a bridge 44 ) , display 46 . The types of electronics that may be included 
a left temple 42a , a right temple 42b , a left lens 45a , a right with the electronic glasses 40 may include , for example , the 
lens 45b , a see - through display 46 , and electronics housing types of electronics ( e . g . , microprocessors , controllers , net 
47 ( note that in some cases , the electronics housing 47 may work interface card , memory , camera , battery , etc . ) that are 
include an optional clip 47a for coupling the electronics 30 often found in mobile computing / communication devices 
housing 47 to the right temple 42b . The frame piece 41 such as the smartphone 10 or the tablet computer 20 
having a front - side 49a and a backside 49b opposite of the described earlier . 
front - side 49a . Disposed at the end of the electronics hous - In some cases , the electronic housing 47 ( and its contents 
ing 47 is a forward - looking lens 48a for a corresponding including one or more cameras ) and the see - through display 
forward - looking camera for capturing ( e . g . , recording , scan - 35 46 may be a separate unit that can be clipped onto a 
ning , sensing , etc . ) actual scenes of real world environments prescription or non - prescription eyeglasses . In such an 
in order to generate augmented views of those actual scenes . embodiment , the electronic housing 47 may include one or 
In some alternative implementations , the forward - looking more features ( e . g . one or more clips , magnets , straps , and 
lens 48a may be alternatively located at bridge 44 of the so forth ) that allows the housing to be worn by a user by 
frame piece 41 or at some other location . Note that the left 40 allowing the electronic housing 47 to be attached to a pair of 
lens 45a and the right lens 45b are optional and are not eye - glasses or goggles . Note that although not depicted 
necessary for implementing AR functionalities . herein , AR devices may come in other types of forms other 

In FIG . 4A , the see - through display 46 is depicted as than those illustrated in FIGS . 1A , 1B , 2A , 2B , 3A , 3B , 4A , 
covering only a portion of the right lens 45b and being and 4B including , for example , a helmet , a mask , and so 
depicted as being attached to the end of the electronics 45 forth . 
housing 47 . Thus , the see - through display 46 may be used to There are many types of augmentations that can be 
display and overlay computer generated data and / or images provided through AR systems including , for example , aug 
onto portions of views of actual scenes of the real world mentations in the form of text that may be added to an 
environment that a user might see through right lens 45b . augmented view , an augmentation in the form of 2 or 
Note again that since the see - through display 46 covers only 50 3 - dimensional visual item ( which may or may not be an 
a portion of the right lens 45b , only a portion of the view that animated item that moves ) that may be added to an aug 
a user may see through the right lens 45b may be augmented mented view , and / or an augmentation that simply modifies , 
( e . g . , modified ) . In some other alternative implementations , emphasizes , deletes , or de - emphasizes an existing real world 
the see - through display 46 may alternatively cover the entire item ( e . g . , intensity of light , color of a car , removal of 
right lens 45b so that the entire view of the user through the 55 undesirable elements in the corresponding real field of view 
right lens 45b may be augmented if needed . Although the such as rubbish on the ground , etc . ) in the augmented view . 
electronic glasses 40 in FIGS . 4A and 4B is depicted as One type of augmentation that many currently available 
having only one see - through display 46 over the right lens AR systems can include into an augmented view of an actual 
45b , in alternative implementations , a second see - through scene of the real environment are vision - based augmenta 
display may be disposed over the left lens 45a . The left 60 tions that depend , for their existence in the augmented view , 
temple 42a and the right temple 42b are features that allow on the presence of a visual cue ( e . g . , an “ anchor ” visual 
the AR system to be worn on a user ' s head . item ) in the actual view of a scene from the real environ 

FIG . 4B depicts a view of the backside 49b of the frame ment . That is , in many currently available AR systems , an 
piece 41 of the electronic glasses 40 depicted in FIG . 4A . In augmentation will only be included into an augmented view 
FIG . 4B , the see - through display 46 can be seen through the 65 only when a visual cue is detected in the actual view of a 
clear right lens 45b . Further illustrated in FIG . 4B is an scene from the real environment . In some cases , the visual 
inward - looking lens 48b that can be seen through the clear cue that may be the basis for the inclusion of the augmen 
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tation in the augmented view may be a visual marker ( e . g . , more augmentations that were included in the augmented 
a recognizable symbol or pattern such as the face of a dollar view that was presented . In some embodiments , the com 
bill ) that may have been purposefully placed in an actual putationally implemented methods , systems , circuitry , 
scene of the real environment in order to prompt an AR articles of manufacture , and computer program products 
system to insert a particular augmentation into the aug - 5 may be further designed to transmitting one or more results 
mented view of the actual scene of the real environment . In of the correlating ; and receiving , in response to said trans 
other cases , the visual cue may be a recognizable or iden - mitting , one or more second augmentations for displaying in 
tifiable visual pattern ( e . g . , a human face ) that may be a second augmented view of the actual scene or of a second 
recognized using image feature analysis ( e . g . , image track - actual scene from the real environment . In the same or 
ing such as Parallel Tracking ) . 10 different embodiments , the computationally implemented 

There are , of course , other types of augmentations that methods , systems , circuitry , articles of manufacture , and 
currently available systems can provide or have been pro - computer program products may additionally or alterna 
posed that depend , for their existence in an augmented view , tively be designed to displaying a second augmented view of 
on factors other than visual cues in the actual views of the actual scene or of a second actual scene from the real 
scenes of the real environment . For example , in some 15 environment , the second augmented view including one or 
current AR systems , an augmentation can be provided that more second augmentations that have been included into the 
may depend , for its existence in the augmented view , on the second augmented view based , at least in part , on the 
location and / or orientation of the AR system that is present correlating . 
ing ( e . g . , displaying and / or transmitting ) the augmented in various embodiments , the methods , systems , circuitry , 
view . In other cases , an AR system may be configured or 20 articles of manufacture , and computer program products in 
designed to insert one or more augmentations into an accordance with various embodiments may be implemented 
augmented view based on the location of the AR system by the AR device 70 * of FIG . 7A or 7B . Note that for 
and / or which direction is the AR system " facing ” ( e . g . , east , purposes of the following , “ * ” represents a wildcard . Thus , 
west , north , up , down , etc . ) . references in the following to the AR device 70 * of FIG . 7A 

It is contemplated that as the AR technology evolves , one 25 or 7B may be in reference to the AR device 70 ' of FIG . 7A 
of the challenges that AR developers may face is determin - or to the AR device 70 " of FIG . 7B . Note further that the AR 
ing and applying the optimal formatting ( e . g . , size , shape , device 70 * of FIG . 7A or 7B may have a variety of form 
color , length of visibility , etc . ) , inclusion ( e . g . , when to factors including any one of the form factors illustrated in 
include into an augmented view ) , and placement ( e . g . , FIGS . 1A , 1B , 2A , 2B , 3A , 3B , 4A , and 4B , or having other 
placement in the augmented view ) of augmentations . That 30 form factors ( e . g . , a helmet , a mask , and so forth ) . 
is , it is likely that with respect to at least some types of In order to further facilitate understanding of the various 
augmentations it may be highly desirable for such augmen - operations , processes , and systems to be described herein , 
tations to have certain formats and / or be placed at certain certain concepts and terms will now be introduced with 
locations of an augmented view in order to maximize their references to FIGS . 5A and 5B . In particular , FIG . 5A is a 
visibility or “ noticeability . ” It is also just as likely that with 35 top - down view of an AR user 52 ( herein simply " user 52 " ) 
respect to other types of augmentations it may be highly using an AR device 70 * that is in the form of a tablet 
desirable for such augmentations to have particular formats computer 20 ( as illustrated in FIGS . 2A and 2B ) at different 
and / or be placed at particular locations of an augmented points or increments in time . Note that although the AR 
view in order to minimize or reduce their visibility or device illustrated here is in the form of a tablet computer 20 , 
noticeability . The optimal formatting and / or placement of 40 the concepts to be introduced here as well as in FIG . 5B will 
augmentations in augmented views may , therefore , be par - apply to other AR devices having other form factors ( e . g . , a 
ticularly useful for presenting augmented views of real smartphone , a video goggle , electronic glasses , and so 
scenes from the real environment . forth ) . 

In accordance with various embodiments , computation - Referring back to FIG . 5A which shows user 52 viewing 
ally implemented methods , systems , circuitry , articles of 45 actual views 51 of actual scenes from the real ( physical ) 
manufacture , and computer program products are described environment 50 surrounding the AR device ( e . g . , tablet 
herein that are designed to , among other things , ascertain computer 20 ) . The actual views 51 of the actual scenes of the 
one or more user reactions to a display of an augmented real environment 50 may be captured by a camera through 
view of an actual scene from a real environment , the lens 26b at different points in time . That is , an actual scene 
displayed augmented view having one or more augmenta - 50 from the real environment 50 is not only location specific but 
tions ; and correlating the detected one or more user reactions is also time specific . In this example , the actual views 51 
with at least one or more aspects associated with the one or captured by the camera of the tablet computer 20 is the view 
more augmentations . In various embodiments , the results of of a store front . Note that a car is illustrated as being present 
the correlation may be particularly useful for , among other in the real environment 50 and is depicted as moving 
things , determining when and how to present a particular 55 towards the line of sight ( e . g . , actual view 51 — field of view ) 
augmentation in an augmented view in order to , for of the tablet computer 20 . Thus , although the field of view 
example , maximize or minimize its visibility or noticeabil - for the camera of the tablet computer 20 is directed to the 
ity . same location over length of time , the actual views 51 of the 
More particularly , the computationally implemented location will change over time ( e . g . , the actual views 51 will 

methods , systems , circuitry , articles of manufacture , and 60 change as , for example , the car ( or pedestrians ) comes into 
computer program products may be designed to , among and / or leaves the field of view of the tablet computer 20 . 
other things , detecting one or more user reactions of a user After capturing the actual views 51 through lens 26b , the 
in response to a display to the user of an augmented view of tablet computer 20 may display through a display 28 one or 
an actual scene from a real environment , the augmented more augmented views 56 ( each of which include one or 
view that was displayed including one or more augmenta - 65 more augmentations ) . The user 52 may view the one or more 
tions , and correlating the detected one or more user reactions augmented views 56 visually presented through the display 
with at least one or more aspects associated with the one or 28 using his or her eyes 502 . The inward - facing camera 
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through lens 26a may track the eyes 502 of the user 52 as the and / or following the display of the augmented view 60c has 
user 52 views the one or more augmented views 56 . In been overlaid on top of the augmented view 60c . Also 
particular , the tablet computer 20 through its inward facing illustrated in FIG . 6C is the focus point of the one or more 
camera may track one or more characteristics of the eyes 502 eyes of the user 52 , which will now be referred to as eye 
of the user 52 , including , for example , eye focus 502 , dwell 5 focus ( e . g . , eye focus 65a in FIG . 6C ) 
path , dwell time , pupil size and shape , and so forth . In Based on the detected reaction ( e . g . , dwell path 66a as 
various embodiments , a dwell path is the focus path of one illustrated in FIG . 6C ) of a user 52 to the display of the 
or more eyes 502 of a user 52 as the user 52 , views , for augmented view 60b ( see FIG . 6B ) including the augmen 
example , actual and / or augmented views that may be dis - tation 64a , the AR device 70 * may visually present the 
played through an AR device ( e . g . , tablet computer 20 ) . The 10 augmented view 60d of FIG . 6D . The augmented view 60d 
dwell path may be defined or identified by tracking the path includes an augmentation 64b having a particular format 
that focus point of the one or more eyes 502 takes along , for ( e . g . , a shape of a soft drink bottle ) and being placed at a 
example , an augmented view 56 ( or non - augmented or particular location ( e . g . , right bottom corner of the aug 
actual view ) displayed through the AR device ( e . g . , tablet mented view 60d and on top of the beach ) in the augmented 
computer 20 ) . In contrast , dwell time is the amount of time 15 view 60d . The format and / or placement of the augmentation 
that a user dwells on ( e . g . , stares at or focuses on ) a , for 64b may be based on the detected reaction of the user ( e . g . , 
example , visual object . eye focus and dwell path , perspiration level of the user 52 

Referring now to 5B , which illustrates a side - view of the based on detected skin characteristics , etc . ) . 
user 52 using the AR device ( e . g . , tablet computer 20 ) as FIG . 6E illustrates another example augmented view 60e 
illustrated in FIG . 5A . The display 28 may visually present 20 of the beach scene illustrated in FIG . 6A . The example 
one or more augmented views 56 based , at least in part , on augmented view 60e includes an augmentation 64c that is an 
one or more captured actual views 51 . The inward - facing informational augmentation indicating environmental infor 
camera of the tablet computer 20 and through lens 26a may mation ( that shows 90 percent chance of precipitation ) . 
track the one or more eyes 504 of the user 52 including , for Illustrated also in FIG . 6E is the dwell path 66b and the eye 
example , the eye focus 502 of the user 52 as well as the 25 focus 65b ( e . g . , eye focus point ) of the user 52 during and / or 
dwell path and / or dwell time of the user 52 in response to the following the display of the augmented view 60e . The 
display of one or more augmented views 56 . example dwell path 66b of the user 52 that is directed 

Turning now to FIGS . 6A , 6B , 6C , 6D , 6E , 6F , 6G , 6H , skywards in FIG . 6E may have been as result of the user 
61 , 6K , and 6M , that illustrate exemplary actual views and seeing that the augmentation 64c indicating a 90 percent 
augmented views of various scenes from the real environ - 30 chance of precipitation . 
ment that may be provided by the computationally imple - FIG . 6F illustrates another example augmented view 60f 
mented methods , systems , circuitry , articles of manufacture , that may be generated by the AR device 70 * of FIG . 7A or 
and computer program products in accordance with various 7B . The augmented view 60f may have been generated 
embodiments . The exemplary actual views and the exem - based on the detected reaction ( e . g . , dwell path 66b of FIG . 
plary augmented views illustrated in these figures are pro - 35 6E ) of the user 52 to the display of the augmented view 60e 
vided in order to facilitate understanding of various concepts of FIG . 6E . Note that augmented view 60f may be a different 
that will be described in connection with the various opera - augmented view from the augmented view 60e of FIG . 6E 
tions and processes to be discussed herein . Note that in ( e . g . , augmented view 60e may have presented on Monday 
various embodiments at least the augmented views ( e . g . , while augmented view 60f may have been presented two 
augmented views 60 , 600 , 600 , 60e , 60f , 60g , 601 , 60k and 40 days later on Wednesday looking at the same location but 
60m ) illustrated in FIGS . 6B , 6C , 6D , 6E , 6F , 6G , 61 , 6K and with similar conditions ) . Augmented view 60f includes 
6M may be presented by the AR device 70 * ( e . g . , AR device augmentation 64cc ( which includes similar but not the same 
70 ' or AR device 70 " ) of FIG . 7A or 7B . environmental information as augmentation 64c of FIG . 6E ) 

Referring particularly now to FIG . 6A , which illustrates and augmentation 64d ( which may have been formatted and 
an actual view 60a of a scene from the real environment . In 45 selectively placed in the top right corner of the augmented 
this case , the actual scene 60a is scene of a beach . Based on view 60f based on the reaction of the user to the augmented 
the actual view 60a , the AR device 70 * of FIG . 7A or 7B view 60e of FIG . 6E ) . The augmentation 64d being in the 
may generate an augmented view 60b as illustrated in FIG . shape of a plane towing a banner . Augmentation 64cc 
6B . The augmented view 60b includes an augmentation 64a includes an augmentation aspect 67a in the form of a 
( configured to be in the shape of a sundial ) that may have 50 darkened or darkly colored boarder . FIG . 6F also illustrates 
been included in the augmented view 60b based on one or eye focus 65c of the one or more eyes of the user 52 being 
more visibility rules that the AR device 70 * may be execut - on the augmentation aspect 67a . 
ing . Visibility rules are directives or instructions that define Referring now to FIG . 6G illustrates another example 
when or how an augmentation may be presented . For augmented view 60g of the beach scene illustrated in FIG . 
example , in some cases , a visibility rule may require a 55 6A . In particular , FIG . 6G illustrates the dwell path 66b of 
specific augmentation to be included into an augmented one or more eyes of a user 52 between augmentation 64c and 
view when a particular “ anchor ” visual cue is detected as augmentation 64e . The roundabout path of the dwell path 
being present in the corresponding actual scene of the real 66b may be as result of the precipitation information 
environment that the augmented view is based on . Other included in the augmentation 64c . The detected dwell path 
visibility rules may direct the inclusion of an augmentation 60 66b may , in some embodiments , cause the AR device 70 * to 
into an augmented view based on the location and / or ori - selectively insert any additional augmentations along ( or not 
entation of the AR device 70 * . along ) the detected dwell path 66b . 

FIG . 6C illustrates an augmented view 60c of the actual FIG . 6H illustrates an example actual view 60h of an 
scene ( e . g . , actual view 60a ) depicted in FIG . 6A . Note that interior scene from a shopping mall as captured by , for 
augmented view 60c is essentially the same as the aug - 65 example , the AR device 70 * of FIG . 7A or 7B . Referring 
mented view 60b of FIG . 6B except that a dwell path 66a of now to FIG . 61 , which illustrates an augmented view 60i of 
one or more eyes of a user 52 in response to and during the actual view 60h illustrated in FIG . 6H . Included in the 
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augmented view is an augmentation 64f , which is an infor - user reaction ascertaining module 102 ' , the user reaction 
mational augmentation that provides menu information of a associating module 104 ' , the non - augmented view present 
restaurant that is located in the shopping mall . ing module 105 ' , the augmented view presenting module 

Turning now to FIG . 6K , which illustrates the augmented 106 ' , the correlation result relaying module 107 ' , and the 
view 60k of the interior of the restaurant that was referred to 5 augmentation acquiring module 108 ' including the visibility 
above . Included in the augmented view 60k is an augmen rule acquiring module 109 ' ) are implemented using purely 
tation 64g , which contains the same information as the hardware solutions ( e . g . , circuitry such as ASIC ) as illus 
augmentation 64f of FIG . 61 . Note , however , the augmen - trated in FIG . 7A or in which all of the logic modules ( e . g . , 
tation 64g has been placed at the left bottom corner of the the user reaction ascertaining module 102 " , the user reaction 
augmented view 60k rather than in the center of the aug - 10 associating module 104 " , the non - augmented view present 
mented view 60k as was the case in the augmented view 60i ing module 105 " , the augmented view presenting module 
of FIG . 61 . In some cases , the placement of the augmentation 106 " , the correlation result relaying module 107 " , and the 
64g at the corner of the augmented view 60k may be based augmentation acquiring module 108 " including the visibility 
on the user 52 reaction to the augmented view 60i of FIG . rule acquiring module 109 " ) are implemented using soft 
61 . That is , the AR device 70 * may have detected that the 15 ware solutions ( e . g . , programmable instructions being 
user 52 showed very little interest ( e . g . , very low dwell time executed by hardware such as one or more processors ) as 
or lack of eye focus ) in augmentation 64f because the user illustrated in FIG . 7B . Since , there are many ways of 
may have been , for example , irritated by the placement of combining hardware , software , and / or firmware in order to 
the augmentation 64f at the center of the augmented view implement the various logic modules ( e . g . , the user reaction 
60i . As a result , the augmentation 64g was selectively placed 20 ascertaining module 102 * , the user reaction associating 
at the corner of the augmented view 60k in order to not module 104 * , the non - augmented view presenting module 
antagonize the user 52 . 105 * , the augmented view presenting module 106 * , the 

FIG . 6M shows another example augmented view 60m of correlation result relaying module 107 * , and the augmenta 
the interior of a shopping mall as was illustrated in FIG . 6H . tion acquiring module 108 * including the visibility rule 
The augmented view 60m includes an augmentation 64h that 25 acquiring module 109 * ) , only the two extreme implemen 
contains similar information as augmentation 64f of FIG . 61 . tations ( e . g . , the purely hardware solution as illustrated in 
Note , however , augmentation 64h has a different format FIG . 7A and the software solution of FIG . 7B ) are illustrated 
( e . g . , different coloring and a bolder border ) from the format here . It should be noted here that with respect to the " soft ” 
of augmentation 64f . In various embodiments , the augmen - implementation illustrated in FIG . 7B , hardware in the form 
tation 64h may be as a result of the AR device 70 * detecting 30 of circuitry such as one or more processors 116 are still 
user 52 lack of interest of the original augmentation 64f of needed in order to execute the software . Further details 
FIG . 61 . Note that a more detailed discussion related to related to the two implementations of AR device 70 * illus 
FIGS . 6A , 6B , 6C , 6D , 6E , 6F , 6G , 6H , 61 , 6K and 6M will trated in FIGS . 7A and 7B will be provided in greater detail 
be provided with respect to the operations and processes to below . 
be described herein . 35 In some instances , one or more components may be 

Referring now to FIGS . 7A and 7B , illustrating two block referred to herein as “ configured to , " " configured by , ” 
diagrams representing two different implementations of an " configurable to , " " operable / operative to , ” “ adapted / adapt 
augmented reality ( AR ) device 70 * that can execute the able , ” “ able to , ” " conformable / conformed to , " " designed 
operations and processes to be described herein . In particu - to , " etc . Those skilled in the art will recognize that such 
lar , and as will be further described herein , FIG . 7A illus - 40 terms ( e . g . , " configured to ” ) generally encompass active 
trates an AR device 70 ' that is the “ hardwired ” or “ hard ” state components and / or inactive - state components and / or 
implementation of an AR device 70 ' that can implement the standby - state components , unless context requires other 
operations and processes to be described herein . The AR wise . 
device 70 ' may include certain logic modules including , for Referring particularly now to FIG . 7A , which illustrates a 
example , a user reaction ascertaining module 102 ' , a user 45 block diagram of an AR device 70 ' that includes a user 
reaction associating module 104 ' , a non - augmented view reaction ascertaining module 102 ' , a user reaction associat 
presenting module 105 ' , an augmented view presenting ing module 104 ' , a non - augmented view presenting module 
module 106 ' , a correlation result relaying module 107 ' , 105 ' , an augmented view presenting module 106 ' , a corre 
and / or an augmentation acquiring module 108 ' ( which may lation result relaying module 107 ' , and an augmentation 
further include a visibility rule acquiring module 109 ' ) that 50 acquiring module 108 ' ( which further includes a visibility 
are implemented using purely hardware or circuitry compo - rule acquiring module 109 ' ) , one or more processors 116 
nents ( e . g . , application specific integrated circuit ( or ASIC ) . ( e . g . , one or more microprocessors ) , a memory 114 that may 
In contrast , FIG . 7B illustrates an AR device 70 " that is the store one or more applications 160 ( e . g . , an operating system 
" soft " implementation of the AR device 70 ' of FIG . 7A in ( OS ) 162 , one or more facial recognition applications 163 , 
which certain logic modules including a user reaction ascer - 55 one or more visual object recognition applications 164 ( e . g . , 
taining module 102 " , a user reaction associating module for visually recognizing one or more items that are visible in 
104 " , a non - augmented view presenting module 105 " , an a scene from the real physical environment ) , one or more 
augmented view presenting module 106 " , a correlation voice recognition applications 165 , one or more sound 
result relaying module 107 " , and an augmentation acquiring recognition applications 166 ( e . g . , an application for recog 
module 108 " ( which may further include a visibility rule 60 nizing / identifying sounds other than voice such as the sound 
acquiring module 109 " ) are implemented using electronic of a train passing or waves crashing along a shoreline ) , 
circuitry ( e . g . , one or more processors including one or more and / or one or more personal information manager ( PIM ) 
microprocessors , controllers , etc . ) executing one or more applications 168 ) , one or more augmentations 170 , and one 
programming instructions ( e . g . , software ) . or more visibility rules 171 ( e . g . , directives for when and 

The embodiments of the AR device 70 * illustrated in 65 how augmentations are to be presented ) , a user interface 110 
FIGS . 7A and 7B are two extreme implementations of the ( e . g . , a display , a mouse , a microphone , etc . ) , a network 
AR device 70 * in which all of the logic modules ( e . g . , the interface 112 ( e . g . , a network interface card or “ NIC ” ) , and 
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one or more sensors 120 . Although not depicted , the Turning now to FIG . 8A illustrating a particular imple 
memory 114 may further include other types of application mentation of the user reaction ascertaining module 102 * 
not depicted in FIG . 7A including , for example , communi ( e . g . , the user reaction ascertaining module 102 ' or the user 
cation applications such as an email application and / or an reaction ascertaining module 102 " ) of FIGS . 7A and 7B . As 
instant messaging ( IM ) application . 5 illustrated , the user reaction ascertaining module 102 * may 

In various embodiments , the user reaction ascertaining include one or more sub - logic modules in various alternative 
module 102 ' of FIG . 7A is a logic module that may be implementations . For example , in various embodiments , the 
designed to , among other things , ascertain one or more user user reaction ascertaining module 102 * may include a 
reactions of a user reacting to a display of an augmented physiological characteristic determining module 802 that 
view of an actual scene from a real environment , the includes an eye characteristic determining module 804 , 
displayed augmented view having included one or more which may further include an eye movement determining 
augmentations 170 . module 806 ( which may further include an eye dwell path 

In contrast , the user reaction associating module 104 ' of detecting module 808 ) , an eye attention determining module 
FIG . 7A is a logic module that may be configured to 15 810 ( which may further include an eye attention time 
associate the one or more user reactions with at least one or determining module 812 ) , and / or a pupil characteristic 
more aspects associated with the one or more augmentations detecting module 814 , and / or an augmented view aspect 
170 that were displayed with the augmented view . recording module 816 that includes an augmentation form 

Turning now to FIG . 7B , which illustrates a block dia - recording module 818 ( which may further include an aug 
gram of another AR device 70 " that can implement the 20 mentation shape / dimension recording module 820 and / or an 
operations and processes to be described herein . As indi augmentation location recording module 822 ) , a non - aug 
cated earlier , the AR device 70 " in FIG . 7B is merely the mentation scene element aspect recording module 824 
“ soft ” version of the AR device 70 ' of FIG . 7A because the ( which may further include a non - augmentation scene ele 
various logic modules : the user reaction ascertaining module ment location recording module 826 ) , and / or an obfuscated 
102 " , the user reaction associating module 104 " , the non - 25 non - augmentation scene element recording module 828 . 
augmented view presenting module 105 " , the augmented Specific details related to the user reaction ascertaining 
view presenting module 106 " , the correlation result relaying module 102 * as well as the above - described sub - modules of 
module 107 " , and the augmentation acquiring module 108 " the user reaction ascertaining module 102 * will be provided 
including the visibility rule acquiring module 109 " are below with respect to the operations and processes to be 
implemented using software and one or more processors 116 30 described herein . 
( e . g . , one or more microprocessors or controllers ) executing FIG . 8B illustrates a particular implementation of the user 
the software ( e . g . , computer readable instructions 152 ) reaction associating module 104 * ( e . g . , the particular imple 
rather than being implemented using purely hardware ( e . g . , mentation of the user reaction associating module 104 ' or the 
ASIC ) as was the case in the AR device 70 ' of FIG . 7A . particular implementation of the user reaction associating 
Thus , the user reaction ascertaining module 102 " , the user 35 module 104 " ) of FIG . 7A or 7B . As illustrated , the user 
reaction associating module 104 " , the non - augmented view reaction associating module 104 * may include one or more 
presenting module 105 " , the augmented view presenting sub - logic modules in various alternative embodiments . For 
module 106 " , the correlation result relaying module 107 " , example , in various embodiments , the user reaction associ 
and the augmentation acquiring module 108 " including the ating module 104 * may include a relationship identifying 
visibility rule acquiring module 109 " of FIG . 7B may be 40 module 830 ( which may further include a relationship 
designed to execute the same functions as the user reaction logging module 832 ) and / or a physiological characteristic 
ascertaining module 102 ' , the user reaction associating mod - associating module 834 that may further include an eye 
ule 104 ' , the non - augmented view presenting module 105 ' , characteristic associating module 836 , which may further 
the augmented view presenting module 106 ' , the correlation include an eye movement associating module 838 ( which 
result relaying module 107 ' , and the augmentation acquiring 45 may further include a dwell path associating module 840 ) , 
module 108 ' including the visibility rule acquiring module an eye focus associating module 842 ( which may further 
109 of FIG . 7A . The AR device 70 " , as illustrated in FIG . include a dwell time associating module 844 ) , and / or a pupil 
7B , has other components ( e . g . , user interface 110 , network characteristic associating module 846 ( which may further 
interface 112 , and so forth ) that are the same or similar to the include a pupil shape / size associating module 848 ) . Specific 
other components included in the AR device 70 ' of FIG . 7A . 50 details related to the user reaction associating module 104 * 
Note that in the embodiment of the AR device 70 * illustrated as well as the above - described sub - modules of the user 
in FIG . 7B , the various logic modules ( e . g . , the user reaction reaction associating module 104 * will be provided below 
ascertaining module 102 " , the user reaction associating with respect to the operations and processes to be described 
module 104 " , and so forth ) may be implemented by the one herein . 
or more processors 116 ( or other types of circuitry such as 55 FIG . 8C illustrates the various types of user interface 
field programmable gate arrays or FPGAs ) executing one or devices that may be part of the user interface 110 of the AR 
more computer readable instructions 152 stored in memory device 70 * of FIG . 7A or 7B . In various embodiments , the 
114 . user interface 110 may include one or more display monitors 

In various embodiments , the memory 114 of the AR 852 ( e . g . , a touchscreen , a liquid crystal display ( LCD ) , a 
device 70 ' of FIG . 7A and the AR device 70 " of FIG . 7B may 60 see - through display , and / or other types of display monitors ) , 
comprise of one or more of mass storage device , read - only one or more visual capturing devices 854 ( e . g . , one or more 
memory ( ROM ) , programmable read - only memory video or web cameras , digital cameras , and / or other types of 
( PROM ) , erasable programmable read - only memory cameras 870 — see FIG . 8D ) , one or more audio speakers 
( EPROM ) , cache memory such as random access memory 856 , one or more audio input devices 858 ( e . g . , one or more 
( RAM ) , flash memory , synchronous random access memory 65 microphones ) — see also audio sensors 872 of FIG . 8D , 
( SRAM ) , dynamic random access memory ( DRAM ) , and / or and / or one or more keyboard / keypads 860 . Although not 
other types of memory devices . depicted , other types of user interfaces 110 may be included 



OP 

US 10 , 180 , 715 B2 
20 

with the user interface 110 in various alternative embodi - manner . Such depictions may indicate that an operation in an 
ments including , for example , a mouse or other types of user internal box may comprise an optional example embodiment 
input / output devices . of the operational step illustrated in one or more external 

FIG . 8D illustrates at least some of the various types of boxes . However , it should be understood that internal box 
sensors 120 that may be included with the AR device 70 * 5 operations may be viewed as independent operations sepa 
( e . g . the AR device 70 ' of FIG . 7A or the AR device 70 " of rate from any associated external boxes and may be per 
FIG . 7B ) . As illustrated , the one or more sensors 120 that formed in any sequence with respect to all other illustrated 
may be included with the AR device 70 * may include one or operations , or may be performed concurrently . Still further , 
more cameras 870 ( note that the one or more cameras 870 these operations illustrated in FIG . 9 as well as the other 
may be the same as the one or more visual capturing devices 10 Operations to be described herein are performed by at least 
854 described above with respect to the user interface 110 ) , one of a machine , an article of manufacture , or a composi 
one or more audio sensors 872 ( see also audio input tion of matter unless indicated otherwise . 
device [ s ] 858 described above ) , one or more location sen - For ease of understanding , the flowcharts are organized 
sors 874 such as one or more global positioning systems such that the initial flowcharts present implementations via 
( GPSs ) 875 , one or more orientation / movement sensors 876 15 an example implementation and thereafter the following 
( which may comprise one or more accelerometers 877 , one flowcharts present alternate implementations and / or expan 
or more gyroscopes 878 , one or more inertia sensors 879 sions of the initial flowchart ( s ) as either sub - component 
one or more pedometers 880 ) , and / or one or more user operations or additional component operations building on 
physiological sensors 882 ( e . g . , one or more blood pressure one or more earlier - presented flowcharts . Those having skill 
sensors 883 , one or more pulse / heart rate sensors 884 , one 20 in the art will appreciate that the style of presentation 
or more galvanic skin sensors 885 ) . Note that with respect utilized herein ( e . g . , beginning with a presentation of a 
to the one or more location sensors 874 , the one or more flowchart ( s ) presenting an example implementation and 
orientation / movement sensors 876 , and / or one or more user thereafter providing additions to and / or further details in 
physiological sensors 882 , these sensor devices may include subsequent flowcharts ) generally allows for a rapid and easy 
other types of sensors not depicted in FIG . 8D . For example 25 understanding of the various process implementations . In 
the one or more location sensors 874 in some alternative addition , those skilled in the art will further appreciate that 
implementations may include a location sensor 874 that the style of presentation used herein also lends itself well to 
employs triangulation techniques and signals from cellular modular and / or object - oriented program design paradigms . 
towers to determine location while the one or more user M ore particularly , in FIG . 9 and in the figures to follow 
physiological sensors 882 may include in some alternative 30 thereafter , various operations may be depicted in a box 
embodiments one or more blood pressure sensors 883 and / or within - a - box manner . Such depictions may indicate that an 
other types of sensors 120 . operation in an internal box may comprise an optional 

A more detailed discussion related to the AR device 70 * example embodiment of the operational step illustrated in 
( e . g . , the AR device 70 ' of FIG . 7A or the AR device 70 " of one or more external boxes . However , it should be under 
FIG . 7B ) discussed above will now be provided with respect 35 stood that internal box operations may be viewed as inde 
to the processes and operations to be described herein . FIG . pendent operations separate from any associated external 
9 illustrates an operational flow 900 representing example boxes and may be performed in any sequence with respect 
operations for , among other things , ascertaining a user to all other illustrated operations , or may be performed 
reaction to a display of an augmented view of an actual concurrently . Still further , these operations illustrated FIG . 9 
scene from the real physical environment , the augmented 40 as well as the other operations to be described herein may be 
view to be displayed including one or more augmentations ; performed by at least one of a machine , an article of 
and associating the user reaction to one or more aspects of manufacture , or a composition of matter . 
the one or more augmentations . In various implementations , In any event , after a start operation , the operational flow 
the results of these operations ( e . g . , association or correla - 900 of FIG . 9 may move to a user reaction detecting 
tion of the user reaction with the one or more aspects of the 45 operation 902 for detecting one or more user reactions of a 
one or more augmentations ) may be used in order to , for user in response to a display to the user of an augmented 
example , optimally format augmentations that may be dis - view of an actual scene from a real environment , the 
played in subsequent augmented views . augmented view that was displayed including one or more 

In FIG . 9 and in the following figures that include various augmentations . For instance , and as illustration , the user 
examples of operational flows , discussions and explanations 50 reaction ascertaining module 102 * of FIG . 7A or 7B ( e . g . , 
will be provided with respect to the AR device 70 * described the user reaction ascertaining module 102 ' of FIG . 7A or the 
above and as illustrated in FIGS . 1A , 1B , 2A , 2B , 3A , 3B , user reaction ascertaining module 102 " of FIG . 7B ) detect 
4A , 4B , 7A , 7B , 8A , 8B , 8C , and 8D , and / or with respect to ing or ascertaining one or more user reactions ( e . g . , ocular 
other examples ( e . g . , as provided in FIGS . 5A , 5B , 6A , 6B , or facial reactions ) of a user 52 ( see FIGS . 5A and 5B ) in 
6C , 6D , 6E , 6F , 6G , 6H , 61 , 6K , and 6M ) and contexts . 55 response to a display to the user 52 of an augmented view 
However , it should be understood that the operational flows 56 ( see FIG . 5A or 5B ) of an actual scene ( e . g . , actual view 
may be executed in a number of other environments and 51 of FIG . 5A or 5B ) from a real environment 50 , the 
contexts , and / or in modified versions of FIGS . 1A , 1B , 2A , augmented view 56 that was displayed including one or 
2B , 3A , 3B , 4A , 4B , 5A , 5B , 6A , 6B , 6C , 6D , 6E , 6F , 6G , more augmentations ( e . g . , augmentation 64a , 64b , 640 , 
6H , 61 , 6K , 6M , 7A , 7B , 8A , 8B , 8C , and 8D . Also , although 60 64cc , 64d , 64e , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 
the various operational flows are presented in the 61 , 6K , or 6M ) . 
sequence ( s ) illustrated , it should be understood that the As further illustrated in FIG . 9 , operational flow 900 may 
various operations may be performed in other orders other also include a user reaction correlating operation 904 for 
than those which are illustrated , or may be performed correlating the detected one or more user reactions with at 
concurrently . 65 least one or more aspects associated with the one or more 

Further , in FIG . 9 and in the figures to follow thereafter , augmentations that were included in the augmented view 
various operations may be depicted in a box - within - a - box that was presented . For instance , the user reaction associat 
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ing module 104 * ( e . g . , the user reaction associating module characteristics of one or more eyes of the user 52 during 
104 ' of FIG . 7A or the user reaction associating module 104 " and / or immediately following the display of the augmented 
of FIG . 7B ) of the AR device 70 * correlating the detected view ( e . g . , augmented view 606 , 60d , 60e , 60f , 60g , 60i , 60k , 
one or more user reactions of a user 52 ( e . g . , eye movements or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 
and / or dwell time of the one or more eyes of the user 52 with 5 In various implementations , operation 1003 may further 
respect to the one or more augmentations included in the include an operation 1004 for sensing the one or more eye 
displayed augmented view 56 , and / or other physiological characteristics of the one or more eyes of the user including 
characteristics of the user 52 that may indicate , for example , sensing one or more eye movements of the one or more eyes 
mental state of the user 52 ) with at least one or more aspects of the user during and / or following the display of the 
associated with the one or more augmentations ( e . g . , aug - 10 augmented view . For instance , the eye characteristic deter 
mentation 64a , 640 , 640 , 6400 , 640 , 64e , 641 , 64g , or 64h of mining module 804 including the eye movement determin 
FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) that were included ing module 806 ( see FIG . 8A ) of the AR device 70 * of FIG . 
in the augmented view 56 that was presented . In various 7A or 7B sensing ( e . g . , determining ) the one or more eye 
implementations , the correlating of the detected one or more characteristics of the one or more eyes of the user when the 
user reactions of the user 52 with the at least one or more 15 eye movement determining module 806 senses one or more 
aspects associated with the one or more augmentations may eye movements of the one or more eyes of the user 52 during 
actually involve the associating or linking of the detected and / or immediately following the display of the augmented 
one or more user reactions of the user 52 with the at least one view ( see , for example , augmented view 606 , 60d , 60e , 60f , 
or more aspects associated with the one or more augmen - 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 
tations ( e . g . , augmentation 64a , 64b , 640 , 6400 , 640 , 64e , 20 or 6M ) . For example , using one or more cameras 870 and 
64f , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . using an eye tracking application , movements of one or 
Note that the various correlating operations to be described more eyes of the user 52 may be tracked . 
herein may involve associating or linking of two variables As further illustrated in FIG . 10A , operation 1004 may 
( e . g . , associating or linking of one or more augmentations further include one or more additional operations including 
that were displayed to a user with one or more user reactions 25 in some cases , for example , an operation 1005 for sensing 
( e . g . , eye focus or movements ) that were detected proximate the one or more eye movements of the one or more eyes of 
to ( e . g . , sensed during and / or following ) the display of the the user including tracking dwell path of the one or more 
one or more augmentations . eyes of the user with respect to the augmented view during 
As will be described below , the user reaction detecting and / or following the display of the augmented view . For 

operation 902 and the user reaction correlating operation 30 instance , the eye movement determining module 806 includ 
904 of FIG . 9 may be executed in a variety of different ways ing the eye dwell path detecting module 808 ( see FIG . 8A ) 
in various alternative implementations . FIGS . 10A , 10B , of the AR device 70 * of FIG . 7A or 7B sensing ( e . g . , 
10C , and 10D , for example , illustrates at least some of the detecting or determining ) the one or more eye movements of 
alternative ways that the user reaction detecting operation the one or more eyes of the user 52 when the eye dwell path 
902 of FIG . 9 may be executed in various alternative 35 detecting module 808 tracks dwell path 66a ( see FIG . 6C ) of 
implementations . For example , FIGS . 10A , 10B , and 10C the one or more eyes of the user 52 with respect to the 
illustrate how various types of user reactions that may be augmented view 60b during and / or immediately following 
detected ( e . g . , ascertained ) through the user reaction detect the display of the augmented view ( see 60b of FIGS . 6B and 
ing operation 902 of FIG . 9 in various alternative imple - 6C ) . Note that FIG . 6C illustrates a dwell path 66a of a user 
mentations . In some cases , for example , the user reaction 40 52 relative to the augmented view 60b ( e . g . , with respect to 
detecting operation 902 may include an operation 1002 for 
detecting the one or more user reactions of the user including In some cases , operation 1005 may further include an 
sensing one or more physiological characteristics of the user operation 1006 for tracking the dwell path of the one or more 
proximate to the display of the augmented view as illustrated eyes of the user with respect to the augmented view includ 
in FIG . 10A . For instance , the physiological characteristic 45 ing tracking dwell path of the one or more eyes of the user 
determining module 802 ( see FIG . 8A ) of the AR device 70 * as focus of the one or more eyes of the user moves away 
( e . g . , the AR device 70 ' of FIG . 7A or the AR device 70 " of from the one or more augmentations included in the aug 
FIG . 7B ) detecting the one or more user reactions of the user m ented view . For instance , the eye dwell path detecting 
52 including sensing ( e . g . , determining ) one or more physi - module 808 of the AR device 70 * of FIG . 7A or 7B tracking 
ological characteristics ( e . g . , ocular characteristics , galvanic 50 the dwell path 66a ( see FIG . 6C ) of the one or more eyes of 
skin response , blood pressure , and / or pulse rate ) of the user the user 52 with respect to the augmented view 60b ( see FIG . 
52 proximate ( e . g . , during and / or immediately after ) to the 6C ) including tracking dwell path 66a of the one or more 
display of the augmented view ( see , for example , augmented eyes of the user 52 as focus of the one or more eyes of the 
view 60b of FIG . 6B ) . user 52 moves away from the one or more augmentations 

As further illustrated in FIG . 10A , operation 1002 may 55 64a ( see the sundial augmentation 64a illustrated in FIGS . 
additionally include one or more additional operations in 6B and 6C ) included in the augmented view 60b . 
various alternative implementations including in some cases In some cases , operation 1005 may additionally or alter 
an operation 1003 for sensing the one or more physiological native include or involve an operation 1007 for tracking the 
characteristics of the user including sensing one or more eye dwell path of the one or more eyes of the user with respect 
characteristics of one or more eyes of the user during and / or 60 to the augmented view including tracking dwell path of the 
following the display of the augmented view . For instance , one or more eyes of the user as focus of the one or more eyes 
the physiological characteristic determining module 802 of the user moves between multiple augmentations included 
including the eye characteristic determining module 804 in the augmented view as further depicted in FIG . 10A . For 
( see FIG . 8A ) of the AR device 70 * of FIG . 7A or 7B sensing instance , the eye dwell path detecting module 808 of the AR 
the one or more physiological characteristics of the user 52 65 device 70 * of FIG . 7A or 7B tracking the dwell path 66b ( see 
when the eye characteristic determining module 804 senses FIG . 6G ) of the one or more eyes of the user 52 with respect 
( e . g . , visually or optically determining ) one or more eye to the augmented view 60g ( see FIG . 6G ) including tracking 
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dwell path 66b of the one or more eyes of the user 52 as 1011 for sensing the eye focus of the one or more eyes of the 
focus of the one or more eyes of the user 52 moves between user including sensing dwell time of the one or more eyes of 
multiple augmentations ( e . g . , augmentations 64c and 64e of the user with respect to the one or more aspects of the 
FIG . 6G ) included in the augmented view 60g . augmented view during and / or following the display of the 
As illustrated in FIG . 10A , in some implementations 5 augmented view . For instance , the eye attention determining 

operation 1003 for sensing the one or more physiological module 810 including the eye attention time determining 
characteristics of the user including sensing one or more eye module 812 of the AR device 70 * of FIG . 7A or 7B sensing 
characteristics of one or more eyes of the user during and / or the eye focus of the one or more eyes of the user 52 
following the display of the augmented view may addition including sensing dwell time of the one or more eyes of the 
ally or alternatively include or involve an operation 1008 for 10 user 52 with respect to the one or more aspects ( e . g . , 
sensing the one or more eye characteristics of the one or augmentation 64f of FIG . 61 ) of the augmented view 60i ( see 
more eyes of the user including sensing eye focus of the one FIG . 61 ) during and / or immediately following the display of 
or more eyes of the user with respect to the augmented view the augmented view 60i . Note that with respect to the 
during and / or following the display of the augmented view . example augmented view 60i illustrated in FIG . 61 that may 
For instance , the eye characteristic determining module 804 15 be displayed to the user 52 , the user 52 may be bothered by 
including the eye attention determining module 810 ( see having an augmentation 64f placed at the center of his or her 
FIG . 8A ) of the AR device 70 * of FIG . 7A or 7B sensing the field of view and therefore , may not want to dwell on the 
one or more eye characteristics of the one or more eyes of augmentation 64f for a long time , but instead , may look 
the user 52 when the eye attention determining module 810 away from the augmentation 64f quickly . 
senses eye focus 65b ( see FIG . 6E ) of the one or more eyes 20 Turning now to FIG . 10B , in various implementations , 
of the user 52 with respect to the augmented view 60e ( see operation 1003 for sensing the one or more physiological 
FIG . 6E ) during and / or immediately following the display of characteristics of the user including sensing one or more eye 
the augmented view 60e . characteristics of one or more eyes of the user during and / or 

As further illustrated in FIG . 10A , in various implemen - following the display of the augmented view may actually 
tations operation 1008 may involve one or more additional 25 involve or include an operation 1012 for sensing the one or 
operations including in some cases an operation 1009 for more eye characteristics of the one or more eyes of the user 
sensing the eye focus of the one or more eyes of the user including sensing one or more pupil characteristics of the 
including sensing eye focus of the one or more eyes of the one or more eyes of the user during and / or following the 
user with respect to the one or more aspects of the one or display of the augmented view . For instance , the eye char 
more augmentations during and / or following the display of 30 acteristic determining module 804 including the pupil char 
the augmented view . For instance , the eye attention deter acteristic detecting module 814 ( see FIG . 8A ) of the AR 
mining module 810 of the AR device 70 * of FIG . 7A or 7B device 70 * of FIG . 7A or 7B sensing the one or more eye 
sensing the eye focus of the one or more eyes of the user 52 characteristics of the one or more eyes of the user 52 when 
including sensing eye focus 65c ( see FIG . 6F ) of the one or the pupil characteristic detecting module 814 senses one or 
more eyes of the user 52 with respect to the one or more 35 more pupil characteristics of the one or more eyes of the user 
aspects 67a ( e . g . , the boarder or rim of the augmentation 640 52 during and / or immediately following the display of the 
of FIG . 6F having a particular color or lighting or flashing augmented view ( e . g . , augmented view 60b of FIG . 6B ) . 
pattern ) of the one or more augmentations 64c during and / or That is , by sensing the size and shape of the pupils of a user 
immediately following the display of the augmented view 52 , the user ' s intensity of interest with respect to the 
60f . Note that in the example illustrated in FIG . 6F , the one 40 augmented view that the user 52 is viewing may ascertained . 
or more eyes of the user 52 instead of being focused ( e . g . , As further illustrated in FIG . 10B , in various implemen 
eye focus 65c ) on the border of the augmentation 64c may tations operation 1012 may further involve one or more 
alternatively be focused or dwell on items in the augmented additional operations including , in some cases an operation 
view 60f including , for example , the information contained 1013 for sensing the one or more pupil characteristics of the 
in the augmentation 64c ( which indicates that there is a 90 45 one or more eyes of the user including sensing shape and / or 
percent change of precipitation ) , which may ultimately size of one or more pupils of the user during and / or 
cause the user 52 to look upward towards the sky as following the display of the augmented view . For instance , 
illustrated in FIG . 6E . the pupil characteristic detecting module 814 of the AR 

In the same or alternative implementations , operation device 70 * of FIG . 7A or 7B sensing using , for example , one 
1008 may additionally or alternatively include an operation 50 or more cameras 870 the one or more pupil characteristics of 
1010 for sensing the eye focus of the one or more eyes of the the one or more eyes of the user 52 including sensing shape 
user including sensing eye focus of the one or more eyes of and / or size of one or more pupils of the user 52 during and / or 
the user with respect to the one or more aspects of one or immediately following the display of the augmented view 
more non - augmentation scene elements included in the ( e . g . , augmented view 60d of FIG . 6D ) . 
augmented view during and / or following the display of the 55 In the same or alternative implementations , the operation 
augmented view . For instance , the eye attention determining 1012 may additionally or alternatively include an operation 
module 810 of the AR device 70 * of FIG . 7A or 7B sensing 1014 for sensing the one or more pupil characteristics of the 
( e . g . , detecting or determining ) the eye focus of the one or one or more eyes of the user including sensing the one or 
more eyes of the user 52 including sensing eye focus of the more pupil characteristics in combination with sensing eye 
one or more eyes of the user 52 with respect to the one or 60 focus of the one or more eyes of the user with respect to the 
more aspects of one or more non - augmentation scene ele - augmented view during and / or following the display of the 
ments ( e . g . , the ocean or sky illustrated in FIG . 6F ) included augmented view . For instance , the pupil characteristic 
in the augmented view 60f ( see FIG . 6F ) during and / or detecting module 814 and the eye attention determining 
immediately following the display of the augmented view module 810 of the AR device 70 * of FIG . 7A or 7B sensing 
60 % . 65 the one or more pupil characteristics of the one or more eyes 

In the same or alternative implementations , operation of the user 52 including sensing , by the pupil characteristic 
1008 may additionally or alternatively include an operation detecting module 814 , of the one or more pupil character 



US 10 , 180 , 715 B2 
25 26 

istics of the user 52 in combination with sensing , by the eye tracking dwell path of the one or more eyes of the user with 
attention determining module 810 , of the eye focus ( see eye respect to the augmented view during and / or following the 
focus 65c of FIG . 6F ) of the one or more eyes of the user 52 display of the augmented view . For instance , the pupil 
with respect to the augmented view 60f during and / or characteristic detecting module 814 and the eye dwell path 
immediately following the display of the augmented view 5 detecting module 808 of the AR device 70 * of FIG . 7A or 
( e . g . , augmented view 60f of FIG . 6F ) . That is , by sensing 7B sensing the one or more pupil characteristics of the one 
the size and shape of the pupils of a user 52 along with or more eyes of the user 52 including sensing , by the pupil 
sensing what visual item is the user visually focused on , the characteristic detecting module 814 , of the one or more pupil 
user ' s intensity of interest with respect to the visual item characteristics of the user 52 in combination with tracking , 
( e . g . an augmentation or a non - augmentation visual item ) 10 by the eye dwell path detecting module 808 , of the dwell 
that the user is visually focused on may at least be inferred path 66b ( see FIG . 6E ) of the one or more eyes of the user 
or estimated . 52 with respect to the augmented view 60e ( see FIG . 6E ) 

In some implementations , operation 1014 may further during and / or immediately following the display of the 
include or involve an operation 1015 for sensing the one or augmented view 60e . 
more pupil characteristics in combination with sensing the 15 Turning now to FIG . 10C , in various implementations , 
eye focus of the one or more eyes of the user including operation 1002 for detecting the one or more user reactions 
sensing the one or more pupil characteristics in combination of the user including sensing one or more physiological 
with sensing eye focus of the one or more eyes of the user characteristics of the user proximate to the display of the 
with respect to the one or more aspects of the one or more augmented view may additionally include or involve an 
augmentations during and / or following the display of the 20 operation 1018 for sensing the one or more physiological 
augmented view . For instance , the pupil characteristic characteristics of the user including sensing one or more 
detecting module 814 and the eye attention determining cardiopulmonary characteristic , skin characteristic and / or 
module 810 of the AR device 70 * of FIG . 7A or 7B sensing brain characteristic of the user during and / or following the 
the one or more pupil characteristics in combination with display of the augmented view . For instance , the physiologi 
sensing the eye focus of the one or more eyes of the user 52 25 cal characteristic determining module 802 of the AR device 
including sensing , by the pupil characteristic detecting mod 70 * of FIG . 7A or 7B sensing the one or more physiological 
ule 814 , of the one or more pupil characteristics in combi - characteristics of the user including sensing one or more 
nation with sensing , by the eye attention determining mod cardiopulmonary characteristic , skin characteristic and / or 
ule 810 , of eye focus of the one or more eyes of the user 52 brain characteristic of the user 52 during and / or immediately 
with respect to the one or more aspects of the one or more 30 following the display of the augmented view ( e . g . , aug 
augmentations ( e . g . , augmentation aspect 67a of FIG . 6F , mented view 606 , 60d , 60e , 60f , 60g , 601 , 60k , or 60m of 
which is the boarder to augmentation 64cc of FIG . 6F ) FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . In some imple 
during and / or immediately following the display of the mentations , such physiological characteristics may be col 
augmented view 60f . lected and processed in order to infer the mental and / or 

In the same or different implementations , the operation 35 physical state of the user 52 . Based on the determined 
1014 may additionally or alternatively include an operation mental and / or physical state of the user 52 , the most appro 
1016 for sensing the one or more pupil characteristics in priate augmentation , as well as its format , may be selected 
combination with sensing the eye focus of the one or more for presentation by for example , the AR device 70 * . 
eyes of the user including sensing the one or more pupil In the same or different implementations , operation 1002 
characteristics in combination with sensing eye focus of the 40 may additionally or alternatively include an operation 1019 
one or more eyes of the user with respect to the one or more for sensing the one or more physiological characteristics of 
aspects of one or more non - augmentation scene elements the user proximate to the display of the augmented view 
included in the augmented view during and / or following the including sensing the one or more physiological character 
display of the augmented view . For instance , the pupil istics of the user at least just prior to the display of the 
characteristic detecting module 814 and the eye attention 45 augmented view . For instance , the physiological character 
determining module 810 of the AR device 70 * of FIG . 7A istic determining module 802 of the AR device 70 * of FIG . 
or 7B sensing the one or more pupil characteristics in 7A or 7B sensing the one or more physiological character 
combination with sensing the eye focus of the one or more istics of the user proximate to the display of the augmented 
eyes of the user 52 including sensing , by the pupil charac - view including sensing the one or more physiological char 
teristic detecting module 814 , of the one or more pupil 50 acteristics ( e . g . , galvanic skin response , heart rate , and so 
characteristics in combination with sensing , by the eye forth ) of the user 52 at least just prior to the display of the 
attention determining module 810 , of eye focus ( e . g . , eye augmented view 60b ( see FIG . 6B ) . Such an operation may 
focus 65b of FIG . 6E ) of the one or more eyes of the user be executed in some cases in order to , for example , provide 
52 with respect to one the or more aspects of one or more baseline physiological characteristics . That is , in order to 
non - augmentation scene elements ( e . g . , the sky illustrated in 55 determine what user physiological characteristic ( e . g . , 
FIG . 6E ) included in the augmented view 60e ( see FIG . 6E ) changes in user physiological characteristics ) can be attrib 
during and / or immediately following the display of the uted to the presentation or display of an augmented view 
augmented view 60e . ( e . g . , augmented view 60i of FIG . 61 ) , the baseline physi 

In some cases , operation 1012 for sensing the one or more ological characteristics of the user 52 when the user 52 is not 
eye characteristics of the one or more eyes of the user 60 " stimulated ” by the augmented view may be determined . 
including sensing one or more pupil characteristics of the In some cases , operation 1019 may further include an 
one or more eyes of the user during and / or following the operation 1020 for sensing the one or more physiological 
display of the augmented view may actually involve or characteristics of the user at least just prior to the display of 
include one or more additional operations including an the augmented view including sensing one or more eye 
operation 1017 for sensing the one or more pupil charac - 65 characteristics , one or more cardiopulmonary characteris 
teristics of the one or more eyes of the user including sensing tics , one or more skin characteristics , and / or one or more 
the one or more pupil characteristics in combination with brain characteristics of the user at least just prior to the 
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display of the augmented view . For instance , the physiologi - module 818 registers one or more forms ( e . g . , color , shading , 
cal characteristic determining module 802 of the AR device placement in the augmented view , etc . ) of the one or more 
70 * of FIG . 7A or 7B sensing the one or more physiological augmentations ( e . g . , augmentation 64a , 640 , 640 , 64cc , 64d , 
characteristics of the user at least just prior to the display of 64e , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 
the augmented view including sensing one or more eye 5 6M ) included in the augmented view ( e . g . , augmented view 
characteristics , one or more cardiopulmonary characteris - 606 , 60d , 60e , 606 , 606 , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 
tics , one or more skin characteristics , and / or one or more 6F , 6G , 61 , 6K , or 6M ) . 
brain characteristics ( e . g . , as sensed by a functional near In some cases , operation 1024 may further include an infrared ( fNIR ) device or functional magnetic resonance operation 1025 for registering the one or more forms of the imaging ( fMRI ) device ) of the user 52 at least just prior to 10 one or more augmentations including registering one or the display of the augmented view ( e . g . , augmented view more shapes and / or dimensions of the one or more augmen 606 , 60d , 60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , tations . For instance , the augmentation form recording mod 6F , 6G , 61 , 6K , or 6M ) . ule 818 including the augmentation shape / dimension record In various implementations , the user reaction detecting 
operation 902 of FIG . 9 may include an operation 1021 for 15 ing module 22 . 0 ( see Fig . 8A ) of the AR 15 ing module 820 ( see FIG . 8A ) of the AR device 70 * of FIG . 
detecting the one or more user reactions of the user including 7A or 7B registering the one or more forms of the one or 
detecting at least one of facial expression , head position , or more augmentations when the augmentation shape / dimen 
head tilt of the user proximate to the display of the aug sion recording module 820 registers one or more shapes 
mented view as further illustrated in FIG . 10C . For instance , and / or dimensions of the one or more augmentations ( e . g . , 
the user reaction ascertaining module 102 * of the AR device 20 augmentation 64a , 64b , 640 , 64cc , 640 , 64 , 64 , 64g , or 64h 
70 * of FIG . 7A or 7B detecting the one or more user of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 
reactions of the user 52 including detecting at least one of In the same or different implementations , operation 1024 
facial expression , head position , or head tilt ( e . g . , as detected may additionally or alternatively include an operation 1026 
using one or more cameras 870 , tilt sensors , and / or other for registering the one or more forms of the one or more 
sensors ) of the user proximate to the display of the aug - 25 augmentations including registering one or more locations 
mented view ( e . g . , augmented view 606 , 60d , 60e , 60f , 60g , of the one or more augmentations in the augmented view . 
60i , or 60k of FIG . 6B , 6D , 6E , 6F , 6G , 61 , or 6K ) . For instance , the augmentation form recording module 818 
As further illustrated in FIG . 10C , operation 1021 in some including the augmentation location recording module 222 

implementations may further include or involve an operation ( see FIG . 8A ) of the AR device 70 * of FIG . 7A or 7B 
1022 for detecting at least one of the facial expression , the 30 registering the one or more forms of the one or more 
head position , or the head tilt of the user during and / or augmentations when the augmentation location recording 
following the display of the augmented view . For instance , module 222 registers one or more locations of the one or 
the user reaction ascertaining module 102 * of the AR device more augmentations ( e . g . , augmentation 64a , 640 , 640 , 
70 * of FIG . 7A or 7B detecting at least one of the facial 64cc , 640 , 64e , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 
expression , the head position , or the head tilt of the user 52 35 61 , 6K , or 6M ) in the augmented view ( e . g . , augmented view 
during and / or immediately following the display of the 606 , 60d , 60e , 60f , 60g , 60i , 60k , or 60m of FIG . 6B , 6D , 6E , 
augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , 6F , 6G , 61 , 6K , or 6M ) . 
60i , or 60k of FIG . 6B , 6D , 6E , 6F , 61 , or 6K ) . In some Referring now to FIG . 10D , in various implementations 
implementations , such an operation may be implemented in the operation 1023 for detecting the one or more user 
order to provide a baseline characteristic of the user 52 . 40 reactions of the user in response to the display of the 

In the same or different implementations , the user reaction augmented view including registering one or more aspects 
detecting operation 902 may additionally or alternatively of the augmented view may in some cases include an 
include an operation 1023 for detecting the one or more user operation 1027 for registering the one or more aspects of the 
reactions of the user in response to the display of the presented augmented view including registering one or more 
augmented view including registering one or more aspects 45 aspects of one or more non - augmentation scene elements 
of the augmented view . For instance , the user reaction included in the augmented view . For instance , the aug 
ascertaining module 102 * including the augmented view mented view aspect recording module 816 including the 
aspect recording module 816 ( see FIG . 8A ) of the AR device non - augmentation scene element aspect recording module 
70 * of FIG . 7A or 7B detecting the one or more user 824 ( see FIG . 8A ) of the AR device 70 * of FIG . 7A or 7B 
reactions ( e . g . , eye focus or movements ) of the user 52 in 50 registering the one or more aspects of the presented aug 
response by the user 52 to the display of the augmented view mented view when the non - augmentation scene element 
( e . g . , augmented view 606 , 60d , 60e , 60f , 60g , 60i , or 60k of aspect recording module 824 registers one or more aspects 
FIG . 6B , 6D , 6E , 6F , 6G , 61 , or 6K ) when the augmented ( e . g . , color , size , placement in the augmented view , and so 
view aspect recording module 816 registers ( e . g . , records or forth ) of one or more non - augmentation scene elements 
chronicles ) one or more aspects of the augmented view ( e . g . , 55 ( e . g . , a sign , a store or building front , a street scene , and so 
augmented view 606 , 600 , 60e , 60f , 60g , 60i , or 60k of FIG . forth ) included in the augmented view ( e . g . , augmented 
6B , 6D , 6E , 6F , 6G , 61 , or 6K ) . view 606 , 60d , 60e , 60 , 60g , 60i , 60k , or 60m of FIG . 6B , 
As further depicted in FIG . 10C , in some implementations 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . In various implementations , 

operation 1023 may further include or involve an operation the registration of non - augmentation scene elements may be 
1024 for registering the one or more aspects of the presented 60 needed in order to take into account the context in which the 
augmented view including registering one or more forms of user 52 reacts to an augmentation . That is , a user 52 may 
the one or more augmentations included in the augmented react to an augmentation ( e . g . , augmentation 64a , 640 , 640 , 
view . For instance , the augmented view aspect recording 64cc , 640 , 64e , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 
module 816 including the augmentation form recording 61 , 6K , or 6M ) differently depending on the context in which 
module 818 ( see FIG . 8A ) of the AR device 70 * of FIG . 7A 65 the augmentation is presented . The “ context ” referred to 
or 7B registering the one or more aspects of the presented here is in reference to scene elements such as non - augmen 
augmented view when the augmentation form recording tation scene elements that may be presented in the corre 
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sponding augmented view ( e . g . , augmented view 606 , 60d , 110 , 11D , and 11E . In some implementations , for example , 
60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , the user reaction correlating operation 904 may include an 
61 , 6K , or 6M ) . operation 1131 for correlating the detected one or more user 

As further illustrated in FIG . 10D , in various implemen - characteristics with the at least one or more aspects associ 
tations operation 1027 may further include one or more 5 ated with the one or more augmentations by defining one or 
additional operations including , in some cases , an operation more relationships between the detected one or more user 1028 for registering the one or more aspects of the one or reactions and the at least one or more aspects associated with 
more non - augmentation scene elements including register the one or more augmentations . For instance , the user 
ing one or more locations of the one or more non - augmen reaction associating module 104 * including the relationship 
tation scene elements in the augmented view . For instance , 10 identifying module 830 ( see FIG . 8B ) of the AR device 70 * the non - augmentation scene element aspect recording mod of FIG . 7A or 7B correlating ( e . g . , associating , linking , ule 824 including the non - augmentation scene element loca connecting , and so forth ) the detected one or more user tion recording module 826 ( see FIG . 8A ) of the AR device characteristics with the at least one or more aspects associ 70 * of FIG . 7A or 7B registering the one or more aspects of 
the one or more non - augmentation scene elements when the 15 ated with the one or more augmentations when the relation 
non - augmentation scene element location recording module ship identifying module 830 defines ( e . g . , identifies or 
826 registers one or more locations of the one or more determines ) one or more relationships between the detected 
non - augmentation scene elements in the augmented view one or more user reactions ( e . g . , eye movements or eye 
( e . g . , augmented view 606 , 60d , 60e , 60f , 60g , 601 , 60k , or focus ) and the at least one or more aspects ( e . g . , color , 
60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 20 shading , placement in the augmented view , and so forth ) 

In some cases , operation 1028 may further include an associated with the one or more augmentations ( e . g . , aug 
operation 1029 for registering the one or more aspects of the mentation 64a , 64b , 640 , 64cc , 640 , 64e , 641 , 64g , or 64h of 
one or more non - augmentation scene elements including FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 
registering the one or more locations of the one or more In some cases , operation 1131 may further include an 
non - augmentation scene elements relative to one or more 25 operation 1132 for correlating the detected one or more user 
locations of the one or more augmentations in the aug characteristics with the at least one or more aspects associ 
mented view . For instance , the non - augmentation scene ated with the one or more augmentations by registering the 
element aspect recording module 824 including the non defined one or more relationships between the detected one 
augmentation scene element location recording module 826 or more user characteristics and the at least one or more of the AR device 70 * of FIG . 7A or 7B registering the one 30 aspects associated with the one or more augmentations . For or more aspects of the one or more non - augmentation scene instance , the user reaction associating module 104 * includ elements when the non - augmentation scene element loca ing the relationship logging module 832 ( see FIG . 8B ) of the tion recording module 826 registers ( e . g . , records ) the one or AR device 70 * of FIG . 7A or 7B correlating the detected one more locations of the one or more non - augmentation scene 
elements relative to one or more locations of the one or more 35 or more user characteristics ( e . g . , eye movements or focus ) 
augmentations ( e . g . , augmentation 64a , 640 , 640 , 64cc , 64d , with the at least one or more aspects ( e . g . , color , bordering , 
64e , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or brightness , and so forth ) associated with the one or more 
6M ) in the augmented view ( e . g . , augmented view 606 , 60d , augmentations when the relationship logging module 832 
60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , registers the defined one or more relationships between the 
61 , 6K , or 6M ) . 40 detected one or more user characteristics ( e . g . , eye move 

In some cases , operation 1023 may additionally or alter - ments , eye focus , dwell path , dwell time , and so forth ) and 
natively include an operation 1030 for registering the one or the at least one or more aspects ( e . g . , size and color ) 
more aspects of the presented augmented view including associated with the one or more augmentations ( e . g . , aug 
registering one or more non - augmentation scene elements mentation 64a , 64b , 640 , 6400 , 640 , 64e , 64 , 64g , or 64h of 
that have been obfuscated in the augmented view by the one 45 FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 
or more augmentations . For instance , the augmented view In the same or different implementations , the user reaction 
aspect recording module 816 including the obfuscated non - correlating operation 904 , as further illustrated in FIG . 11A , 
augmentation scene element recording module 828 ( see may additionally or alternatively include an operation 1133 
FIG . 8A ) of the AR device 70 * of FIG . 7A or 7B registering for correlating the detected one or more user reactions with 
the one or more aspects of the presented augmented view 50 the at least one or more aspects associated with the one or 
when the obfuscated non - augmentation scene element more augmentations by correlating one or more physiologi 
recording module 828 registers one or more non - augmen - cal characteristics of the user that were sensed during and / or 
tation scene elements that have been obfuscated ( e . g . , hid - following the display of the augmented view with the one or 
den ) in the augmented view ( e . g . , augmented view 606 , 60d , more aspects of the one or more augmentations . For 
60e , 60f , 609 , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 55 instance , the user reaction associating module 104 * includ 
61 , 6K , or 6M ) by the one or more augmentations ( e . g . , ing the physiological characteristic associating module 834 
augmentation 64a , 640 , 640 , 64cc , 640 , 64e , 64 , 64g , or 64h ( see FIG . 8B ) of the AR device 70 * of FIG . 7A or 7B 
of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . Such an correlating the detected one or more user reactions with the 
operation may be particularly beneficial when , for example , at least one or more aspects associated with the one or more 
obfuscation of a non - augmentation scene element causes the 60 augmentations when the physiological characteristic asso 
user 52 to react in a particular measurable way ( e . g . , eye ciating module 834 correlates one or more physiological 
movement or eye focus ) . characteristics ( e . g . , eye characteristics , facial characteris 

Referring back to the user reaction correlating operation tics , skin characteristics , and so forth ) of the user 52 that 
904 of FIG . 9 , the user reaction correlating operation 904 were sensed during and / or immediately following the dis 
similar to the user reaction detecting operation 902 of FIG . 65 play of the augmented view ( e . g . , augmented view 606 , 60d , 
9 may be executed in a number of different ways in various 60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 
alternative embodiments as illustrated in FIGS . 11A , 11B , 61 , 6K , or 6M ) with the one or more aspects of the one or 
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more augmentations ( e . g . , augmentation 64a , 640 , 640 , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) during and / or immediately 
64cc , 640 , 64 , 641 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , following the display of the augmented view with the one or 
61 , 6K , or 6M ) . more aspects of the one or more augmentations ( e . g . , aug 
As further illustrated in FIG . 11A , in various implemen - mentation 64a , 640 , 640 , 64cc , 640 , 64e , 64 , 64g , or 64h of 

tations operation 1133 may further include one or more 5 FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 
additional operations . For example , in some cases , operation In some cases , operation 1136 may include one or more 
1133 may include an operation 1134 for correlating the one additional operations including in some cases an operation 
or more physiological characteristics of the user with the one 1137 for correlating the dwell path of the one or more eyes 
or more aspects of the one or more augmentations by of the user with the one or more aspects of the one or more 
correlating one or more eye characteristics of one or more 10 augmentations by correlating dwell path of the one or more 
eyes of the user that were sensed during and / or following the eyes of the user that was tracked as focus of the one or more 
display of the augmented view with the one or more aspects eyes of the user moved away from the one or more aug 
of the one or more augmentations . For instance , the physi - mentations included in the augmented view with the one or 
ological characteristic associating module 834 including the more aspects of the one or more augmentations . For 
eye characteristic associating module 836 ( see FIG . 8B ) of 15 instance , the dwell path associating module 840 of the AR 
the AR device 70 * of FIG . 7A or 7B correlating the one or device 70 * of FIG . 7A or 7B correlating ( e . g . , linking or 
more physiological characteristics of the user with the one or associating ) the dwell path of the one or more eyes of the 
more aspects of the one or more augmentations when the eye user 52 with the one or more aspects of the one or more 
characteristic associating module 836 correlates ( e . g . , asso - augmentations by correlating dwell path ( e . g . , dwell path 
ciates or links ) one or more eye characteristics of one or 20 66b of FIG . 6E ) of the one or more eyes of the user 52 that 
more eyes of the user 52 that were sensed during and / or was tracked as focus of the one or more eyes of the user 52 
immediately following the display of the augmented view moved away from the one or more augmentations ( e . g . , 
( e . g . , augmented view 606 , 60d , 60e , 60 , 609 , 601 , 60k , or augmentation 64c of FIG . 6E ) included in the augmented 
60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) with the one view 60e ( see FIG . 6E ) with the one or more aspects of the 
or more aspects of the one or more augmentations ( e . g . , 25 one or more augmentations 64c . 
augmentation 64a , 640 , 640 , 64cc , 640 , 640 , 641 , 64g , or 64h In the same or alternative implementations , operation 
of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 1136 may additionally or alternatively include an operation 

In some implementations , operation 1134 may further 1138 for correlating the dwell path of the one or more eyes 
include or involve an operation 1135 for correlating the one of the user with the one or more aspects of the one or more 
or more eye characteristics of the one or more eyes of the 30 augmentations by correlating dwell path of the one or more 
user with the one or more aspects of the one or more eyes of the user that was tracked as focus of the one or more 
augmentations by correlating one or more eye movements of eyes of the user moved between multiple augmentations 
the one or more eyes of the user that were sensed during included in the augmented view with the one or more aspects 
and / or following the display of the augmented view with the of the one or more augmentations . For instance , the dwell 
one or more aspects of the one or more augmentations . For 35 path associating module 840 of the AR device 70 * of FIG . 
instance , the eye characteristic associating module 836 7A or 7B correlating the dwell path of the one or more eyes 
including the eye movement associating module 838 ( see of the user 52 with the one or more aspects of the one or 
FIG . 8B ) of the AR device 70 * of FIG . 7A or 7B correlating more augmentations by correlating dwell path 66b ( see FIG . 
the one or more eye characteristics of the one or more eyes 6G ) of the one or more eyes of the user 52 that was tracked 
of the user 52 with the one or more aspects of the one or 40 as focus of the one or more eyes of the user 52 moved 
more augmentations when the eye movement associating between multiple augmentations ( e . g . , augmentations 64c 
module 838 correlates one or more eye movements of the and 64e of FIG . 6G ) included in the augmented view 60g 
one or more eyes of the user 52 that were sensed during ( see FIG . 6G ) with the one or more aspects of the one or 
and / or immediately following the display of the augmented more augmentations ( e . g . , augmentation 64c and / or aug 
view ( e . g . , augmented view 606 , 60d , 60e , 601 , 60g , 60i , 60k , 45 mentation 64e ) . 
or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) with the Referring now to FIG . 11B , in various implementations 
one or more aspects of the one or more augmentations ( e . g . , the operation 1134 for correlating the one or more physi 
augmentation 64a , 64b , 640 , 64cc , 640 , 64e , 641 , 64g , or 64h ological characteristics of the user with the one or more 
of FIG . 6B , 6D , 6E , 6F , 66 , 61 , 6K , or 6M ) . aspects of the one or more augmentations by correlating one 
As further depicted in FIG . 11A , operation 1135 may in 50 or more eye characteristics of one or more eyes of the user 

some cases include an operation 1136 for correlating the that were sensed during and / or following the display of the 
sensed one or more eye movements of the one or more eyes augmented view with the one or more aspects of the one or 
of the user with the one or more aspects of the one or more more augmentations may additionally include an operation 
augmentations by correlating dwell path of the one or more 1139 for correlating the one or more eye characteristics of 
eyes of the user that was tracked with respect to the 55 the one or more eyes of the user with the one or more aspects 
augmented view during and / or following the display of the of the one or more augmentations by correlating eye focus 
augmented view with the one or more aspects of the one or of the one or more eyes of the user with respect to the 
more augmentations . For instance , the eye movement asso augmented view that were sensed during and / or following 
ciating module 838 including the dwell path associating the display of the augmented view with the one or more 
module 840 ( see FIG . 8B ) of the AR device 70 * of FIG . 7A 60 aspects of the one or more augmentations . For instance , the 
or 7B correlating the sensed one or more eye movements of eye characteristic associating module 836 including the eye 
the one or more eyes of the user sensed with the one or more focus associating module 842 ( see FIG . 8B ) of the AR 
aspects of the one or more augmentations when the dwell device 70 * of FIG . 7A or 7B correlating the one or more eye 
path associating module 840 correlates ( e . g . , associates ) characteristics of the one or more eyes of the user 52 with 
dwell path of the one or more eyes of the user 52 that was 65 the one or more aspects of the one or more augmentations 
tracked with respect to the augmented view ( e . g . , augmented when the eye focus associating module 842 correlates or 
view 606 , 60d , 60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , associates eye focus 65a ( see FIG . 6F ) of the one or more 
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eyes of the user 52 with respect to the augmented view ( e . g . , eyes of the user with the one or more aspects of the one or 
augmented view 60f of FIG . 6F ) that were sensed during more augmentations , the eye focus of the one or more eyes 
and / or immediately following ( e . g . , detected proximate to ) of the user being with respect to one or more aspects of the 
the display of the augmented view 60f with the one or more augmented view that were sensed during and / or following 
aspects of the one or more augmentations ( e . g . , augmenta - 5 the display of the augmented view . For instance , the eye 
tion 64c and / or augmentation 64d ) . In various implementa - focus associating module 842 including the dwell time 
tions , the eye focus 65a of the one or more eyes of the user associating module 844 ( see FIG . 8B ) of the AR device 70 * 
52 may have been detecting proximate to the display of the of FIG . 7Aor 7B correlating the eye focus of the one or more 
augmented view 60f using , for example , one or more cam - eyes of the user 52 with the one or more aspects of the one 
eras 870 . 10 or more augmentations by correlating or associating dwell 

As further illustrated in FIG . 11B , in various implemen - time ( e . g . , the amount of time a user 52 is visually focused 
tations , operation 1139 may include one or more additional on or stares at a visual item ) of the one or more eyes of the 
operations including , in some cases , an operation 1140 for user 52 with the one or more aspects of the one or more 
correlating the eye focus of the one or more eyes of the user augmentations , the eye focus of the one or more eyes of the 
with the one or more aspects of the one or more augmen - 15 user 52 being with respect to one or more aspects of the 
tations by correlating eye focus of the one or more eyes of augmented view ( e . g . , augmented view 606 , 60 , 60e , 60f , 
the user with the one or more aspects of the one or more 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 
augmentations , the eye focus of the one or more eyes of the or 6M ) that were sensed during and / or immediately follow 
user to be correlated being with respect to the one or more ing ( e . g . , that were detected proximate to ) the display of the 
aspects of the one or more augmentations that were sensed 20 augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , 
during and / or following the display of the augmented view . 60g , 60i , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 
For instance , the eye focus associating module 842 of the or 6M ) . 
AR device 70 * of FIG . 7A or 7B correlating the eye focus Turning now to FIG . 11C , in various implementations , 
of the one or more eyes of the user 52 with the one or more operation 1134 for correlating the one or more physiological 
aspects of the one or more augmentations by correlating or 25 characteristics of the user with the one or more aspects of the 
associating eye focus of the one or more eyes of the user 52 one or more augmentations by correlating one or more eye 
with the one or more aspects of the one or more augmen - characteristics of one or more eyes of the user that were 
tations ( e . g . , augmentation 64a , 64b , 640 , 6400 , 640 , 64e , sensed during and / or following the display of the augmented 
64f , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) , view with the one or more aspects of the one or more 
the eye focus of the one or more eyes of the user 52 to be 30 augmentations may additionally or alternatively include an 
correlated being with respect to the one or more aspects of operation 1143 for correlating the one or more eye charac 
the one or more augmentations ( e . g . , augmentation 64a , 64b , teristics of the one or more eyes of the user with the one or 
640 , 64cc , 64 , 64 , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , more aspects of the one or more augmentations by corre 
6G , 61 , 6K , or 6M ) that were sensed during and / or imme - lating one or more pupil characteristics of the one or more 
diately following ( e . g . , detected proximate to the display of 35 eyes of the user that were sensed during and / or following the 
the augmented view ( e . g . , augmented view 606 , 600 , 60e , display of the augmented view with the one or more aspects 
60f , 60g , 60i , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , of the one or more augmentations . For instance , the eye 
6K , or 6M ) . characteristic associating module 836 including the pupil 

In the same or alternative implementations , operation characteristic associating module 846 ( see FIG . 8B ) of the 
1139 may additionally or alternatively include an operation 40 AR device 70 * of FIG . 7A or 7B correlating the one or more 
1141 for correlating the eye focus of the one or more eyes eye characteristics of the one or more eyes of the user 52 
of the user with the one or more aspects of the one or more with the one or more aspects of the one or more augmen 
augmentations by correlating the eye focus of the one or tations when the pupil characteristic associating module 846 
more eyes of the user with the one or more aspects of the one correlates one or more pupil characteristics of the one or 
or more augmentations , the eye focus of the one or more 45 more eyes of the user 52 that were sensed during and / or 
eyes of the user being with respect to one or more aspects of immediately following ( e . g . , that were detected proximate 
one or more non - augmentation scene elements included in to ) the display of the augmented view ( e . g . , augmented view 
the augmented view that were sensed during and / or follow - 606 , 60d , 60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 
ing the display of the augmented view . For instance , the eye 6F , 6G , 61 , 6K , or 6M ) with the one or more aspects of the 
focus associating module 842 of the AR device 70 * of FIG . 50 one or more augmentations ( e . g . , augmentation 64a , 64b , 
7A or 7B correlating the eye focus of the one or more eyes 640 , 64cc , 640 , 64e , 641 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 
of the user 52 with the one or more aspects of the one or 6G , 61 , 6K , or 6M ) . 
more augmentations by correlating ( e . g . , associating ) the As further depicted in FIG . 11C , operation 1143 may 
eye focus of the one or more eyes of the user 52 with the one further include one or more additional operations in various 
or more aspects of the one or more augmentations , the eye 55 alternative implementations . For example , in some imple 
focus of the one or more eyes of the user 52 being with mentations , operation 1143 may include an operation 1144 
respect to one or more aspects of one or more non - augmen for correlating the one or more pupil characteristics of the 
tation scene elements ( e . g . , the beach illustrated in the one or more eyes of the user with the one or more aspects 
example augmented view 60c of FIG . 6C ) included in the of the one or more augmentations by correlating shape 
augmented view 60c that were sensed during and / or imme - 60 and / or size of one or more pupils of the user that were sensed 
diately following ( e . g . , detected proximate to the display of during and / or following the display of the augmented view 
the augmented view 60c . with the one or more aspects of the one or more augmen 

In the same or alternative implementations , operation tations . For instance , the pupil characteristic associating 
1139 may additionally or alternatively include an operation module 846 including the pupil shape / size associating mod 
1142 for correlating the eye focus of the one or more eyes 65 ule 848 ( see FIG . 8B ) of the AR device 70 * of FIG . 7A or 
of the user with the one or more aspects of the one or more 7B correlating the one or more pupil characteristics of the 
augmentations by correlating dwell time of the one or more one or more eyes of the user 52 with the one or more aspects 
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of the one or more augmentations when the pupil shape / size ( e . g . , that were detected proximate to ) the display of the 
associating module 848 correlates ( e . g . , associates ) the augmented view ( e . g . , augmented view 606 , 600 , 60e , 60f , 
shape and / or size of one or more pupils of the user 52 that 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 
were sensed during and / or immediately following ( e . g . , that or 6M ) . That is , in various embodiments , the interest of a 
were detected proximate to the display of the augmented 5 user 52 with respect to one or more aspects of one or more 
view ( e . g . , augmented view 606 , 60d , 60e , 60f , 60g , 60i , 60k , augmentations ( e . g . , augmentation 64a , 640 , 640 , 64cc , 64d , 
or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) with the 64e , 64 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 
one or more aspects of the one or more augmentations ( e . g . , 6M ) may be defined based on the eye focus and the pupil 
augmentation 64a , 640 , 640 , 64cc , 640 , 64e , 641 , 64g , or 64h characteristics of the user 52 with respect to the one or more 
of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 10 aspects of the one or more augmentations ( e . g . , whether the 

In the same or alternative implementations , operation user 52 is looking at the one or more aspects of the one or 
1143 may additionally or alternatively include an operation more augmentations and whether the pupils of the user 52 
1145 for correlating the one or more pupil characteristics of are or are not dilated when the user 52 is looking at the one 
the one or more eyes of the user with the one or more aspects or more aspects of the one or more augmentations ) . 
of the one or more augmentations by correlating the one or 15 In the same or alternative implementations , operation 
more pupil characteristics in combination with eye focus of 1145 may additionally or alternatively include or involve an 
the one or more eyes of the user with the one or more aspects operation 1147 for correlating the one or more pupil char 
of the one or more augmentations , the one or more pupil acteristics in combination with the eye focus of the one or 
characteristics and the eye focus of the one or more eyes of more eyes of the user with the one or more aspects of the one 
the user being with respect to the augmented view that were 20 or more augmentations by correlating the one or more pupil 
sensed during and / or following the display of the augmented characteristics in combination with the eye focus of the one 
view . For instance , the AR device 70 * of FIG . 7A or 7B or more eyes of the user with the one or more aspects of the 
correlating the one or more pupil characteristics of the one one or more augmentations , the one or more pupil charac 
or more eyes of the user 52 with the one or more aspects of teristics and the eye focus of the one or more eyes of the user 
the one or more augmentations when the pupil characteristic 25 being with respect to one or more aspects of one or more 
associating module 846 and the eye focus associating mod - non - augmentation scene elements included in the aug 
ule 842 of the AR device 70 * correlates the one or more mented view that was sensed during and / or following the 
pupil characteristics in combination with eye focus of the display of the augmented view . For instance , the AR device 
one or more eyes of the user 52 with the one or more aspects 70 * of FIG . 7A or 7B correlating the one or more pupil 
of the one or more augmentations ( e . g . , augmentation 64a , 30 characteristics in combination with the eye focus of the one 
64b , 640 , 64cc , 64d , 64e , 64 , 64g , or 64h of FIG . 6B , 6D , or more eyes of the user 52 with the one or more aspects of 
6E , 6F , 6G , 61 , 6K , or 6M ) , the one or more pupil charac - the one or more augmentations when the pupil characteristic 
teristics and the eye focus of the one or more eyes of the user associating module 846 and the eye focus associating mod 
52 being with respect to the augmented view ( e . g . , aug - ule 842 of the AR device 70 * correlates the one or more 
mented view 606 , 60d , 60e , 60f , 60g , 601 , 60k , or 60m of 35 pupil characteristics in combination with eye focus of the 
FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) that were sensed one or more eyes of the user with the one or more aspects 
during and / or immediately following the display of the of the one or more augmentations ( e . g . , augmentation 64a , 
augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , 640 , 640 , 64cc , 640 , 64e , 64 , 64g , or 64h of FIG . 6B , 6D , 
60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 6E , 6F , 6G , 61 , 6K , or 6M ) , the one or more pupil charac 
or 6M ) . 40 teristics and the eye focus of the one or more eyes of the user 

In some cases , operation 1145 may actually include or 52 being with respect to one or more aspects of one or more 
involve an operation 1146 for correlating the one or more non - augmentation scene elements ( e . g . , store front , a sign , 
pupil characteristics in combination with the eye focus of the beach , and so forth ) included in the augmented view ( e . g . , 
one or more eyes of the user with the one or more aspects augmented view 606 , 60d , 60e , 60 , 60g , 601 , 60k , or 60m of 
of the one or more augmentations by correlating the one or 45 FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) that was sensed 
more pupil characteristics in combination with the eye focus during and / or immediately following ( e . g . , that were 
of the one or more eyes of the user with the one or more detected proximate to ) the display of the augmented view . 
aspects of the one or more augmentations , the one or more Referring now to FIG . 11D , in some implementations , 
pupil characteristics and the eye focus of the one or more operation 1143 for correlating the one or more eye charac 
eyes of the user being with respect to the one or more aspects 50 teristics of the one or more eyes of the user with the one or 
of the one or more augmentations that were sensed during more aspects of the one or more augmentations by corre 
and / or following the display of the augmented view . For lating one or more pupil characteristics of the one or more 
instance , the AR device 70 * of FIG . 7A or 7B correlating the eyes of the user that were sensed during and / or following the 
one or more pupil characteristics in combination with the display of the augmented view with the one or more aspects 
eye focus of the one or more eyes of the user with the one 55 of the one or more augmentations may actually include or 
or more aspects of the one or more augmentations when the involve an operation 1148 for correlating the one or more 
pupil characteristic associating module 846 and the eye pupil characteristics of the one or more eyes of the user with 
focus associating module 842 of the AR device 70 * corre - the one or more aspects of the one or more augmentations by 
lates the one or more pupil characteristics in combination correlating the one or more pupil characteristics in combi 
with the eye focus of the one or more eyes of the user 52 60 nation with dwell path of the one or more eyes of the user 
with the one or more aspects of the one or more augmen - with the one or more aspects of the one or more augmen 
tations , the one or more pupil characteristics and the eye tations , the one or more pupil characteristics and the dwell 
focus of the one or more eyes of the user 52 being with path of the one or more eyes of the user being with respect 
respect to the one or more aspects of the one or more to the augmented view that was tracked during and / or 
augmentations ( e . g . , augmentation 64a , 64b , 640 , 64cc , 640 , 65 following the display of the augmented view . For instance , 
64e , 648 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or the AR device 70 * of FIG . 7A or 7B correlating the one or 
6M ) that were sensed during and / or immediately following more pupil characteristics of the one or more eyes of the user 
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with the one or more aspects of the one or more augmen or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) that were 
tations when the pupil characteristic associating module 846 included in the augmented view ( e . g . , augmented view 60b , 
and the dwell path associating module 840 of the AR device 60d , 60e , 609 , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 
70 * correlates the one or more pupil characteristics in 6G , 61 , 6K , or 6M ) that was displayed . The detected facial 
combination with dwell path ( e . g . , dwell path 66a of FIG . 5 expression , head position , or head tilt of the user 52 may 
6C ) of the one or more eyes of the user 52 with the one or indicate or at least infer a particular mental state of the user 
more aspects of the one or more augmentations ( e . g . , aug - and which may be useful for , for example , providing sub 
mentation 64a of FIG . 6C ) , the one or more pupil charac sequent augmented views . 
teristics and the dwell path 66a ( see FIG . 6C ) of the one or Turning now to FIG . 11E , in the same or alternative 
more eyes of the user 52 being with respect to the augmented 10 implementations , the user reaction correlating operation 904 
view 60c ( see FIG . 6C ) that was tracked during and / or may additionally or alternatively include or involve an 
immediately following ( e . g . , that were detected or tracked operation 1151 for correlating the detected one or more user 
proximate to ) the display of the augmented view 66c . reactions with one or more forms of the one or more 
As further illustrated in FIG . 11D , the operation 1133 for augmentations included in the augmented view that was 

correlating the detected one or more user reactions with the 15 presented . For instance , the user reaction associating module 
at least one or more aspects associated with the one or more 104 * of the AR device 70 * of FIG . 7A or 7B correlating 
augmentations by correlating one or more physiological ( e . g . , linking or associating ) the detected one or more user 
characteristics of the user that were sensed during and / or reactions ( e . g . , user reactions as expressed through the user ' s 
following the display of the augmented view with the one or eye focus / movement , facial expressions , and so forth ) with 
more aspects of the one or more augmentations may addi - 20 one or more forms of the one or more augmentations ( e . g . , 
tionally or alternatively include or involve an operation 1149 augmentation 64a , 640 , 640 , 64cc , 640 , 64e , 64f , 64g , or 64h 
for correlating the one or more physiological characteristics of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) included in the 
of the user with the one or more aspects of the one or more augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , 
augmentations by correlating one or more cardiopulmonary 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 
characteristic , skin characteristic and / or brain characteristic 25 or 6M ) that was presented . 
of the user that were sensed during and / or following the As further illustrated in FIG . 11E , operation 1151 may 
display of the augmented view with the one or more aspects further include one or more additional operations in various 
of the one or more augmentations . For instance , the physi - alternative implementations including , in some cases , an 
ological characteristic associating module 834 ( see FIG . 8B ) operation 1152 for correlating the detected one or more user 
of the AR device 70 % of FIG . 7A or 7B correlating the one 30 reactions with one or more shapes and / or dimensions of the 
or more physiological characteristics of the user 52 with the one or more augmentations . For instance , the user reaction 
one or more aspects of the one or more augmentations by associating module 104 * of the AR device 70 * of FIG . 7A 
correlating ( e . g . , linking or associating ) one or more cardio or 7B correlating the detected one or more user reactions 
pulmonary characteristic , skin characteristic and / or brain with one or more shapes and / or dimensions of the one or 
characteristic of the user 52 that were sensed during and / or 35 more augmentations ( e . g . , augmentation 64a , 640 , 640 , 
immediately following ( e . g . , that were detected proximate 64cc , 64d , 64e , 648 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 
to ) the display of the augmented view ( e . g . , augmented view 61 , 6K , or 6M ) . 
606 , 60d , 60e , 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , In the same or alternative implementations , operation 
6F , 6G , 61 , 6K , or 6M ) with the one or more aspects of the 1151 may additionally or alternatively include an operation 
one or more augmentations ( e . g . , augmentation 64a , 64b , 40 1153 for correlating the detected one or more user reactions 
640 , 64cc , 640 , 64e , 648 , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , with one or more locations of the one or more augmentations 
6G , 61 , 6K , or 6M ) . in the augmented view . For instance , the user reaction 

In various implementations , the user reaction correlating associating module 104 * of the AR device 70 * of FIG . 7A 
operation 904 for correlating the detected one or more user or 7B correlating the detected one or more user reactions 
reactions with at least one or more aspects associated with 45 with one or more locations of the one or more augmentations 
the one or more augmentations that were included in the ( e . g . , augmentation 64a , 64b , 640 , 64cc , 640 , 64e , 64 , 64g , 
augmented view that was presented , as further illustrated in or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) in the 
FIG . 11D , may additionally or alternatively include or augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , 
involve an operation 1150 for correlating the detected one or 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 
more user reactions with at least the one or more aspects 50 or 6M ) . 
associated with the one or more augmentations by correlat In the same or alternative implementations , operation 
ing at least one of a facial expression , a head position , or a 1151 may additionally or alternatively include an operation 
head tilt of the user that was detected during and / or follow - 1158 for correlating the detected one or more user reactions 
ing the display of the augmented view with the one or more with one or more colors , brightness , or hue of the one or 
augmentations that were included in the augmented view 55 more augmentations . For instance , the user reaction associ 
that was displayed . For instance , the user reaction associat ating module 104 * of the AR device 70 * of FIG . 7A or 7B 
ing module 104 * of the AR device 70 * of FIG . 7A or 7B correlating ( e . g . , associating ) the detected one or more user 
correlating ( e . g . , associating or linking ) the detected one or reactions with at least one of color , brightness , and / or hue of 
more user reactions with at least the one or more aspects the one or more augmentations ( e . g . , augmentation 64a , 64b , 
associated with the one or more augmentations by correlat - 60 640 , 64cc , 640 , 64e , 64f , 64g , or 64h of FIG . 6B , 6D , 6E , 6F , 
ing at least one of a facial expression , a head position , or a 6G , 61 , 6K , or 6M ) . 
head tilt of the user 52 that was detected during and / or In some implementations , the user reaction correlating 
immediately following ( e . g . , that were detected proximate operation 904 may additionally or alternatively include or 
to ) the display of the augmented view ( e . g . , augmented view involve an operation 1154 for correlating the detected one or 
60b , 600 , 60e , 60f , 60g , 60i , 60k , or 60m of FIG . 6B , 6D , 6E , 65 more user reactions with the at least one or more aspects 
6F , 6G , 61 , 6K , or 6M ) with the one or more augmentations associated with the one or more augmentations including 
( e . g . , augmentation 64a , 640 , 640 , 64cc , 64 , 64e , 64 , 64g , correlating the detected one or more user reactions with one 
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or more aspects of one or more non - augmentation scene pupil characteristics , skin response , and so forth ) with one or 
elements included in the augmented view . For instance , the more non - augmentation scene elements ( e . g . , a sign , a 
user reaction associating module 104 * of the AR device 70 * picture , a store front , and so forth ) that have been obfuscated 
of FIG . 7A or 7B correlating the detected one or more user in the augmented view ( e . g . , augmented view 606 , 60d , 60e , 
reactions with the at least one or more aspects associated 5 60f , 60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 
with the one or more augmentations including correlating 6K , or 6M ) by the one or more augmentations ( e . g . , aug 
( e . g . , linking or associating ) the detected one or more user mentation 64a , 64b , 640 , 64cc , 640 , 64e , 64 , 64g , or 64h of 
reactions ( e . g . , eye movements ) with one or more aspects of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 
one or more non - augmentation scene elements ( e . g . , a sign , Turning now to FIG . 12 illustrating another operational 
a building , a street , a picture , and so forth ) included in the 10 flow 1200 . Operational flow 1200 includes certain opera 
augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , tions that mirror the operations included in operational flow 
60g , 601 , 60k , or 60m of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , 900 of FIG . 9 . These operations include a user reaction 
or 6M ) . detecting operation 1202 and a user reaction correlating 

As further illustrated in FIG . 11E , in some cases , opera - operation 1204 that corresponds to and mirror the user 
tion 1154 may further include an operation 1155 for corre - 15 reaction detecting operation 902 and the user reaction cor 
lating the detected one or more user reactions with the one relating operation 904 , respectively , of FIG . 9 . 
or more aspects of the one or more non - augmentation scene In addition , operational flow 1200 may include operation 
elements included in the augmented view by correlating the 1206 for transmitting one or more results of the correlating . 
detected one or more user reactions with one or more For instance , the correlation result relaying module 107 * 
locations of the one or more non - augmentation scene ele - 20 ( e . g . , the correlation result relaying module 107 or the 
ments in the augmented view . For instance , the user reaction correlation result relaying module 107 " ) of the AR device 
associating module 104 * of the AR device 70 * of FIG . 7A 70 * of FIG . 7A or 7B transmitting ( e . g . , relaying or sending ) 
or 7B correlating the detected one or more user reactions one or more results of the correlating ( e . g . , transmitting one 
with the one or more aspects of the one or more non - or more results of associating the one or more user reactions 
augmentation scene elements included in the augmented 25 with the one or more aspects of one or more augmentations ) . 
view by correlating the detected one or more user reactions As further illustrated in FIG . 12 , operation flow 1200 may 
( e . g . , eye movements including dwell path of the user 52 ) further include an operation 1208 for receiving , in response 
with one or more locations of the one or more non - augmen - to said transmitting , one or more second augmentations for 
tation scene elements in the augmented view ( e . g . , aug - displaying in a second augmented view of the actual scene 
mented view 606 , 60d , 60e , 60f , 60g , 60i , 60k , or 60m of 30 or of a second actual scene from the real environment . For 
FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . instance , the augmentation acquiring module 108 * ( e . g . , the 

In some cases , operation 1155 may actually include or augmentation acquiring module 108 ' or the augmentation 
involve an operation 1156 for correlating the detected one or acquiring module 108 " ) of the AR device 70 * of FIG . 7A or 
more user reactions with the one or more locations of the one 7B receiving , in response to said transmitting , one or more 
or more non - augmentation scene elements in the augmented 35 second augmentations ( e . g . , augmentation 64b of FIG . 6D ) 
view including correlating the detected one or more user for displaying in a second augmented view ( e . g . , augmented 
reactions with the one or more locations of the one or more view 60d of FIG . 6D ) of the actual scene or of a second 
non - augmentation scene elements relative to one or more actual scene from the real environment . For example , FIG . 
locations of the one or more augmentations in the aug - 6B illustrates an example augmented view 60b in which a 
mented view . For instance , the user reaction associating 40 sundial augmentation 64a has been inserted into the aug 
module 104 * of the AR device 70 * of FIG . 7A or 7B mented view 60b . The eye or eyes of the user 52 viewing the 
correlating the detected one or more user reactions with the augmented view 60b may then be monitored and the dwell 
one or more locations of the one or more non - augmentation path 66a of the eye or eyes of the user 52 may be tracked as 
scene elements in the augmented view including correlating illustrated as illustrated in FIG . 6C . Based , on such tracking 
the detected one or more user reactions with the one or more 45 of the dwell path 66a , another augmentation 64b may be 
locations of the one or more non - augmentation scene ele - included into an another augmented view 60d . Note that in 
ments ( e . g . , beach , sky , picture , sign , and so forth ) relative some implementations , the augmented view 64d may be the 
to one or more locations of the one or more augmentations augmented view of essentially the same actual scene at 
( e . g . , augmentation 64a , 640 , 640 , 64cc , 640 , 64e , 64 , 64g , approximately the same point in time . Alternatively , the 
or 64h of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) in the 50 augmented view 64d may be the augmented view of another 
augmented view ( e . g . , augmented view 606 , 60d , 60e , 60f , actual scene ( e . g . , may be the same scene but at a different 
60g , 601 , 60k , or 60m of FIG . 6B , 6D , 60 , 6F , 6G , 61 , 6K , point in time ) that was generated based on the previously 
or 6M ) . Such an operation may be executed in order to , for learned behavior ( e . g . , tracked dwell path 66a ) of the user 52 
example , take into account situations where a user 52 as illustrated in FIG . 6C . 
behaves or reacts differently depending on where non - 55 Referring now to FIG . 13 , which illustrates how operation 
augmentation scene elements are located in the augmented 1206 and 1208 of FIG . 12 may be implemented in various 
view relative to the location of one or more augmentations alternative implementations . For example , in some imple 
in an augmented view . mentations , operation 1206 may include or involve an 

In some implementations , the user reaction correlating operation 1359 for transmitting the one or more results of the 
operation 904 may additionally or alternatively include or 60 correlating via one or more wireless and / or wired networks . 
involve an operation 1157 for correlating the detected one or For instance , the correlation result relaying module 107 * of 
more user reactions with one or more non - augmentation the AR device 70 * of FIG . 7A or 7B transmitting the one or 
scene elements that have been obfuscated in the augmented more results of the correlating via one or more wireless 
view by the one or more augmentations . For instance , the and / or wired networks ( e . g . , a wireless local area network or 
user reaction associating module 104 * of the AR device 70 * 65 WLAN , a wide area network or WAN , a metropolitan area 
of FIG . 7A or 7B correlating ( e . g . , linking or associating ) the network , a cellular network , a public switched telephone 
detected one or more user reactions ( e . g . , eye movements , network or PSTN , and so forth ) . 
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In the same or alternative implementations , operation second augmented view 60d ( see FIG . 6D ) being based , at 
1206 may additionally or alternatively include an operation least in part , on the one or more results of the correlating that 
1360 for transmitting the one or more results of the corre - were transmitted ( e . g . , the results that have been transmitted 
lating to one or more network servers associated with one or or relayed that indicated the user ' s dwell path 66a during 
more independent parties . For instance , the correlation result 5 and / or immediately following display of an augmentation 
relaying module 107 * of the AR device 70 * of FIG . 7A or 64a as illustrated in FIG . 6C ) . 
7B transmitting the one or more results of the correlating to In the same or different implementations , operation 1362 
one or more network servers associated with one or more may additionally or alternatively include an operation 1364 
independent parties ( e . g . , advertisers , academic institutions , for receiving the one or more second augmentations having 
sports arena , retail stores , and so forth ) . 10 the one or more formats including receiving one or more 

In the same or alternative implementations , operation second augmentations that are designed to have one or more 
1206 may additionally or alternatively include an operation particular dimensions or shapes , the one or more particular 
1361 for transmitting the one or more results of the corre - dimensions or shapes of the one or more second augmen 
lating by transmitting one or more defined relationships tations being based , at least in part , on the one or more 
between the detected one or more user reactions and the at 15 results of the correlating that were transmitted . For instance , 
least one or more aspects associated with the one or more the augmentation acquiring module 108 * of the AR device 
augmentations . For instance , the correlation result relaying 70 * of FIG . 7A or 7B receiving the one or more second 
module 107 * of the AR device 70 * of FIG . 7A or 7B augmentations having the one or more formats including 
transmitting the one or more results of the correlating by receiving one or more second augmentations ( e . g . , augmen 
transmitting one or more defined relationships between the 20 tation 64b of FIG . 6D ) that are designed to have one or more 
detected one or more user reactions ( e . g . , facial expressions particular dimensions or shapes ( e . g . , shape of a soft drink 
or eye movements and focus ) and the at least one or more bottle ) , the one or more particular dimensions or shapes of 
aspects associated with the one or more augmentations ( e . g . , the one or more second augmentations 64b being based , at 
augmentation 64a , 64b , 640 , 64cc , 640 , 64e , 641 , 64g , or 64h least in part , on the one or more results of the correlating that 
of FIG . 6B , 6D , 6E , 6F , 6G , 61 , 6K , or 6M ) . 25 were transmitted ( e . g . , correlation that links a dwell path 66a 
As further illustrated in FIG . 13 , operation 1208 for of the user 52 with the augmentation 64a and / or to one or 

receiving , in response to said transmitting , one or more more non - augmentation scene elements such as the beach 
second augmentations for displaying in a second augmented displayed in the actual view 60b of FIG . 6B and the 
view of the actual scene or of a second actual scene from the augmented view 60c of FIG . 6C ) . 
real environment may include one or more additional opera - 30 In the same or different implementations , operation 1208 
tions in various alternative implementations . For example , in for receiving , in response to said transmitting , one or more 
some implementations , operation 1208 may include an second augmentations for displaying in a second augmented 
operation 1362 for receiving the one or more second aug - view of the actual scene or of a second actual scene from the 
mentations for the displaying including receiving one or real environment may additionally or alternatively include 
more second augmentations having one or more formats that 35 an operation 1365 for receiving the one or more second 
were selected based , at least in part , on the one or more augmentations for the displaying including receiving one or 
results of the correlating that were transmitted . For instance , more visibility rules for displaying the one or more second 
the augmentation acquiring module 108 * of the AR device augmentations that are based , at least in part , on the one or 
70 * of FIG . 7A or 7B receiving ( e . g . , wirelessly acquiring ) more results of the correlating that were transmitted . For 
the one or more second augmentations for the displaying 40 instance , the augmentation acquiring module 108 * of the AR 
including receiving one or more second augmentations ( e . g . , device 70 * of FIG . 7A or 7B receiving the one or more 
augmentation 64b of FIG . 6D ) having one or more formats second augmentations for the displaying including receiving 
( e . g . , an augmentation 64b in the shape of a soft drink bottle ) one or more visibility rules for displaying the one or more 
that were selected remotely ( e . g . , selected remotely by a second augmentations that are based , at least in part , on the 
remote network server ) based , at least in part , on the one or 45 one or more results of the correlating that were transmitted . 
more results of the correlating that were transmitted or In various implementations , a visibility rule is a directive or 
relayed . command that defines when and how an augmentation may 

In some cases , operation 1362 may , in turn , further be displayed . For example , in some cases , a visibility rule 
include an operation 1363 for receiving the one or more may identify an “ anchor ” visual pattern or item ( e . g . , a 
second augmentations having the one or more formats 50 non - augmentation scene element ) that must be present in an 
including receiving one or more second augmentations that actual scene before the augmentation is to be included in the 
are designed to be placed at one or more particular locations augmented view of the actual scene . A visibility rule may 
in the second augmented view , the placement or placements additionally or alternatively define the placement of an 
of the one or more second augmentations at the one or more augmentation in an augmented view and / or the shape , col 
particular locations in the second augmented view being 55 oring , and / or dimensions of the augmentation . 
based , at least in part , on the one or more results of the Turning now to FIG . 14 illustrating another operational 
correlating that were transmitted . For instance , the augmen - flow 1400 . Operational flow 1400 includes certain opera 
tation acquiring module 108 * of the AR device 70 * of FIG . tions that mirror the operations included in operational flow 
7A or 7B receiving the one or more second augmentations 900 of FIG . 9 . These operations include a user reaction 
having the one or more formats including receiving one or 60 detecting operation 1402 and a user reaction correlating 
more second augmentations ( e . g . , augmentation 64b of FIG . operation 1404 that corresponds to and mirror the user 
6D ) that are designed to be placed at one or more particular reaction detecting operation 902 and the user reaction cor 
locations ( e . g . , right bottom corner of the augmented view relating operation 904 , respectively , of FIG . 9 . 
60d and on top of the beach displayed in the augmented view In addition , operational flow 1400 may further include an 
60d ) in the second augmented view 60d ( see FIG . 6D ) , the 65 operation 1406 for displaying a second augmented view of 
placement or placements of the one or more second aug - the actual scene or of a second actual scene from the real 
mentations 64b at the one or more particular locations in the environment , the second augmented view including one or 
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more second augmentations that have been included into the that includes one or more second augmentations that have 
second augmented view based , at least in part , on the one or more particular dimensions or shapes , the one or 
correlating . For instance , the augmented view presenting more particular dimensions or shapes of the one or more 
module 106 * ( e . g . , augmented view presenting module 106 second augmentations being based , at least in part , on the 
or the augmented view presenting module 106 " ) of the AR 5 correlating . For instance , the augmented view presenting 
device 70 * of FIG . 7A or 7B displaying ( e . g . , visual pre module 106 * of the AR device 70 * of FIG . 7A or 7B 
senting ) a second augmented view ( e . g . , augmented view displaying the second augmented view that includes the one 
60f of FIG . 6F ) of the actual scene or of a second actual or more second augmentations having the one or more 
scene from the real environment , the second augmented formats by displaying a second augmented view ( e . g . aug 
view 60f including one or more second augmentations ( e . g . , 10 mented view 60f of FIG . 6F ) that includes one or more 
augmentation 64d ) that have been included into the second second augmentations ( e . g . , augmentation 64d ) that have 
augmented view 60f ( see FIG . 6F ) based , at least in part , on one or more particular dimensions or shapes ( e . g . , in the 
the correlating ( e . g . , the correlation or association of the shape of a plane pulling an advertising banner ) , the one or 
tracked dwell path 66b of the user 52 , as illustrated in FIG . more particular dimensions or shapes of the one or more 
6E , with an augmentation 64c of FIGS . 6E and 6F ) . 15 second augmentations 64d being based , at least in part , on 

In some cases , operation 1406 may further include or the correlating . 
involve an operation 1467 for displaying the second aug - In various implementations , operation 1406 for displaying 
mented view of the actual scene or of the second actuala second augmented view of the actual scene or of a second 
scene from the real environment that includes the one or actual scene from the real environment , the second aug 
more second augmentations including displaying a second 20 mented view including one or more second augmentations 
augmented view that includes one or more second augmen that have been included into the second augmented view 
tations having one or more formats that were selected based , based , at least in part , on the correlating may include an 
at least in part , on the one or more results of the correlating operation 1470 for displaying the second augmented view of 
as further illustrated in FIG . 14 . For instance , the augmented the actual scene or of the second actual scene from the real 
view presenting module 106 * of the AR device 70 * of FIG . 25 environment that includes the one or more second augmen 
7A or 7B displaying the second augmented view of the tations including displaying a second augmented view of the 
actual scene or of the second actual scene from the real actual scene that includes one or more second augmentations 
environment that includes the one or more second augmen - that replaces the one or more augmentations in the second 
tations including displaying ( e . g . visually presenting ) a augmented view . For instance , the augmented view present 
second augmented view ( e . g . , augmented view 60f of FIG . 30 ing module 106 * of the AR device 70 * of FIG . 7A or 7B 
6F ) that includes one or more second augmentations ( e . g . , displaying the second augmented view of the actual scene or 
augmentation 64d of FIG . 6F ) having one or more formats of the second actual scene from the real environment that 
( e . g . , a visual image of a plane pulling a banner as illustrated includes the one or more second augmentations including 
in FIG . 6F ) that were selected based , at least in part , on the displaying a second augmented view ( e . g . , augmented view 
one or more results of the correlating ( e . g . , associating of the 35 60m of FIG . 6M ) of the actual scene that includes one or 
one or more user reactions with the at least one or more more second augmentations ( e . g . , augmentation 64h of FIG . 
aspects of the one or more augmentations ) . 6H ) that replaces the one or more augmentations ( e . g . , 

In various implementations , operation 1467 may further augmentation 64f of FIG . 61 ) in the second augmented view 
include one or more additional operations including , in some 60m ( see FIG . 6M ) . For example , FIG . 61 illustrated an 
cases , an operation 1468 for displaying the second aug - 40 augmented view 60i of an actual scene ( e . g . , actual view 60h 
mented view that includes the one or more second augmen - of FIG . 6H ) from a shopping mall . The augmented view 60i 
tations having the one or more formats by displaying a includes an augmentation 64f that provides advertisement 
second augmented view that includes one or more second information related to a particular restaurant in the shopping 
augmentations that are selectively placed at one or more mall . Based , for example , on the relatively small dwell time 
particular locations in the second augmented view , the one 45 of the user 52 ( e . g . , which indicates that the user has little 
or more placements of the one or more second augmenta interest ) as it relates to the displayed augmentation 64 , the 
tions at the one or more particular locations in the second next time the user 52 views the same actual scene ( e . g . , 
augmented view being based , at least in part , on the corre - actual view 60h of FIG . 6H ) , the AR device 70 * may 
lating . For instance , the augmented view presenting module generate a second augmented view ( e . g . , augmented view 
106 * of the AR device 70 * of FIG . 7A or 7B displaying ( e . g . , 50 60m of FIG . 6M ) that includes an augmentation 64h that 
visually presenting ) the second augmented view that replaces the original augmentation 64f , the replacement 
includes the one or more second augmentations having the augmentation 64h having a different border and color in the 
one or more formats by displaying a second augmented view hopes of increasing the dwell time of the user 52 ( e . g . , a 
( e . g . , augmented view 60f of FIG . 6F ) that includes one or boarder and color that are intended to entice the interest of 
more second augmentations 64d ( see FIG . 6F ) that are 55 the user 52 ) . 
selectively placed at one or more particular locations in the In some implementations , an operation may further 
second augmented view 60f ( e . g . , top right corner and in the include presenting a second augmented view including one 
sky depicted in the augmented view 60f of FIG . 6F ) , the one or more second augmentations that is or are one or more 
or more placements of the one or more second augmenta - disabled functional augmentations of the one or more func 
tions at the one or more particular locations in the second 60 tional augmentations included in a first augmented view in 
augmented view 60f being based , at least in part , on the response to a request made by a party associated with a 
correlating . second scene to disable the one or more functional augmen 

In the same or alternative implementations , operation tations . For instance , presenting a second view including one 
1467 may additionally or alternatively include an operation or more second augmentations that is or are the one or more 
1469 for displaying the second augmented view that 65 disabled functional augmentations ( e . g . , disabled calculator ) 
includes the one or more second augmentations having the of one or more functional augmentations included in a first 
one or more formats by displaying a second augmented view augmented view in response to a request made ( e . g . , a 
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request that is electronically transmitted or displayed in the The many different computational machines that a high 
scene from the real environment ) by a party associated with level programming language specifies are almost unimag 
the second scene to disable the one or more functional inably complex . At base , the hardware used in the compu 
augmentations . For example , in a school testing example tational machines typically consists of some type of ordered 
scene , the school may post in the test room a visual signature 5 matter ( e . g . , traditional electronic devices ( e . g . , transistors ) , 
or tag that may prompt an AR device to disable a functional deoxyribonucleic acid ( DNA ) , quantum devices , mechanical 
augmentation ( e . g . , calculator ) . Alternatively , the school switches , optics , fluidics , pneumatics , optical devices ( e . g . , 
may transmit an electronic signal that may request or optical interference devices ) , molecules , etc . ) that are 

arranged to form logic gates . Logic gates are typically command the AR device to disable a calculator augmenta 10 physical devices that may be electrically , mechanically , tion . 
In a general sense , those skilled in the art will recognize chemically , or otherwise driven to change physical state in 

order to create a physical reality of Boolean logic . that the various aspects described herein which can be Logic gates may be arranged to form logic circuits , which implemented , individually and / or collectively , by a wide are typically physical devices that may be electrically , 
range of hardware , sontware , Trmware , and / or any comble 15 mechanically , chemically , or otherwise driven to create a 
nation thereof can be viewed as being composed of various physical reality of certain logical functions . Types of logic 
types of “ electrical circuitry . ” Consequently , as used herein circuits include such devices as multiplexers , registers , 
“ electrical circuitry ” includes , but is not limited to , electrical arithmetic logic units ( ALUS ) , computer memory , etc . , each 
circuitry having at least one discrete electrical circuit , elec type of which may be combined to form yet other types of 
trical circuitry having at least one integrated circuit , elec - 20 physical devices , such as a central processing unit ( CPU ) 
trical circuitry having at least one application specific inte the best known of which is the microprocessor . A modern 
grated circuit , electrical circuitry forming a general purpose microprocessor will often contain more than one hundred 
computing device configured by a computer program ( e . g . , million logic gates in its many logic circuits ( and often more 
a general purpose computer configured by a computer than a billion transistors ) . See , e . g . , Wikipedia , Logic gates , 
program which at least partially carries out processes and / or 25 http : / / en . wikipedia . org / wiki / Logic _ gates ( as of Jun . 5 , 2012 , 
devices described herein , or a microprocessor configured by 21 : 03 GMT ) . 
a computer program which at least partially carries out The logic circuits forming the microprocessor are 
processes and / or devices described herein ) , electrical cir - arranged to provide a microarchitecture that will carry out 
cuitry forming a memory device ( e . g . , forms of memory the instructions defined by that microprocessor ' s defined 
( e . g . , random access , flash , read only , etc . ) ) , and / or electrical 30 Instruction Set Architecture . The Instruction Set Architec 
circuitry forming a communications device ( e . g . , a modem , ture is the part of the microprocessor architecture related to 
communications switch , optical - electrical equipment , etc . ) . programming , including the native data types , instructions , 
Those having skill in the art will recognize that the subject registers , addressing modes , memory architecture , interrupt 
matter described herein may be implemented in an analog or and exception handling , and external Input / Output . See , e . g . , 
digital fashion or some combination thereof . 35 Wikipedia , Computer architecture , http : / / en . wikipedia . org / 

It has been argued that because high - level programming wiki / Computer _ architecture ( as of Jun . 5 , 2012 , 21 : 03 
languages use strong abstraction ( e . g . , that they may GMT ) . 
resemble or share symbols with natural languages ) , they are The Instruction Set Architecture includes a specification 
therefore a “ purely mental construct . ” ( e . g . , that “ soft - of the machine language that can be used by programmers 
ware " a computer program or computer programming is 40 to use / control the microprocessor . Since the machine lan 
somehow an ineffable mental construct , because at a high guage instructions are such that they may be executed 
level of abstraction , it can be conceived and understood in directly by the microprocessor , typically they consist of 
the human mind ) . This argument has been used to charac - strings of binary digits , or bits . For example , a typical 
terize technical description in the form of functions / opera - machine language instruction might be many bits long ( e . g . , 
tions as somehow " abstract ideas . ” In fact , in technological 45 32 , 64 , or 128 bit strings are currently common ) . A typical 
arts ( e . g . , the information and communication technologies ) machine language instruction might take the form 
this is not true . “ 11110000101011110000111100111111 ” ( a 32 bit instruc 

The fact that high - level programming languages use tion ) . 
strong abstraction to facilitate human understanding should It is significant here that , although the machine language 
not be taken as an indication that what is expressed is an 50 instructions are written as sequences of binary digits , in 
abstract idea . In fact , those skilled in the art understand that actuality those binary digits specify physical reality . For 
just the opposite is true . If a high - level programming lan - example , if certain semiconductors are used to make the 
guage is the tool used to implement a technical disclosure in operations of Boolean logic a physical reality , the apparently 
the form of functions / operations , those skilled in the art will mathematical bits “ 1 ” and “ O ” in a machine language 
recognize that , far from being abstract , imprecise , “ fuzzy , ” 55 instruction actually constitute a shorthand that specifies the 
or “ mental ” in any significant semantic sense , such a tool is application of specific voltages to specific wires . For 
instead a near incomprehensibly precise sequential specifi - example , in some semiconductor technologies , the binary 
cation of specific computational machines — the parts of number “ 1 ” ( e . g . , logical “ 1 ” ) in a machine language instruc 
which are built up by activating / selecting such parts from tion specifies around + 5 volts applied to a specific “ wire ” 
typically more general computational machines over time 60 ( e . g . , metallic traces on a printed circuit board ) and the 
( e . g . , clocked time ) . This fact is sometimes obscured by the binary number “ 0 ” ( e . g . , logical “ O ” ) in a machine language 
superficial similarities between high - level programming lan - instruction specifies around - 5 volts applied to a specific 
guages and natural languages . These superficial similarities “ wire . ” In addition to specifying voltages of the machines 
also may cause a glossing over of the fact that high - level configuration , such machine language instructions also 
programming language implementations ultimately perform 65 select out and activate specific groupings of logic gates from 
valuable work by creating controlling many different com - the millions of logic gates of the more general machine . 
putational machines . Thus , far from abstract mathematical expressions , machine 



US 10 , 180 , 715 B2 
47 48 

language instruction programs , even though written as a above technical description . Charles Babbage , for example , 
string of zeros and ones , specify many , many constructed constructed the first computer out of wood and powered by 
physical machines or physical machine states . cranking a handle . 
Machine language is typically incomprehensible by most Thus , far from being understood as an abstract idea , those 

humans ( e . g . , the above example was just ONE instruction , 5 skilled in the art will recognize a functional / operational 
and some personal computers execute more than two billion technical description as a humanly - understandable represen 
instructions every second ) . See , e . g . , Wikipedia , Instructions tation of one or more almost unimaginably complex and 
per second , http : / / en . wikipedia . org / wiki / Instructions _ per _ time sequenced hardware instantiations . The fact that func 
second ( as of Jun . 5 , 2012 , 21 : 04 GMT ) . Thus , programs tional / operational technical descriptions might lend them 
written in machine language which may be tens of mil - 10 selves readily to high - level computing languages ( or high 
lions of machine language instructions long are incompre - level block diagrams for that matter ) that share some words , 
hensible . In view of this , early assembly languages were structures , phrases , etc . with natural language simply cannot 
developed that used mnemonic codes to refer to machine be taken as an indication that such functional / operational 
language instructions , rather than using the machine lan - technical descriptions are abstract ideas , or mere expressions 
guage instructions ' numeric values directly ( e . g . , for per - 15 of abstract ideas . In fact , as outlined herein , in the techno 
forming a multiplication operation , programmers coded the logical arts this is simply not true . When viewed through the 
abbreviation “ mult , ” which represents the binary number tools available to those of skill in the art , such functional / 
“ 011000 ” in MIPS machine code ) . While assembly lan operational technical descriptions are seen as specifying 
guages were initially a great aid to humans controlling the hardware configurations of almost unimaginable complex 
microprocessors to perform work , in time the complexity of 20 ity . 
the work that needed to be done by the humans outstripped As outlined above , the reason for the use of functional / 
the ability of humans to control the microprocessors using operational technical descriptions is at least twofold . First , 
merely assembly languages . the use of functional / operational technical descriptions 

At this point , it was noted that the same tasks needed to allows near - infinitely complex machines and machine 
be done over and over , and the machine language necessary 25 operations arising from interchained hardware elements to 
to do those repetitive tasks was the same . In view of this , be described in a manner that the human mind can process 
compilers were created . A compiler is a device that takes a ( e . g . , by mimicking natural language and logical narrative 
statement that is more comprehensible to a human than flow ) . Second , the use of functional / operational technical 
either machine or assembly language , such as " add 2 + 2 and descriptions assists the person of skill in the art in under 
output the result , " and translates that human understandable 30 standing the described subject matter by providing a descrip 
statement into a complicated , tedious , and immense machine tion that is more or less independent of any specific vendor ' s 
language code ( e . g . , millions of 32 , 64 , or 128 bit length piece ( s ) of hardware . 
strings ) . Compilers thus translate high - level programming The use of functional / operational technical descriptions 
language into machine language . assists the person of skill in the art in understanding the 

This compiled machine language , as described above , is 35 described subject matter since , as is evident from the above 
then used as the technical specification which sequentially discussion , one could easily , although not quickly , transcribe 
constructs and causes the interoperation of many different the technical descriptions set forth in this document as 
computational machines such that humanly useful , tangible , trillions of ones and zeroes , billions of single lines of 
and concrete work is done . For example , as indicated above , assembly - level machine code , millions of logic gates , thou 
such machine language the compiled version of the 40 sands of gate arrays , or any number of intermediate levels of 
higher - level language functions as a technical specifica - abstractions . However , if any such low - level technical 
tion which selects out hardware logic gates , specifies voltage descriptions were to replace the present technical descrip 
levels , voltage transition timings , etc . , such that the humanly tion , a person of skill in the art could encounter undue 
useful work is accomplished by the hardware . difficulty in implementing the disclosure , because such a 

Thus , a functional / operational technical description , when 45 low - level technical description would likely add complexity 
viewed by one of skill in the art , is far from an abstract idea . without a corresponding benefit ( e . g . , by describing the 
Rather , such a functional / operational technical description , subject matter utilizing the conventions of one or more 
when understood through the tools available in the art such vendor - specific pieces of hardware ) . Thus , the use of func 
as those just described , is instead understood to be a tional / operational technical descriptions assists those of skill 
humanly understandable representation of a hardware speci - 50 in the art by separating the technical descriptions from the 
fication , the complexity and specificity of which far exceeds conventions of any vendor - specific piece of hardware . 
the comprehension of most any one human . With this in In view of the foregoing , the logical operations / functions 
mind , those skilled in the art will understand that any such set forth in the present technical description are representa 
operational / functional technical descriptions in view of tive of static or sequenced specifications of various ordered 
the disclosures herein and the knowledge of those skilled in 55 matter elements , in order that such specifications may be 
the art - may be understood as operations made into physi - comprehensible to the human mind and adaptable to create 
cal reality by ( a ) one or more interchained physical many various hardware configurations . The logical opera 
machines , ( b ) interchained logic gates configured to create tions / functions disclosed herein should be treated as such , 
one or more physical machine ( s ) representative of sequen - and should not be disparagingly characterized as abstract 
tial / combinatorial logic ( s ) , ( c ) interchained ordered matter 60 ideas merely because the specifications they represent are 
making up logic gates ( e . g . , interchained electronic devices presented in a manner that one of skill in the art can readily 
( e . g . , transistors ) , DNA , quantum devices , mechanical understand and apply in a manner independent of a specific 
switches , optics , fluidics , pneumatics , molecules , etc . ) that vendor ' s hardware implementation . 
create physical reality representative of logic ( s ) , or ( d ) Those having skill in the art will recognize that the state 
virtually any combination of the foregoing . Indeed , any 65 of the art has progressed to the point where there is little 
physical object which has a stable , measurable , and change distinct ion left between hardware , software , and / or firm 
able state may be used to construct a machine based on the ware implementations of aspects of systems ; the use of 
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hardware , software , and / or firmware is generally ( but not programming language and thereafter converting the pro 
always , in that in certain contexts the choice between gramming language implementation into a logic - synthesiz 
hardware and software can become significant ) a design able language implementation , a hardware description lan 
choice representing cost vs . efficiency tradeoffs . Those hav guage implementation , a hardware design simulation 
ing skill in the art will appreciate that there are various 5 implementation , and / or other such similar mode ( s ) of 
vehicles by which processes and / or systems and / or other expression ) . For example , some or all of a logical expression 
technologies described herein can be effected ( e . g . , hard ( e . g . , computer programming language implementation ) 
ware , software , and / or firmware ) , and that the preferred may be manifested as a Verilog - type hardware description 
vehicle will vary with the context in which the processes ( e . g . , via Hardware Description Language ( HDL ) and / or 
and / or systems and / or other technologies are deployed . For 10 Very High Speed Integrated Circuit Hardware Descriptor 
example , if an implementer determines that speed and Language ( VHDL ) ) or other circuitry model which may then 
accuracy are paramount , the implementer may opt for a be used to create a physical implementation having hard 
mainly hardware and / or firmware vehicle ; alternatively , if ware ( e . g . , an Application Specific Integrated Circuit ) . 
flexibility is paramount , the implementer may opt for a Those skilled in the art will recognize how to obtain , 
mainly software implementation ; or , yet again alternatively , 15 configure , and optimize suitable transmission or computa 
the implementer may opt for some combination of hardware , tional elements , material supplies , actuators , or other struc 
software , and / or firmware in one or more machines , com tures in light of these teachings . 
positions of matter , and articles of manufacture , limited to While particular aspects of the present subject matter 
patentable subject matter under 35 USC 101 . Hence , there described herein have been shown and described , it will be 
are several possible vehicles by which the processes and / or 20 apparent to those skilled in the art that , based upon the 
devices and / or other technologies described herein may be teachings herein , changes and modifications may be made 
effected , none of which is inherently superior to the other in without departing from the subject matter described herein 
that any vehicle to be utilized is a choice dependent upon the and its broader aspects and , therefore , the appended claims 
context in which the vehicle will be deployed and the are to encompass within their scope all such changes and 
specific concerns ( e . g . , speed , flexibility , or predictability ) of 25 modifications as are within the true spirit and scope of the 
the implementer , any of which may vary . Those skilled in the subject matter described herein . It will be understood by 
art will recognize that optical aspects of implementations those within the art that , in general , terms used herein , and 
will typically employ optically - oriented hardware , software , especially in the appended claims ( e . g . , bodies of the 
and or firmware . appended claims ) are generally intended as “ open ” terms 

In some implementations described herein , logic and 30 ( e . g . , the term “ including " should be interpreted as “ includ 
similar implementations may include software or other ing but not limited to , " the term “ having ” should be inter 
control structures . Electronic circuitry , for example , may preted as “ having at least , " the term " includes ” should be 
have one or more paths of electrical current constructed and interpreted as “ includes but is not limited to , " etc . ) . 
arranged to implement various functions as described It will be further understood by those within the art that 
herein . In some implementations , one or more media may be 35 if a specific number of an introduced claim recitation is 
configured to bear a device - detectable implementation when intended , such an intent will be explicitly recited in the 
such media hold or transmit device detectable instructions claim , and in the absence of such recitation no such intent is 
operable to perform as described herein . In some variants , present . For example , as an aid to understanding , the fol 
for example , implementations may include an update or lowing appended claims may contain usage of the introduc 
modification of existing software or firmware , or of gate 40 tory phrases " at least one ” and “ one or more ” to introduce 
arrays or programmable hardware , such as by performing a claim recitations . However , the use of such phrases should 
reception of or a transmission of one or more instructions in not be construed to imply that the introduction of a claim 
relation to one or more operations described herein . Alter - recitation by the indefinite articles “ a ” or “ an " limits any 
natively or additionally , in some variants , an implementation particular claim containing such introduced claim recitation 
may include special - purpose hardware , software , firmware 45 to claims containing only one such recitation , even when the 
components , and / or general - purpose components executing same claim includes the introductory phrases “ one or more " 
or otherwise invoking special - purpose components . Speci or “ at least one ” and indefinite articles such as “ a ” or “ an ” 
fications or other implementations may be transmitted by ( e . g . , " a " and / or “ an ” should typically be interpreted to mean 
one or more instances of tangible transmission media as " at least one ” or “ one or more ” ) ; the same holds true for the 
described herein , optionally by packet transmission or oth - 50 use of definite articles used to introduce claim recitations . In 
erwise by passing through distributed media at various addition , even if a specific number of an introduced claim 
times . recitation is explicitly recited , those skilled in the art will 

Alternatively or additionally , implementations may recognize that such recitation should typically be interpreted 
include executing a special - purpose instruction sequence or to mean at least the recited number ( e . g . , the bare recitation 
invoking circuitry for enabling , triggering , coordinating , 55 of " two recitations , ” without other modifiers , typically 
requesting , or otherwise causing one or more occurrences of means at least two recitations , or two or more recitations ) . 
virtually any functional operations described herein . In some Furthermore , in those instances where a convention 
variants , operational or other logical descriptions herein may analogous to “ at least one of A , B , and C , etc . ” is used , in 
be expressed as source code and compiled or otherwise general such a construction is intended in the sense one 
invoked as an executable instruction sequence . In some 60 having skill in the art would understand the convention ( e . g . , 
contexts , for example , implementations may be provided , in “ a system having at least one of A , B , and C ” would include 
whole or in part , by source code , such as C + + , or other code but not be limited to systems that have A alone , B alone , C 
sequences . In other implementations , source or other code alone , A and B together , A and C together , B and C together , 
implementation , using commercially available and / or tech - and / or A , B , and C together , etc . ) . In those instances where 
niques in the art , may be compiled / implemented / translated / 65 a convention analogous to “ at least one of A , B , or C , etc . " 
converted into a high - level descriptor language ( e . g . , ini - is used , in general such a construction is intended in the 
tially implementing described technologies in C or C + + sense one having skill in the art would understand the 
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convention ( e . g . , " a system having at least one of A , B , or circuitry configured for detecting one or more user reac 
C ” would include but not be limited to systems that have A tions , the one or more user reactions proximate to the 
alone , B alone , C alone , A and B together , A and C together , display of the augmented view of the real environment 
B and C together , and / or A , B , and C together , etc . ) . It will to the user ; 
be further understood by those within the art that typically 5 circuitry configured for correlating the one or more user 
a disjunctive word and / or phrase presenting two or more reactions with the first augmentation included in the 
alternative terms , whether in the description , claims , or augmented view of the real environment ; 
drawings , should be understood to contemplate the possi circuitry configured for determining one or more parties 

bilities of including one of the terms , either of the terms , or associated with one or more portions of the real envi 
both terms unless context dictates otherwise . For example , ronment ; 

circuitry configured for transmitting one or more results the phrase “ A or B ” will be typically understood to include of the correlating to one or more network servers the possibilities of “ A ” or “ B ” or “ A and B . ” associated with the one or more parties ; and With respect to the appended claims , those skilled in the circuitry configured for receiving a second augmentation art will appreciate that recited operations therein may gen - 15 . including at least one or more visibility rules related to 
erally be performed in any order . Also , although various disabling at least one functional augmentation included 
operational flows are presented in a sequence ( s ) , it should be in the augmented view of the real environment in 
understood that the various operations may be performed in response to detection of at least one signature associ 
other orders than those which are illustrated , or may be ated with disabling of the at least one functional 
performed concurrently . Examples of such alternate order - 20 augmentation , the one or more parties associated with 
ings may include overlapping , interleaved , interrupted , reor one or more visibility rules requiring disabling of the at 
dered , incremental , preparatory , supplemental , simultane least one functional augmentation . 
ous , reverse , or other variant orderings , unless context 2 . The system of claim 1 , wherein circuitry configured for 
dictates otherwise . Furthermore , terms like “ responsive to , ” detecting one or more user reactions , the one or more user 
“ related to , " or other past - tense adjectives are generally not 25 reactions proximate to the display of the augmented view of 
intended to exclude such variants , unless context dictates lude such variants . unless context dictates the real environment to the user comprises : 
otherwise . circuitry configured for sensing one or more physiological 

This application may make reference to one or more characteristics of the user proximate to the display of 
trademarks , e . g . , a word , letter , symbol , or device adopted by the augmented view of the real environment to the user . 
one manufacturer or merchant and used to identify and / or 30 30 3 . The system of claim 2 , wherein circuitry configured for 
distinguish his or her product from those of others . Trade sensing one or more physiological characteristics of the user 
mark names used herein are set forth in such language that proximate to the display of the augmented view of the real 

environment to the user comprises : makes clear their identity , that distinguishes them from circuitry configured for sensing one or more eye charac common descriptive nouns , that have fixed and definite ne teristics of one or more eyes of the user at least one of 
meanings , or , in many if not all cases , are accompanied by during or following the display of the augmented view 
other specific identification using terms not covered by of the real environment to the user . 
trademark . In addition , trademark names used herein have 4 . The system of claim 3 , wherein circuitry configured for 
meanings that are well - known and defined in the literature , sensing one or more eye characteristics of one or more eyes 
or do not refer to products or compounds for which knowl - 40 of the user at least one of during or following the display of 
edge of one or more trade secrets is required in order to the augmented view of the real environment to the user 
divine their meaning . All trademarks referenced in this comprises : 
application are the property of their respective owners , and circuitry configured for sensing one or more eye move 
the appearance of one or more trademarks in this application ments of the one or more eyes of the user at least one 
does not diminish or otherwise adversely affect the validity 45 of during or following the display of the augmented 
of the one or more trademarks . All trademarks , registered or view of the real environment to the user . unregistered , that appear in this application are assumed to 5 . The system of claim 4 , wherein circuitry configured for 
include a proper trademark symbol , e . g . , the circle R or sensing one or more eye movements of the one or more eyes 
bracketed capitalization ( e . g . , [ trademark name ] ) , even of the user at least one of during or following the display of 
when such trademark symbol does not explicitly appear next 50 the augmented view of the real environment to the user 
to the trademark . To the extent a trademark is used in a comprises : 
descriptive manner to refer to a product or process , that circuitry configured for tracking at least one dwell path of 
trademark should be interpreted to represent the correspond the one or more eyes of the user with respect to the 
ing product or process as of the date of the filing of this augmented view of the real environment at least one of 
patent application . during or following the display of the augmented view 

Those skilled in the art will appreciate that the foregoing of the real environment to the user . 
specific exemplary processes and / or devices and / or tech 6 . The system of claim 5 , wherein circuitry configured for 
nologies are representative of more general processes and / or tracking at least one dwell path of the one or more eyes of 
devices and / or technologies taught elsewhere herein , such as the user with respect to the augmented view of the real 
in the claims filed herewith and / or elsewhere in the present 60 environment at least one of during or following the display 
application . of the augmented view of the real environment to the user 

comprises : 
What is claimed is : circuitry configured for tracking at least one dwell path of 
1 . A system , comprising : the one or more eyes of the user as eye focus of the one 
circuitry configured for displaying an augmented view of 65 or more eyes of the user moves at least one of ( i ) away 

a real environment to a user , the augmented view of the from the first augmentation included in the augmented 
real environment including at least a first augmentation ; view of the real environment or ( ii ) between the first 

55 
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augmentation and at least one other augmentation circuitry configured for detecting one or more user reac 
included in the augmented view of the real environ tions , the one or more user reactions occurring prior to 
ment . the display of the augmented view of the real environ 

7 . The system of claim 3 , wherein circuitry configured for ment to the user . 
sensing one or more eye characteristics of one or more eyes 5 14 . The system of claim 1 , where circuitry configured for 
of the user at least one of during or following the display of correlating the one or more user reactions with the first 
the augmented view of the real environment to the user augmentation included in the augmented view of the real 
comprises : environment comprises : 

circuitry configured for sensing eye focus of the one or circuitry configured for correlating one or more eye 
more eyes of the user with respect to the augmented 10 movements of one or more eyes of the user that were 
view of the real environment at least one of during or sensed at least one of during or following the display of 
following the display of the augmented view of the real the augmented view of the real environment with one 
environment to the user . or more aspects of the first augmentation included in 

8 . The system of claim 7 , wherein circuitry configured for the augmented view of the real environment . 
sensing eye focus of the one or more eyes of the user with 15 15 . The system of claim 14 , wherein circuitry configured 
respect to the augmented view of the real environment at for correlating one or more eye movements of one or more 
least one of during or following the display of the augmented eyes of the user that were sensed at least one of during or 
view of the real environment to the user comprises : following the display of the augmented view of the real 

circuitry configured for sensing eye focus of the one or environment with one or more aspects of the first included 
more eyes of the user with respect to one or more 20 in the augmented view of the real environment comprises : 
aspects of at least one of the first augmentation or at circuitry configured for correlating at least one dwell path 
least one other augmentation at least one of during or of the one or more eyes of the user that was tracked 
following the display of the augmented view of the real with respect to the augmented view of the real envi 
environment to the user . ronment at least one of during or following the display 

9 . The system of claim 7 , wherein circuitry configured for 25 of the augmented view of the real environment with 
sensing eye focus of the one or more eyes of the user with one or more aspects of the first augmentation included 
respect to the augmented view of the real environment at in the augmented view of the real environment . 
least one of during or following the display of the augmented 16 . The system of claim 15 , wherein circuitry configured 
view of the real environment to the user comprises : for correlating at least one dwell path of the one or more eyes 

circuitry configured for sensing eye focus of the one or 30 of the user that was tracked with respect to the augmented 
more eyes of the user with respect to one or more view of the real environment at least one of during or 
aspects of one or more non - augmentation scene ele following the display of the augmented view of the real 
ments included in the augmented view at least one of environment with one or more aspects of the first augmen 
during or following the display of the augmented view tation included in the augmented view of the real environ 
of the real environment to the user . 35 ment comprises : 

10 . The system of claim 7 , wherein circuitry configured circuitry configured for correlating at least one dwell path 
for sensing eye focus of the one or more eyes of the user with of the one or more eyes of the user that was tracked as 
respect to the augmented view of the real environment at focus of the one or more eyes of the user moved away 
least one of during or following the display of the augmented from the first augmentation included in the augmented 
view of the real environment to the user comprises : 40 view of the real environment with one or more aspects 

circuitry configured for sensing dwell time of the one or of the first augmentation included in the augmented 
more eyes of the user with respect to one or more view of the real environment . 
aspects of the augmented view of the real environment 17 . The system of claim 15 , wherein circuitry configured 
at least one of during or following the display of the for correlating at least one dwell path of the one or more eyes 
augmented view of the real environment to the user . 45 of the user that was tracked with respect to the augmented 

11 . The system of claim 3 , wherein circuitry configured view of the real environment at least one of during or 
for sensing one or more eye characteristics of one or more following the display of the augmented view of the real 
eyes of the user at least one of during or following the environment with one or more aspects of the first augmen 
display of the augmented view of the real environment to the tation included in the augmented view of the real environ 
user comprises : 50 ment comprises : 

circuitry configured for sensing one or more pupil char circuitry configured for correlating at least one dwell path 
acteristics of the one or more eyes of the user at least of the one or more eyes of the user that was tracked as 
one of during or following the display of the augmented focus of the one or more eyes of the user moved 
view of the real environment to the user . between the first augmentation included in the aug 

12 . The system of claim 11 , wherein circuitry configured 55 mented view of the real environment and at least one 
for sensing one or more pupil characteristics of the one or other augmentation included in the augmented view of 
more eyes of the user at least one of during or following the the real environment with one or more aspects of the 
display of the augmented view of the real environment to the first augmentation included in the augmented view of 
user comprises : the real environment . 

circuitry configured for sensing at least one of shape or 60 18 . The system of claim 1 , wherein circuitry configured 
size of one or more pupils of the user at least one of for correlating the one or more user reactions with the first 
during or following the display of the augmented view augmentation included in the augmented view of the real 
of the real environment to the user . environment comprises : 

13 . The system of claim 1 , wherein circuitry configured circuitry configured for correlating the one or more user 
for detecting one or more user reactions , the one or more 65 reactions with one or more non - augmentation scene 
user reactions proximate to the display of the augmented elements included in the augmented view of the real 
view of the real environment to the user comprises : environment . 
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19 . The system of claim 18 , wherein circuitry configured or more particular locations in the augmented view of 

for correlating the one or more user reactions with one or the real environment based , at least in part , on the one 
more non - augmentation scene elements included in the or more results of the correlating that were transmitted 
augmented view of the real environment comprises : to the one or more network servers associated with the 

circuitry configured for correlating the one or more user 5 one or more parties , the one or more particular loca 
reactions with one or more locations of the one or more tions in the augmented view of the real environment at 
non - augmentation scene elements included in the aug which the second augmentation is to be placed deter 
mented view of the real environment . mined by the one or more parties to be advantageous 

20 . The system of claim 19 , wherein circuitry configured for the one or more parties . 
for correlating the one or more user reactions with one or 10 24 . The system of claim 22 , wherein circuitry configured 
more locations of the one or more non - augmentation scene for receiving a second augmentation having one or more 
elements included in the augmented view of the real envi - formats that were selected by the one or more parties , based 
ronment comprises : at least in part , on the one or more results of the correlating 

circuitry configured for correlating the one or more user that were transmitted to the one or more network servers 
reactions with the one or more locations of the one or 15 associated with the one or more parties comprises : 
more non - augmentation scene elements included in the circuitry configured for receiving a second augmentation 
augmented view of the real environment relative to a designed to have at least one of one or more particular 
location of the first augmentation included in the aug dimensions or one or more particular shapes , the sec 
mented view of the real environment , including at least ond augmentation designed to have at least one of one 
determining whether the user has at least one of 20 or more particular dimensions or one or more particular 
behaved or reacted differently depending on where one shapes based , at least in part , on the one or more results 
or more non - augmentation scene elements are located of the correlating that were transmitted to the one or 
in a second augmented view of the real environment more network servers associated with the one or more 
relative to a location of the first augmented view of the parties . 
real environment . 25 25 . The system of claim 1 , wherein circuitry configured 

21 . The system of claim 1 , wherein circuitry configured for receiving a second augmentation including at least one or 
for correlating the one or more user reactions with the first more visibility rules related to disabling at least one func 
augmentation included in the augmented view of the real tional augmentation included in the augmented view of the 
environment comprises : real environment in response to detection of at least one 

circuitry configured for correlating the one or more user 30 signature associated with disabling of the at least one 
reactions with one or more non - augmentation scene functional augmentation , the one or more parties associated 
elements that have been hidden in the augmented view with one or more visibility rules requiring disabling of the at 
of the real environment by the first augmentation least one functional augmentation comprises : 
included in the augmented view of the real environ circuitry configured for receiving a second augmentation 
ment , including at least correlating the one or more user 35 including at least one or more visibility rules specified 
reactions with detection that at least one portion of the by the one or more parties , related to the displaying the 
first augmentation included in the augmented view is augmented view of the real environment to the user in 
overlaid over one or more non - augmentation scene a manner advantageous to the one or more parties , and 
elements of interest to the user , hiding the one or more based , at least in part , on the one or more results of the 
non - augmentation scene elements of interest to the user 40 correlating that were transmitted to the one or more 
from view of the user to cause the one or more user network servers associated with the one or more par 
reactions . ties . 

22 . The system of claim 1 , wherein circuitry configured 26 . The system of claim 1 , wherein circuitry configured 
for receiving a second augmentation including at least one or for receiving a second augmentation including at least one or 
more visibility rules related to disabling at least one func - 45 more visibility rules related to disabling at least one func 
tional augmentation included in the augmented view of the tional augmentation included in the augmented view of the 
real environment in response to detection of at least one real environment in response to detection of at least one 
signature associated with disabling of the at least one signature associated with disabling of the at least one 
functional augmentation , the one or more parties associated functional augmentation , the one or more parties associated 
with one or more visibility rules requiring disabling of the at 50 with one or more visibility rules requiring disabling of the at 
least one functional augmentation comprises : least one functional augmentation comprises : 

circuitry configured for receiving a second augmentation circuitry configured for receiving a second augmentation 
having one or more formats that were selected by the having a different format than the first augmentation 
one or more parties , based at least in part , on the one or and including at least one or more visibility rules 
more results of the correlating that were transmitted to 55 specified by the one or more parties and related to 
the one or more network servers associated with the inclusion of the second augmentation in the augmented 
one or more parties . view of the real environment . 

23 . The system of claim 22 , wherein circuitry configured 27 . The system of claim 26 , wherein circuitry configured 
for receiving a second augmentation having one or more for receiving a second augmentation having a different 
formats that were selected by the one or more parties , based 60 format than the first augmentation and including at least one 
at least in part , on the one or more results of the correlating or more visibility rules specified by the one or more parties 
that were transmitted to the one or more network servers and related to inclusion of the second augmentation in the 
associated with the one or more parties comprises : augmented view of the real environment comprises : 

circuitry configured for receiving a second augmentation circuitry configured for receiving a second augmentation 
designed to be placed at one or more particular loca - 65 having at least one of a size , shape , color , or length of 
tions in the augmented view of the real environment , visibility different than the first augmentation and 
the second augmentation designed to be placed at one including at least one or more visibility rules specified 
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by the one or more parties and related to inclusion of response to detecting a particular anchor visual cue 
the second augmentation in the augmented view of the relating to the one or more parties as being present in 
real environment . the real environment . 

28 . The system of claim 1 , further comprising : 33 . The system of claim 1 , wherein circuitry configured 
circuitry configured for displaying the second augmenta - 5 for transmitting one or more results of the correlating to one 

tion . or more network servers associated with the one or more 
29 . The system of claim 1 , wherein circuitry configured parties comprises : 

for correlating the one or more user reactions with the first circuitry configured for transmitting , to the one or more 
network servers associated with the one or more par augmentation included in the augmented view of the real 
ties , at least one indication of at least one inference that environment comprises : the user is bothered by at least one aspect of at least one circuitry configured for linking at least two variables , augmentation associated with the one or more parties including at least linking one or more augmentations being placed at the center of a field of view of the user displayed to the user with two separate user reactions at least partially based on the user looking away 

including at least one eye movement and at least one 15 quickly from the center of the field of view of the user . dwell time detected proximate to display of the first 34 . The system of claim 1 , wherein circuitry configured 
augmentation included in the augmented view of the for determining one or more parties associated with one or 
real environment . more portions of the real environment comprises : 

30 . The system of claim 1 , wherein circuitry configured circuitry configured for using image recognition to deter 
for receiving a second augmentation including at least one or 20 mine the one or more parties at least partially based on 
more visibility rules related to disabling at least one func recognizing at least one of a sign , a logo , an architec 
tional augmentation included in the augmented view of the tural cue , a building , or a structure associated with the 
real environment in response to detection of at least one one or more parties in the real environment . 
signature associated with disabling of the at least one 35 . The system of claim 1 , wherein circuitry configured 
functional augmentation , the one or more parties associated 25 for determining one or more parties associated with one or 
with one or more visibility rules requiring disabling of the at more portions of the real environment comprises : 
least one functional augmentation comprises : circuitry configured for using audio recognition to deter 

circuitry configured for receiving a second augmentation mine the one or more parties at least partially based on 
including at least one or more of at least some instruc recognizing at least some audio input data including at 
tions or at least some directives specified by the one or 30 least one sound associated with the one or more parties 
more parties defining when the second augmentation in the real environment . 
may be presented in association with the displaying the 36 . The system of claim 1 , wherein circuitry configured 
augmented view of the real environment to the user . for correlating the one or more user reactions with the first 

31 . The system of claim 1 , wherein circuitry configured augmentation included in the augmented view of the real 
for receiving a second augmentation including at least one or 35 environment comprises : 
more visibility rules related to disabling at least one func - circuitry configured for inferring that the user is bothered 
tional augmentation included in the augmented view of the by at least one aspect of the augmented view being 
real environment in response to detection of at least one placed at the center of a field of view of the user at least 
signature associated with disabling of the at least one partially based on the one or more user reactions . 
functional augmentation , the one or more parties associated 40 37 . The system of claim 1 , wherein circuitry configured 
with one or more visibility rules requiring disabling of the at for receiving a second augmentation including at least one or 
least one functional augmentation comprises : more visibility rules related to disabling at least one func 

circuitry configured for receiving a second augmentation tional augmentation included in the augmented view of the 
including at least one or more of at least some instruc - real environment in response to detection of at least one 
tions or at least some directives defining how the 45 signature associated with disabling of the at least one 
second augmentation may be presented in response to functional augmentation , the one or more parties associated 
a particular orientation of an augmented reality device with one or more visibility rules requiring disabling of the at 
displaying the augmented view of the real environment least one functional augmentation comprises : 
to the user being detected . circuitry configured for receiving a second augmentation 

32 . The system of claim 1 , wherein circuitry configured 50 including at least one or more visibility rules related to 
for receiving a second augmentation including at least one or disabling at least one functional augmentation included 
more visibility rules related to disabling at least one func in the augmented view of the real environment in 
tional augmentation included in the augmented view of the response to detection of at least one posted tag asso 
real environment in response to detection of at least one ciated with disabling of the at least one functional 
signature associated with disabling of the at least one 55 augmentation . 
functional augmentation , the one or more parties associated 38 . The system of claim 1 , wherein circuitry configured 
with one or more visibility rules requiring disabling of the at for receiving a second augmentation including at least one or 
least one functional augmentation comprises : more visibility rules related to disabling at least one func 

circuitry configured for receiving a second augmentation tional augmentation included in the augmented view of the 
including at least one or more visibility rules relating to 60 real environment in response to detection of at least one 
display of the second augmentation when a particular signature associated with disabling of the at least one 
anchor visual cue is detected as being present in the real functional augmentation , the one or more parties associated 
environment , including at least receiving a second with one or more visibility rules requiring disabling of the at 
augmentation operable to cause the augmented view of least one functional augmentation comprises : 
the real environment to present a visual image related 65 circuitry configured for receiving a second augmentation 
to at least one of one or more goods or one or more in response to a request made by the one or more parties 
services associated with the one or more parties in to disable the at least one functional augmentation . 
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39 . The system of claim 38 , wherein circuitry configured 
for receiving a second augmentation in response to a request 
made by the one or more parties to disable the at least one 
functional augmentation comprises : 

circuitry configured for receiving a second augmentation 5 
in response to a request made by the one or more parties 
to disable at least one functional calculator augmenta 
tion . 

40 . The system of claim 1 , wherein circuitry configured 
for receiving a second augmentation including at least one or 10 
more visibility rules related to disabling at least one func 
tional augmentation included in the augmented view of the 
real environment in response to detection of at least one 
signature associated with disabling of the at least one 
functional augmentation , the one or more parties associated 15 
with one or more visibility rules requiring disabling of the at 
least one functional augmentation comprises : 

circuitry configured for receiving a second augmentation 
in response to a command transmitted by the one or 
more parties to an augmented reality ( AR ) device on 20 
which the at least one functional augmentation is 
displayed for the AR device to disable the at least one 
functional augmentation . 

41 . The system of claim 1 , wherein circuitry configured 
for receiving a second augmentation including at least one or 25 
more visibility rules related to disabling at least one func 
tional augmentation included in the augmented view of the 
real environment in response to detection of at least one 
signature associated with disabling of the at least one 
functional augmentation , the one or more parties associated 30 
with one or more visibility rules requiring disabling of the at 
least one functional augmentation comprises : 

circuitry configured for detecting the at least one signature 
associated with disabling of the at least one functional 
augmentation ; and 35 

circuitry configured for disabling the at least one func 
tional augmentation responsive to detecting the at least 
one signature associated with disabling of the at least 
one functional augmentation . 

42 . The system of claim 41 , wherein circuitry configured 40 
for detecting the at least one signature associated with 
disabling of the at least one functional augmentation com 
prises : 

circuitry configured for detecting at least one tag posted 
by the one or more parties , that at least one tag 45 
associated with disabling of the at least one functional 
augmentation . 

43 . The system of claim 1 , wherein circuitry configured 
for receiving a second augmentation including at least one or 
more visibility rules related to disabling at least one func - 50 
tional augmentation included in the augmented view of the 
real environment in response to detection of at least one 
signature associated with disabling of the at least one 
functional augmentation , the one or more parties associated 
with one or more visibility rules requiring disabling of the at 55 
least one functional augmentation comprises : 

circuitry configured for receiving a second augmentation 
in response to a request made by the one or more parties 
to disable at least one functional calculator augmenta 
tion in response to detecting the first user activating the 

at least one functional calculator augmentation as at 
least one of the one or more user reactions . 

44 . A method , comprising : 
displaying an augmented view of a real environment to a 

user , the augmented view of the real environment 
including at least a first augmentation ; 

detecting one or more user reactions , the one or more user 
reactions proximate to the display of the augmented 
view of the real environment to the user ; 

correlating the one or more user reactions with the first 
augmentation included in the augmented view of the 
real environment ; 

determining one or more parties associated with one or 
more portions of the real environment ; 

transmitting one or more results of the correlating to one 
or more network servers associated with the one or 
more parties ; and 

receiving a second augmentation including at least one or 
more visibility rules related to disabling at least one 
functional augmentation included in the augmented 
view of the real environment in response to detection of 
at least one signature associated with disabling of the at 
least one functional augmentation , the one or more 
parties associated with one or more visibility rules 
requiring disabling of the at least one functional aug 
mentation , 

wherein at least one of the displaying , detecting , corre 
lating , determining , transmitting , or receiving is at least 
partially implemented using at least one processing 
device . 

45 . A system , comprising : 
at least one computing device ; and 
one or more instructions that , when executed by the at 

least one computing device , cause the at least one 
computing device to perform one or more operations 
including at least : 
displaying an augmented view of a real environment to 

a user , the augmented view of the real environment 
including at least a first augmentation ; 

detecting one or more user reactions , the one or more 
user reactions proximate to the display of the aug 
mented view of the real environment to the user ; 

correlating the one or more user reactions with the first 
augmentation included in the augmented view of the 
real environment ; 

determining one or more parties associated with one or 
more portions of the real environment ; 

transmitting one or more results of the correlating to 
one or more network servers associated with the one 
or more parties ; and 

receiving a second augmentation including at least one 
or more visibility rules related to disabling at least 
one functional augmentation included in the aug 
mented view of the real environment in response to 
detection of at least one signature associated with 
disabling of the at least one functional augmentation , 
the one or more parties associated with one or more 
visibility rules requiring disabling of the at least one 
functional augmentation . 

* * * * * 


