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Start

902 Detecting one or more user reactions of a user in response to a display to the user of
an augmented view of an actual scene from a real environment, the augmented view that
was displayed mcluding one or more sugmentations

Y

904 Correlating the detected one or more user reactions with at least one or more aspects

assoctated with the one or more augmentations that were included in the augmented view
that was presented
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1202 Detecting one or more user reactions of a user in response to a display to the user of
an ali,igmented view of an actual scene from a real environment, the augmented view that
was displayed including one or more augmentations

\

1204 Correlating the detected one or more user reactions with at least one or more aspects
associated with the one or more augmentations that were included in the augmented view
that was presented

1206 Transmitting one or more results of the correlating

A
1208 Receiving. in response to said transmitting, one or more second augmentations for
displaying in a second augmented view of the actual scene or of a second actual scene
from the real environment

FIG. 12
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e 1400

1402 Detecting one or more user reactions of a user in response to a display to the vser of'an
augmented view of an actual scene from a real environment, the augmented view that was

displayed including one or more augmentations

Y

1404 Correlating the detected one or more user reactions with at least one or more aspects
associated with the one or more augmentations that were included in the augmented view that

was presented

v

1406 Displaying a second augmented view of the actual scene or of a second actual scene from
the real environment, the second augmented view including one or more second augmentations
that have been included into the second angmented view based, at least im part, on the

correlating

1467 Displaying the second augmented view of the actual scene or

iof the second actual scene from the real environment that includes
ithe one or more second augmentations including displaying a
isecond augmented view that inchudes one or more second

;augmentations having one or more formats that were selected based

iat least in part, on the one or more results of the correlating

111468 Displaying the second

i augmented view that includes
i ;the one or more second

- augmentations having the one

;:second augmented view that
; ;includes one or more second
{ ‘augmentations that are

| 'selectively placed at one or

! ‘more particular locations in the -

' isecond augmented view, the

| fone or more placements of the
! ‘one or more second

| laugmentations at the one or

| isecond augmented view being
| ‘based, at least in part, on the
i icorrelating

11469 Insplaying the second
! iaugmented view that includes
i ithe one or more second
; ] | ;augmentations having the one
i :or more formats by displaying a’ |

or more formats by displaying a

. .second augmented view that
-includes one or more second

: laugmentations that have one or
. imore particular dimensions or

: ‘shapes, the one or more

. ‘particular dimensions or shapes
! iof the one or more second

L angmentations being based, at

, t . ( 'ileast in part, on the correlating
{imore particular locations in the i

1470 Displaymng the

second augmented
view of the actual i
scene or of the second!
actual scene from the |
real environment that !
includes the one or
more second
augmentations z
including displaying a:
second augmented |
view of the actual
scene that includes
one or more second
augmentations that
repiaces the one or
more augmentations

in the second
augmented view

FIG. 14
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1
CORRELATING USER REACTION WITH AT
LEAST AN ASPECT ASSOCIATED WITH AN
AUGMENTATION OF AN AUGMENTED
VIEW

If an Application Data Sheet (ADS) has been filed on the
filing date of this application, it is incorporated by reference
herein. Any applications claimed on the ADS for priority
under 35 U.S.C. §§ 119, 120, 121, or 365(c), and any and all
parent, grandparent, great-grandparent, etc. applications of
such applications, are also incorporated by reference, includ-
ing any priority claims made in those applications and any
material incorporated by reference, to the extent such subject
matter is not inconsistent herewith.

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application is related to and/or claims the
benefit of the earliest available effective filing date(s) from
the following listed application(s) (the “Priority Applica-
tions”), if any, listed below (e.g., claims earliest available
priority dates for other than provisional patent applications
or claims benefits under 35 USC § 119(e) for provisional
patent applications, for any and all parent, grandparent,
great-grandparent, etc. applications of the Priority Applica-
tion(s)). In addition, the present application is related to the
“Related Applications,” if any, listed below.

Priority Applications:

For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/711,095,
entitled SYSTEMS AND METHODS FOR OBTAIN-
ING AND USING AUGMENTATION DATA AND
FOR SHARING USAGE DATA, naming GENE FEIN;
ROYCE A. LEVIEN; RICHARD T. LORD; ROBERT
W. LORD; MARK A. MALAMUD; JOHN D.
RINALDO, JR.; CLARENCE T. TEGREENE as
inventors, filed 11, Dec. 2012, which is currently co-
pending or is an application of which a currently
co-pending application is entitled to the benefit of the
filing date, and which is a continuation of U.S. patent
application Ser. No. 13/709,465, entitled SYSTEMS
AND METHODS FOR OBTAINING AND USING
AUGMENTATION DATA AND FOR SHARING
USAGE DATA, naming GENE FEIN; ROYCE A.
LEVIEN; RICHARD T. LORD; ROBERT W. LORD;
MARK A. MALAMUD; JOHN D. RINALDO, JR.;
CLARENCE T. TEGREENE as inventors, filed 10,
Dec. 2012.

For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/690,003,
entitled SYSTEMS AND METHODS FOR SHARING
AUGMENTATION DATA, naming GENE FEIN;
ROYCE A. LEVIEN; RICHARD T. LORD; ROBERT
W. LORD; MARK A. MALAMUD; JOHN D.
RINALDO, JR.; CLARENCE T. TEGREENE as
inventors, filed 30, Nov., 2012, which is currently
co-pending or is an application of which a currently
co-pending application is entitled to the benefit of the
filing date, and which is a continuation of U.S. patent
application Ser. No. 13/689,372, entitled SYSTEMS
AND METHODS FOR SHARING AUGMENTA-
TION DATA, naming GENE FEIN; ROYCE A.
LEVIEN; RICHARD T. LORD; ROBERT W. LORD;
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MARK A. MALAMUD; JOHN D. RINALDO, JR.;
CLARENCE T. TEGREENE as inventors, filed 29,
Nov. 2012.

For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/673,070,
entitled PRESENTING AN AUGMENTED VIEW IN
RESPONSE TO ACQUISITION OF DATA INFER-
RING USER ACTIVITY, naming GENE FEIN;
ROYCE A. LEVIEN; RICHARD T. LORD; ROBERT
W. LORD; MARK A. MALAMUD; JOHN D.
RINALDO, JR.; CLARENCE T. TEGREENE as
inventors, filed 9, Nov. 2012, which is currently co-
pending or is an application of which a currently
co-pending application is entitled to the benefit of the
filing date, and which is a continuation of U.S. patent
application Ser. No. 13/672,575, entitled PRESENT-
ING AN AUGMENTED VIEW IN RESPONSE TO
ACQUISITION OF DATA INFERRING USER
ACTIVITY, naming GENE FEIN; ROYCE A.
LEVIEN; RICHARD T. LORD; ROBERT W. LORD;
MARK A. MALAMUD; JOHN D. RINALDO, JR.;
CLARENCE T. TEGREENE as inventors, filed 8, Nov.
2012.

For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/648,012,
entitled FORMATTING OF ONE OR MORE PERSIS-
TENT AUGMENTATIONS IN AN AUGMENTED
VIEW IN RESPONSE TO MULTIPLE INPUT FAC-
TORS, naming GENE FEIN; ROYCE A. LEVIEN;
RICHARD T. LORD; ROBERT W. LORD; MARK A.
MALAMUD; JOHN D. RINALDO, JR.; CLARENCE
T. TEGREENE as inventors, filed 9, Oct. 2012, which
is currently co-pending or is an application of which a
currently co-pending application is entitled to the ben-
efit of the filing date, and which is a continuation of
U.S. patent application Ser. No. 13/646,147, entitled
FORMATTING OF ONE OR MORE PERSISTENT
AUGMENTATIONS IN AN AUGMENTED VIEW IN
RESPONSE TO MULTIPLE INPUT FACTORS, nam-
ing GENE FEIN; ROYCE A. LEVIEN; RICHARD T.
LORD; ROBERT W. LORD; MARK A. MALAMUD;
JOHN D. RINALDO, JR.; CLARENCE T.
TEGREENE as inventors, filed 5, Oct. 2012.

Related Applications:

None

The United States Patent Office (USPTO) has published a
notice to the effect that the USPTO’s computer programs
require that patent applicants reference both a serial number
and indicate whether an application is a continuation, con-
tinuation-in-part, or divisional of a parent application. Ste-
phen G. Kunin, Benefit of Prior-Filed Application, USPTO
Official Gazette Mar. 18, 2003. The USPTO further has
provided forms for the Application Data Sheet which allow
automatic loading of bibliographic data but which require
identification of each application as a continuation, continu-
ation-in-part, or divisional of a parent application. The
present Applicant Entity (hereinafter “Applicant™) has pro-
vided above a specific reference to the application(s) from
which priority is being claimed as recited by statute. Appli-
cant understands that the statute is unambiguous in its
specific reference language and does not require either a
serial number or any characterization, such as “continua-
tion” or “continuation-in-part,” for claiming priority to U.S.
patent applications. Notwithstanding the foregoing, Appli-
cant understands that the USPTO’s computer programs have
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certain data entry requirements, and hence Applicant has
provided designation(s) of a relationship between the pres-
ent application and its parent application(s) as set forth
above and in any ADS filed in this application, but expressly
points out that such designation(s) are not to be construed in
any way as any type of commentary and/or admission as to
whether or not the present application contains any new
matter in addition to the matter of its parent application(s).
Ifthe listings of applications provided above are inconsistent
with the listings provided via an ADS, it is the intent of the
Applicant to claim priority to each application that appears
in the Priority Applications section of the ADS and to each
application that appears in the Priority Applications section
of this application.

All subject matter of the Priority Applications and the
Related Applications and of any and all parent, grandparent,
great-grandparent, etc. applications of the Priority Applica-
tions and the Related Applications, including any priority
claims, is incorporated herein by reference to the extent such
subject matter is not inconsistent herewith.

SUMMARY

In one or more various aspects, a method includes but is
not limited to detecting one or more user reactions of a user
in response to a display to the user of an augmented view of
an actual scene from a real environment, the augmented
view that was displayed including one or more augmenta-
tions, and correlating the detected one or more user reactions
with at least one or more aspects associated with the one or
more augmentations that were included in the augmented
view that was presented. In some implementations, at least
one of the detecting or correlating being performed by a
machine, article of manufacture, or composition of matter. In
addition to the foregoing, other method aspects are
described in the claims, drawings, and text forming a part of
the disclosure set forth herein.

In one or more various aspects, one or more related
systems may be implemented in machines, compositions of
matter, or manufactures of systems, limited to patentable
subject matter under 35 U.S.C. 101. The one or more related
systems may include, but are not limited to, circuitry and/or
programming for effecting the herein-referenced method
aspects. The circuitry and/or programming may be virtually
any combination of hardware, software, and/or firmware
configured to effect the herein-referenced method aspects
depending upon the design choices of the system designer,
and limited to patentable subject matter under 35 USC 101.

In one or more various aspects, a system includes, but is
not limited to, means for detecting one or more user reac-
tions of a user in response to a display to the user of an
augmented view of an actual scene from a real environment,
the augmented view that was displayed including one or
more augmentations, and means for correlating the detected
one or more user reactions with at least one or more aspects
associated with the one or more augmentations that were
included in the augmented view that was presented. In
addition to the foregoing, other system aspects are described
in the claims, drawings, and text forming a part of the
disclosure set forth herein.

In one or more various aspects, a system includes, but is
not limited to, circuitry for detecting one or more user
reactions of a user in response to a display to the user of an
augmented view of an actual scene from a real environment,
the augmented view that was displayed including one or
more augmentations, and circuitry for correlating the
detected one or more user reactions with at least one or more
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aspects associated with the one or more augmentations that
were included in the augmented view that was presented. In
addition to the foregoing, other system aspects are described
in the claims, drawings, and text forming a part of the
disclosure set forth herein.

In one or more various aspects, a computer program
product, comprising a signal bearing non-transitory storage
medium, bearing one or more instructions including, but not
limited to, detecting one or more user reactions of a user in
response to a display to the user of an augmented view of an
actual scene from a real environment, the augmented view
that was displayed including one or more augmentations,
and correlating the detected one or more user reactions with
at least one or more aspects associated with the one or more
augmentations that were included in the augmented view
that was presented. In addition to the foregoing, other
computer program product aspects are described in the
claims, drawings, and text forming a part of the disclosure
set forth herein.

In addition to the foregoing, various other method and/or
system and/or program product aspects are set forth and
described in the teachings such as text (e.g., claims and/or
detailed description) and/or drawings of the present disclo-
sure.

The foregoing is a summary and thus may contain sim-
plifications, generalizations, inclusions, and/or omissions of
detail; consequently, those skilled in the art will appreciate
that the summary is illustrative only and is NOT intended to
be in any way limiting. Other aspects, features, and advan-
tages of the devices and/or processes and/or other subject
matter described herein will become apparent by reference
to the detailed description, the corresponding drawings,
and/or in the teachings set forth herein.

BRIEF DESCRIPTION OF THE FIGURES

For a more complete understanding of embodiments,
reference now is made to the following descriptions taken in
connection with the accompanying drawings. The use of the
same symbols in different drawings typically indicates simi-
lar or identical items, unless context dictates otherwise. The
illustrative embodiments described in the detailed descrip-
tion, drawings, and claims are not meant to be limiting.
Other embodiments may be utilized, and other changes may
be made, without departing from the spirit or scope of the
subject matter presented here.

FIGS. 1A and 1B show the front and back views of an
augmented reality (AR) device that is in the form of a
smartphone 10.

FIGS. 2A and 2B show the front and back views of an
augmented reality (AR) device that is in the form of a tablet
computer 20.

FIGS. 3A and 3B show different views of an augmented
reality (AR) device that is in the form of a goggle 30.

FIGS. 4A and 4B show different views of an augmented
reality (AR) device that is in the form of a goggle 40.

FIG. 5A shows a user 52 using the tablet computer 20 of
FIGS. 2A and 2B in order to view two different scenes in the
real environment 50 at two different points or increments in
time.

FIG. 5B shows a side view of the user 52 of FIG. 5A using
the tablet computer 20.

FIGS. 6A, 6B, 6C, 6D, 6E, 6F, 6G, 6H, 61, 6K, and 6M
show exemplary actual and augmented views of various
scenes from the real environment.

FIG. 7A shows a block diagram of particular implemen-
tation of an AR device.
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FIG. 7B shows a block diagram of yet another implemen-
tation of an AR device.

FIG. 8A shows another perspective of the user reaction
ascertaining module 102* of FIGS. 7A and 7B (e.g., the user
reaction ascertaining module 102' of FIG. 7A or the user
reaction ascertaining module 102" of FIG. 7B) in accor-
dance with various implementations.

FIG. 8B shows the user reaction associating module 104*
of FIGS. 7A and 7B (e.g., the user reaction associating
module 104' of FIG. 7A or the user reaction associating
module 104" of FIG. 7B) in accordance with various imple-
mentations.

FIG. 8C shows another perspective of the user interface
110 of FIGS. 7A and 7B.

FIG. 8D shows another perspective of the one or more
sensors 120 of FIGS. 7A and 7B.

FIG. 9 is a high-level logic flowchart of a process, e.g.,
operational flow 900, according to some embodiments.

FIG. 10A is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
detecting operation 902 of FIG. 9.

FIG. 10B is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
detecting operation 902 of FIG. 9.

FIG. 10C is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
detecting operation 902 of FIG. 9.

FIG. 10D is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
detecting operation 902 of FIG. 9.

FIG. 11A is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
correlating operation 904 of FIG. 9.

FIG. 11B is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
correlating operation 904 of FIG. 9.

FIG. 11C is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
correlating operation 904 of FIG. 9.

FIG. 11D is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
correlating operation 904 of FIG. 9.

FIG. 11E is a high-level logic flowchart of a process
depicting alternate implementations of the user reaction
correlating operation 904 of FIG. 9.

FIG. 12 is another high-level logic flowchart of a process,
e.g., operational flow 1200, according to some embodi-
ments.

FIG. 13 depicts alternate implementations of the opera-
tional flow 1200 of FIG. 12.

FIG. 14 is another high-level logic flowchart of a process,
e.g., operational flow 1400, according to some embodi-
ments.

DETAILED DESCRIPTION

In the following detailed description, reference is made to
the accompanying drawings, which form a part hereof. In
the drawings, similar symbols typically identify similar or
identical components or items, unless context dictates oth-
erwise. The illustrative embodiments described in the
detailed description, drawings, and claims are not meant to
be limiting. Other embodiments may be utilized, and other
changes may be made, without departing from the spirit or
scope of the subject matter presented here.

Throughout this application, examples and lists are given,
with parentheses, the abbreviation “e.g.,” or both. Unless
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explicitly otherwise stated, these examples and lists are
merely exemplary and are non-exhaustive. In most cases, it
would be prohibitive to list every example and every com-
bination. Thus, smaller, illustrative lists and examples are
used, with focus on imparting understanding of the claim
terms rather than limiting the scope of such terms.

The evolution of personal computing technology over the
past 40 years has been simply breathtaking, evolving from
clunky large personal desktop computing devices with poor
resolution television monitors and limited functionality to
sleek and powerful mobile computing devices such as tablet
computers and smartphones. As the personal computing
technology continues to evolve a number of promising and
exciting new technologies have emerged that are rapidly
being developed for widespread personal use. One of the
most promising new technologies is Augmented Reality (or
simply “AR”).

Wikipedia™ defines Augmented Reality as “a live, direct
or indirect, view of a physical, real-world environment
whose elements are augmented by computer-generated sen-
sory input such as sound, video, graphics or GPS data.” In
order to facilitate understanding of the various concepts,
processes, and systems to be discussed herein, certain basic
terms and phrases will now be introduced and elucidated.
For example, in the following the terms “augmentation,”
“augmented view,” “actual view,” “scene from a real envi-
ronment,” or variations thereof, are repeatedly recited. For
purposes of the following, the phrase “scene from a real
environment” will be in reference to an actual or true
(visual) scene from an actual physical environment (as
opposed to a virtual environment or world) in the proximate
vicinity of an AR system and/or the user of the AR system
(herein “AR device user”). For purposes of the following
description, the phrase “actual view” is in reference to a true
or unmodified (or substantially true or unmodified) view of
a scene from the real environment. The phrase “augmented
view,” in contrast, is in reference to a view of an actual scene
from the real environment that has been augmented (e.g.,
modified) and that may be presented (e.g., displayed or
transmitted) through an AR system. An “augmentation” is
any modification, revision, or addition that may be included
in an augmented view of a scene from the real environment
and that may not be present in the actual view of the scene
from the real environment.

There are at least two types of computing devices that can
be used to implement AR technology: “specifically-de-
signed” AR systems and ‘“nonspecifically-designed” AR
systems. Nonspecifically-designed AR systems are general
purpose computing systems or devices that can be config-
ured to implement AR functionalities by executing, for
example, AR software applications. Examples of such
devices include, for example, personal mobile computing/
communication devices such as tablet computers and smart-
phones. In contrast, specifically-designed AR systems are
systems or devices that have been specifically designed to
implement AR functionalities. Specifically-designed AR
systems may come in a variety of forms but are most
commonly in the form of a head-mounted display (HMD)
such as in the form of eyeglasses, goggles, helmet, and so
forth. These devices are sometimes referred to as “wearable
computing devices.” Typically these wearable computing
devices will include one or more features that allows the user
to wear the device on his/or her head (e.g., a coupling device
for coupling the AR device to a user’s head). Such features
include, for example, a strap, a pair of earpieces or temple
pieces (e.g., the parts of goggles or glasses that are attached
to the frame of, for example, a glasses and that extend out
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to the ears of the user holding the eyeglasses frame to the
face of the user—see example 42a or 426 of FIG. 4A, or in
the case of a helmet the helmet structure itself). Alterna-
tively, a wearable computing device may be made wearable
by having a feature (e.g., one or more clips or hooks) that
allows it to be attached or clipped onto the frame of a pair
of glasses or goggles thus allowing the AR device to be
coupled to the user’s head. An example of such a feature
may be found in the form of a clip 47a is illustrated in FIG.
4A.

All of these devices (e.g., specifically-designed AR sys-
tems and nonspecifically-designed AR systems) will usually
have certain common components including one or more
cameras (e.g., digital, web, and/or HD cameras), one or
more displays (e.g., LCD displays or see-through displays),
and logic for processing data generated by the one or more
cameras and/or for generating and merging computer gen-
erated data or images with actual views or images of scenes
from real world environment to generate augmented views
of the scenes of the real world environment. Although most,
if not all, current AR systems will contain these same basic
components (e.g., camera, display, etc.), they can, however,
take on a wide range of form factors as briefly described
above (e.g., tablet computer, goggles, and so forth).

FIGS. 1A and 1B, 2A and 2B, 3A and 3B, and 4A and 4B
illustrate some of the form factors that current AR devices
can take on. For example, FIG. 1A depicts the front-side 12
(e.g., the side of a personal computing/communication
device that a display is located or disposed on), respectively,
of a nonspecifically-designed AR system that is in the form
of a smartphone 10 and that can be configured or designed
to implement one or more AR functionalities. FIG. 1B
shows the backside 14 (e.g., the side of a personal comput-
ing/communication device that is opposite of the front-side
12 personal computing/communication device) of the exem-
plary smartphone 10 of FIG. 1A. The exemplary smartphone
10 may include a display 18, such as a touchscreen or liquid
crystal display (LCD), on the front-side 12 of the smart-
phone 10. The smartphone 10 of FIGS. 1A and 1B is also
depicted as having lens 16a for an inward-facing camera on
the front-side 12 and lens 165 for a forward-facing camera
on the back-side 14 of the smartphone 10. When employed
to provide one or more augmented views of one or more
scenes of real world environments, the display 18 may be
used in order to display the augmented views. In some cases,
the inward-facing camera associated with lens 164 may be
used in order to track the gaze, focus, dwell path, and/or
dwell time of one or more eyes of a user. The forward-facing
camera that is associated with lens 165, on the other hand,
may be used to capture (e.g., sense and/or record) actual
scenes of real world environments in order to generate
augmented views of those actual scenes. The generated
augmented views may then be displayed through display 18.

FIGS. 2A and 2B illustrates the front-side 22 (e.g., the
side of a personal computing/communication device that a
display is located or disposed on) and the backside 24 (e.g.,
the side of the computing/communication device that is
opposite of the front-side of the computing/communication
device), respectively, of a nonspecifically-designed AR sys-
tem that is in the form of a tablet computer 20 and that can
be configured or designed to implement one or more AR
functionalities. In FIGS. 2A and 2B, the tablet computer 20
is depicted as having a display 28, such as a touchscreen, on
the front-side 22 of the tablet computer 20. The tablet
computer 20 is also depicted as having lens 26a for an
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inward-facing camera on the front-side 22 and lens 265 for
a forward-facing camera on the back-side 24 of the tablet
computer 20.

In some cases, the inward-facing camera associated with
lens 26a may be used in order to track the gaze, focus, dwell
path, and/or dwell time of one or more eyes of a user. The
forward-facing camera associated with lens 265 on the
back-side 24 of the tablet computer 20 may be used to
capture (e.g., sense and/or record) actual scenes of real
world environments in order to generate augmented views of
those actual scenes. Note that in some cases, a single camera
may be coupled to both lens 26a and lens 265, thus the single
camera can act as both a forward-facing and rear-facing
camera. The generated augmented views may then be dis-
played through display 28. References to “real environment™
or “real world environment” herein may be in reference to
true or actual physical environments rather than to a virtual
environment or virtual world.

FIGS. 3A and 3B illustrate a specifically-designed AR
system in the form of video goggles 30 that can implement
one or more AR functionalities. In particular, FIG. 3A
illustrates a perspective view of the video goggle 30, which
includes, among other things, a frame piece 32, a left temple
31a, and a right temple 315. Disposed on the front-side 39a
of the frame piece 32 are two forward looking lenses 34a
and 344 for a pair of corresponding forward-looking cam-
eras for capturing (e.g., recording, scanning, sensing, etc.)
actual scenes of real world environments in order to generate
augmented views of those actual scenes. FIG. 3B illustrates
a view of the backside 396 of the frame piece 32 of the
exemplary video goggles 30 of FIG. 3A. The backside 395
of the frame piece 32 is depicted as including a left display
38a and a right display 385, a rim 35 surrounding the left
display 384 and the right display 385, a left lens 364 for a
left inward-facing camera and a right lens 365 for a right
inward-facing camera, and a left hinge 335 and a right hinge
33a. The rim 35 that may surround the left display 38a and
the right display 386 may be a soft, semi-soft, or hard rim
that in some cases may act as a cushion, as well as a barrier
to prevent excess light from entering a user’s field of view
(thus allowing the user to better view the left and right
displays 38a and 385).

The forward-looking cameras associated with the for-
ward-looking lens 34a and 345 may be used to capture (e.g.,
sense and/or record) actual scenes of real world environ-
ments in order to generate augmented views of those actual
scenes. These augmented views that are generated may then
be displayed through displays 38a and 385. Note that in
alternative implementations, the video goggle 30 may only
employ a single forward-looking lens for a single forward-
looking camera rather than employing two forward-looking
lenses 34a and 345 for two forward-looking cameras as
illustrated in FIG. 3A. In such implementations, the single
forward-looking lens may be disposed at the mid-point or
bridge part of the frame piece 32 above where a user’s nose
would be positioned. The output associated with the corre-
sponding single forward-looking camera would then be
displayed through both displays 38a and 3864.

The video goggles 30 may also include inward-looking
lenses 36a and 365 as depicted in FIG. 3B for two inward-
looking cameras (not shown) on the backside 395 of the
frame piece 32 and disposed between the displays 38a and
386 and rim 35. The inward-looking cameras may be
employed in order to track the movements as well as the
gaze, focus, dwell path, and/or dwell time of one or more
eyes of a user. Note that alternatively, the video goggles 30
may include fewer or more inward-looking cameras and
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inward-looking lenses. Further, there is no requirement that
a corresponding camera is needed for each inward-looking
lens as it may be possible to employ, for example, a single
camera for viewing through multiple lenses.

The frame piece 32, the left temple 31a, and the right
temple 315 may house various electronics that are designed
for, for example, processing data provided by the various
cameras (e.g., forward-looking as well as backward looking
cameras), and for generating augmented views of scenes
from real world environment that may be displayed through
displays 384 and 38b. The types of electronics that may be
included with the video goggles 30 may include, for
example, the same or similar types of electronics (e.g.,
microprocessors, controllers, network interface card,
memory, etc.) that are often found in mobile computing/
communication devices such as the smartphone 10 or the
tablet computer 20 described earlier. The left temple 31a and
the right temple 315 are features that allow the AR system
to be worn on a user’s head.

Turning now to FIGS. 4A and 4B, which illustrate a
specifically-designed AR system that is in the form of
electronic glasses 40 that can implement one or more AR
functionalities. In particular, FIG. 4A illustrates a perspec-
tive view of the electronic glasses 40, which includes,
among other things, a frame piece 41 (which further includes
a left rim piece 43a, a right rim piece 435, and a bridge 44),
a left temple 424, a right temple 426, a left lens 454, a right
lens 455, a see-through display 46, and electronics housing
47 (note that in some cases, the electronics housing 47 may
include an optional clip 47a for coupling the electronics
housing 47 to the right temple 425. The frame piece 41
having a front-side 49a and a backside 495 opposite of the
front-side 49a. Disposed at the end of the electronics hous-
ing 47 is a forward-looking lens 48a for a corresponding
forward-looking camera for capturing (e.g., recording, scan-
ning, sensing, etc.) actual scenes of real world environments
in order to generate augmented views of those actual scenes.
In some alternative implementations, the forward-looking
lens 48a may be alternatively located at bridge 44 of the
frame piece 41 or at some other location. Note that the left
lens 45a and the right lens 456 are optional and are not
necessary for implementing AR functionalities.

In FIG. 4A, the see-through display 46 is depicted as
covering only a portion of the right lens 456 and being
depicted as being attached to the end of the electronics
housing 47. Thus, the see-through display 46 may be used to
display and overlay computer generated data and/or images
onto portions of views of actual scenes of the real world
environment that a user might see through right lens 455.
Note again that since the see-through display 46 covers only
a portion of the right lens 454, only a portion of the view that
a user may see through the right lens 455 may be augmented
(e.g., modified). In some other alternative implementations,
the see-through display 46 may alternatively cover the entire
right lens 455 so that the entire view of the user through the
right lens 456 may be augmented if needed. Although the
electronic glasses 40 in FIGS. 4A and 4B is depicted as
having only one see-through display 46 over the right lens
45b, in alternative implementations, a second see-through
display may be disposed over the left lens 45a. The left
temple 424 and the right temple 425 are features that allow
the AR system to be worn on a user’s head.

FIG. 4B depicts a view of the backside 495 of the frame
piece 41 of the electronic glasses 40 depicted in FIG. 4A. In
FIG. 4B, the see-through display 46 can be seen through the
clear right lens 45b. Further illustrated in FIG. 4B is an
inward-looking lens 484 that can be seen through the clear
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right lens 456 and which is for a corresponding inward-
looking camera. As illustrated the inward-looking lens 485
is disposed on the electronics housing 47 near the see-
through display 46. The inward-looking cameras may be
employed in order to track the movements as well as the
gaze, focus, dwell path, and/or dwell time of the right eye of
a user. The placement of the inward-looking lens 486 is a
design choice and may be located elsewhere so long as it has
a view to the right eye of a user. In alternative implemen-
tations, a second inward-looking lens for a second inward-
looking camera may be included in order to track and
monitor the movements as well as the gaze, focus, dwell
path, and/or dwell times of the left eye of the user. In the
exemplary electronic glasses 40 illustrated in FIG. 4A, all of
the major components are depicted as being located on the
right-side of the electronic glasses 40. Alternatively, these
components (e.g., electronic housing 47, see-through dis-
play 46, and so forth) may be alternatively or additionally
located on the left-side of the electronic glasses 40.

The electronics housing 47 may house various electronics
including electronics that are designed for, for example,
processing data provided by the various cameras (e.g.,
forward-looking as well as inward looking cameras), and for
generating augmented views of scenes from real world
environment that may be displayed through see-through
display 46. The types of electronics that may be included
with the electronic glasses 40 may include, for example, the
types of electronics (e.g., microprocessors, controllers, net-
work interface card, memory, camera, battery, etc.) that are
often found in mobile computing/communication devices
such as the smartphone 10 or the tablet computer 20
described earlier.

In some cases, the electronic housing 47 (and its contents
including one or more cameras) and the see-through display
46 may be a separate unit that can be clipped onto a
prescription or non-prescription eyeglasses. In such an
embodiment, the electronic housing 47 may include one or
more features (e.g. one or more clips, magnets, straps, and
so forth) that allows the housing to be worn by a user by
allowing the electronic housing 47 to be attached to a pair of
eye-glasses or goggles. Note that although not depicted
herein, AR devices may come in other types of forms other
than those illustrated in FIGS. 1A, 1B, 2A, 2B, 3A, 3B, 4A,
and 4B including, for example, a helmet, a mask, and so
forth.

There are many types of augmentations that can be
provided through AR systems including, for example, aug-
mentations in the form of text that may be added to an
augmented view, an augmentation in the form of 2 or
3-dimensional visual item (which may or may not be an
animated item that moves) that may be added to an aug-
mented view, and/or an augmentation that simply modifies,
emphasizes, deletes, or de-emphasizes an existing real world
item (e.g., intensity of light, color of a car, removal of
undesirable elements in the corresponding real field of view
such as rubbish on the ground, etc.) in the augmented view.

One type of augmentation that many currently available
AR systems can include into an augmented view of an actual
scene of the real environment are vision-based augmenta-
tions that depend, for their existence in the augmented view,
on the presence of a visual cue (e.g., an “anchor” visual
item) in the actual view of a scene from the real environ-
ment. That is, in many currently available AR systems, an
augmentation will only be included into an augmented view
only when a visual cue is detected in the actual view of a
scene from the real environment. In some cases, the visual
cue that may be the basis for the inclusion of the augmen-
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tation in the augmented view may be a visual marker (e.g.,
a recognizable symbol or pattern such as the face of a dollar
bill) that may have been purposefully placed in an actual
scene of the real environment in order to prompt an AR
system to insert a particular augmentation into the aug-
mented view of the actual scene of the real environment. In
other cases, the visual cue may be a recognizable or iden-
tifiable visual pattern (e.g., a human face) that may be
recognized using image feature analysis (e.g., image track-
ing such as Parallel Tracking).

There are, of course, other types of augmentations that
currently available systems can provide or have been pro-
posed that depend, for their existence in an augmented view,
on factors other than visual cues in the actual views of
scenes of the real environment. For example, in some
current AR systems, an augmentation can be provided that
may depend, for its existence in the augmented view, on the
location and/or orientation of the AR system that is present-
ing (e.g., displaying and/or transmitting) the augmented
view. In other cases, an AR system may be configured or
designed to insert one or more augmentations into an
augmented view based on the location of the AR system
and/or which direction is the AR system “facing” (e.g., east,
west, north, up, down, etc.).

It is contemplated that as the AR technology evolves, one
of the challenges that AR developers may face is determin-
ing and applying the optimal formatting (e.g., size, shape,
color, length of visibility, etc.), inclusion (e.g., when to
include into an augmented view), and placement (e.g.,
placement in the augmented view) of augmentations. That
is, it is likely that with respect to at least some types of
augmentations it may be highly desirable for such augmen-
tations to have certain formats and/or be placed at certain
locations of an augmented view in order to maximize their
visibility or “noticeability.” It is also just as likely that with
respect to other types of augmentations it may be highly
desirable for such augmentations to have particular formats
and/or be placed at particular locations of an augmented
view in order to minimize or reduce their visibility or
noticeability. The optimal formatting and/or placement of
augmentations in augmented views may, therefore, be par-
ticularly useful for presenting augmented views of real
scenes from the real environment.

In accordance with various embodiments, computation-
ally implemented methods, systems, circuitry, articles of
manufacture, and computer program products are described
herein that are designed to, among other things, ascertain
one or more user reactions to a display of an augmented
view of an actual scene from a real environment, the
displayed augmented view having one or more augmenta-
tions; and correlating the detected one or more user reactions
with at least one or more aspects associated with the one or
more augmentations. In various embodiments, the results of
the correlation may be particularly useful for, among other
things, determining when and how to present a particular
augmentation in an augmented view in order to, for
example, maximize or minimize its visibility or noticeabil-
ity.

More particularly, the computationally implemented
methods, systems, circuitry, articles of manufacture, and
computer program products may be designed to, among
other things, detecting one or more user reactions of a user
in response to a display to the user of an augmented view of
an actual scene from a real environment, the augmented
view that was displayed including one or more augmenta-
tions, and correlating the detected one or more user reactions
with at least one or more aspects associated with the one or
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more augmentations that were included in the augmented
view that was presented. In some embodiments, the com-
putationally implemented methods, systems, circuitry,
articles of manufacture, and computer program products
may be further designed to transmitting one or more results
of the correlating; and receiving, in response to said trans-
mitting, one or more second augmentations for displaying in
a second augmented view of the actual scene or of a second
actual scene from the real environment. In the same or
different embodiments, the computationally implemented
methods, systems, circuitry, articles of manufacture, and
computer program products may additionally or alterna-
tively be designed to displaying a second augmented view of
the actual scene or of a second actual scene from the real
environment, the second augmented view including one or
more second augmentations that have been included into the
second augmented view based, at least in part, on the
correlating.

In various embodiments, the methods, systems, circuitry,
articles of manufacture, and computer program products in
accordance with various embodiments may be implemented
by the AR device 70* of FIG. 7A or 7B. Note that for
purposes of the following, “*” represents a wildcard. Thus,
references in the following to the AR device 70* of FIG. 7A
or 7B may be in reference to the AR device 70" of FIG. 7A
or to the AR device 70" of FIG. 7B. Note further that the AR
device 70* of FIG. 7A or 7B may have a variety of form
factors including any one of the form factors illustrated in
FIGS. 1A, 1B, 2A, 2B, 3A, 3B, 4A, and 4B, or having other
form factors (e.g., a helmet, a mask, and so forth).

In order to further facilitate understanding of the various
operations, processes, and systems to be described herein,
certain concepts and terms will now be introduced with
references to FIGS. 5A and 5B. In particular, FIG. 5A is a
top-down view of an AR user 52 (herein simply “user 52”)
using an AR device 70* that is in the form of a tablet
computer 20 (as illustrated in FIGS. 2A and 2B) at different
points or increments in time. Note that although the AR
device illustrated here is in the form of a tablet computer 20,
the concepts to be introduced here as well as in FIG. 5B will
apply to other AR devices having other form factors (e.g., a
smartphone, a video goggle, electronic glasses, and so
forth).

Referring back to FIG. 5A which shows user 52 viewing
actual views 51 of actual scenes from the real (physical)
environment 50 surrounding the AR device (e.g., tablet
computer 20). The actual views 51 of the actual scenes of the
real environment 50 may be captured by a camera through
lens 265 at different points in time. That is, an actual scene
from the real environment 50 is not only location specific but
is also time specific. In this example, the actual views 51
captured by the camera of the tablet computer 20 is the view
of a store front. Note that a car is illustrated as being present
in the real environment 50 and is depicted as moving
towards the line of sight (e.g., actual view 51—field of view)
of the tablet computer 20. Thus, although the field of view
for the camera of the tablet computer 20 is directed to the
same location over length of time, the actual views 51 of the
location will change over time (e.g., the actual views 51 will
change as, for example, the car (or pedestrians) comes into
and/or leaves the field of view of the tablet computer 20.

After capturing the actual views 51 through lens 265, the
tablet computer 20 may display through a display 28 one or
more augmented views 56 (each of which include one or
more augmentations). The user 52 may view the one or more
augmented views 56 visually presented through the display
28 using his or her eyes 502. The inward-facing camera
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through lens 264 may track the eyes 502 of the user 52 as the
user 52 views the one or more augmented views 56. In
particular, the tablet computer 20 through its inward facing
camera may track one or more characteristics of the eyes 502
of the user 52, including, for example, eye focus 502, dwell
path, dwell time, pupil size and shape, and so forth. In
various embodiments, a dwell path is the focus path of one
or more eyes 502 of a user 52 as the user 52, views, for
example, actual and/or augmented views that may be dis-
played through an AR device (e.g., tablet computer 20). The
dwell path may be defined or identified by tracking the path
that focus point of the one or more eyes 502 takes along, for
example, an augmented view 56 (or non-augmented or
actual view) displayed through the AR device (e.g., tablet
computer 20). In contrast, dwell time is the amount of time
that a user dwells on (e.g., stares at or focuses on) a, for
example, visual object.

Referring now to 5B, which illustrates a side-view of the
user 52 using the AR device (e.g., tablet computer 20) as
illustrated in FIG. 5A. The display 28 may visually present
one or more augmented views 56 based, at least in part, on
one or more captured actual views 51. The inward-facing
camera of the tablet computer 20 and through lens 26a may
track the one or more eyes 504 of the user 52 including, for
example, the eye focus 502 of the user 52 as well as the
dwell path and/or dwell time of the user 52 in response to the
display of one or more augmented views 56.

Turning now to FIGS. 6A, 6B, 6C, 6D, 6E, 6F, 6G, 6H,
61, 6K, and 6M, that illustrate exemplary actual views and
augmented views of various scenes from the real environ-
ment that may be provided by the computationally imple-
mented methods, systems, circuitry, articles of manufacture,
and computer program products in accordance with various
embodiments. The exemplary actual views and the exem-
plary augmented views illustrated in these figures are pro-
vided in order to facilitate understanding of various concepts
that will be described in connection with the various opera-
tions and processes to be discussed herein. Note that in
various embodiments at least the augmented views (e.g.,
augmented views 605, 60c, 60d, 60e, 60f, 60g, 60i, 60k and
60m) illustrated in FIGS. 6B, 6C, 6D, 6E, 6F, 6G, 61, 6K and
6M may be presented by the AR device 70* (e.g., AR device
70' or AR device 70") of FIG. 7A or 7B.

Referring particularly now to FIG. 6A, which illustrates
an actual view 60a of a scene from the real environment. In
this case, the actual scene 60a is scene of a beach. Based on
the actual view 60a, the AR device 70* of FIG. 7A or 7B
may generate an augmented view 605 as illustrated in FIG.
6B. The augmented view 605 includes an augmentation 64a
(configured to be in the shape of a sundial) that may have
been included in the augmented view 605 based on one or
more visibility rules that the AR device 70* may be execut-
ing. Visibility rules are directives or instructions that define
when or how an augmentation may be presented. For
example, in some cases, a visibility rule may require a
specific augmentation to be included into an augmented
view when a particular “anchor” visual cue is detected as
being present in the corresponding actual scene of the real
environment that the augmented view is based on. Other
visibility rules may direct the inclusion of an augmentation
into an augmented view based on the location and/or ori-
entation of the AR device 70%.

FIG. 6C illustrates an augmented view 60c of the actual
scene (e.g., actual view 60a) depicted in FIG. 6A. Note that
augmented view 60c is essentially the same as the aug-
mented view 605 of FIG. 6B except that a dwell path 66a of
one or more eyes of a user 52 in response to and during
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and/or following the display of the augmented view 60c has
been overlaid on top of the augmented view 60c. Also
illustrated in FIG. 6C is the focus point of the one or more
eyes of the user 52, which will now be referred to as eye
focus (e.g., eye focus 65a in FIG. 6C)

Based on the detected reaction (e.g., dwell path 66a as
illustrated in FIG. 6C) of a user 52 to the display of the
augmented view 605 (see FIG. 6B) including the augmen-
tation 64a, the AR device 70* may visually present the
augmented view 60d of FIG. 6D. The augmented view 604
includes an augmentation 645 having a particular format
(e.g., a shape of a soft drink bottle) and being placed at a
particular location (e.g., right bottom corner of the aug-
mented view 60d and on top of the beach) in the augmented
view 60d. The format and/or placement of the augmentation
645 may be based on the detected reaction of the user (e.g.,
eye focus and dwell path, perspiration level of the user 52
based on detected skin characteristics, etc.).

FIG. 6E illustrates another example augmented view 60e
of the beach scene illustrated in FIG. 6A. The example
augmented view 60e includes an augmentation 64c¢ that is an
informational augmentation indicating environmental infor-
mation (that shows 90 percent chance of precipitation).
Ilustrated also in FIG. 6E is the dwell path 665 and the eye
focus 655 (e.g., eye focus point) of the user 52 during and/or
following the display of the augmented view 60e. The
example dwell path 665 of the user 52 that is directed
skywards in FIG. 6E may have been as result of the user
seeing that the augmentation 64c¢ indicating a 90 percent
chance of precipitation.

FIG. 6F illustrates another example augmented view 60f
that may be generated by the AR device 70* of FIG. 7A or
7B. The augmented view 60f may have been generated
based on the detected reaction (e.g., dwell path 665 of FIG.
6F) of the user 52 to the display of the augmented view 60e
of FIG. 6E. Note that augmented view 60f may be a different
augmented view from the augmented view 60¢ of FIG. 6E
(e.g., augmented view 60e may have presented on Monday
while augmented view 60f may have been presented two
days later on Wednesday looking at the same location but
with similar conditions). Augmented view 60f includes
augmentation 64cc (which includes similar but not the same
environmental information as augmentation 64c¢ of FIG. 6E)
and augmentation 64d (which may have been formatted and
selectively placed in the top right corner of the augmented
view 60f based on the reaction of the user to the augmented
view 60e of FIG. 6E). The augmentation 644 being in the
shape of a plane towing a banner. Augmentation 64cc
includes an augmentation aspect 67a¢ in the form of a
darkened or darkly colored boarder. FIG. 6F also illustrates
eye focus 65¢ of the one or more eyes of the user 52 being
on the augmentation aspect 67a.

Referring now to FIG. 6G illustrates another example
augmented view 60g of the beach scene illustrated in FIG.
6A. In particular, FIG. 6G illustrates the dwell path 665 of
one or more eyes of a user 52 between augmentation 64¢ and
augmentation 64e. The roundabout path of the dwell path
66> may be as result of the precipitation information
included in the augmentation 64¢. The detected dwell path
665 may, in some embodiments, cause the AR device 70* to
selectively insert any additional augmentations along (or not
along) the detected dwell path 665.

FIG. 6H illustrates an example actual view 602 of an
interior scene from a shopping mall as captured by, for
example, the AR device 70* of FIG. 7A or 7B. Referring
now to FIG. 61, which illustrates an augmented view 60i of
the actual view 60/ illustrated in FIG. 6H. Included in the
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augmented view is an augmentation 647, which is an infor-
mational augmentation that provides menu information of a
restaurant that is located in the shopping mall.

Turning now to FIG. 6K, which illustrates the augmented
view 60% of the interior of the restaurant that was referred to
above. Included in the augmented view 60k is an augmen-
tation 64g, which contains the same information as the
augmentation 64f of FIG. 61. Note, however, the augmen-
tation 64g has been placed at the left bottom corner of the
augmented view 60k rather than in the center of the aug-
mented view 60k as was the case in the augmented view 60i
of FIG. 6. In some cases, the placement of the augmentation
64g at the corner of the augmented view 60k may be based
on the user 52 reaction to the augmented view 60i of FIG.
61. That is, the AR device 70* may have detected that the
user 52 showed very little interest (e.g., very low dwell time
or lack of eye focus) in augmentation 64f because the user
may have been, for example, irritated by the placement of
the augmentation 64/ at the center of the augmented view
60i. As a result, the augmentation 64g was selectively placed
at the corner of the augmented view 60% in order to not
antagonize the user 52.

FIG. 6M shows another example augmented view 60m of
the interior of a shopping mall as was illustrated in FIG. 6H.
The augmented view 60m includes an augmentation 64/ that
contains similar information as augmentation 64f of FIG. 61.
Note, however, augmentation 64/ has a different format
(e.g., different coloring and a bolder border) from the format
of augmentation 64f. In various embodiments, the augmen-
tation 64/ may be as a result of the AR device 70* detecting
user 52 lack of interest of the original augmentation 64f of
FIG. 6I. Note that a more detailed discussion related to
FIGS. 6A, 6B, 6C, 6D, 6E, 6F, 6G, 6H, 61, 6K and 6M will
be provided with respect to the operations and processes to
be described herein.

Referring now to FIGS. 7A and 7B, illustrating two block
diagrams representing two different implementations of an
augmented reality (AR) device 70* that can execute the
operations and processes to be described herein. In particu-
lar, and as will be further described herein, FIG. 7A illus-
trates an AR device 70' that is the “hardwired” or “hard”
implementation of an AR device 70" that can implement the
operations and processes to be described herein. The AR
device 70" may include certain logic modules including, for
example, a user reaction ascertaining module 102', a user
reaction associating module 104', a non-augmented view
presenting module 105', an augmented view presenting
module 106', a correlation result relaying module 107',
and/or an augmentation acquiring module 108' (which may
further include a visibility rule acquiring module 109') that
are implemented using purely hardware or circuitry compo-
nents (e.g., application specific integrated circuit (or ASIC).
In contrast, FIG. 7B illustrates an AR device 70" that is the
“soft” implementation of the AR device 70' of FIG. 7A in
which certain logic modules including a user reaction ascer-
taining module 102", a user reaction associating module
104", a non-augmented view presenting module 105", an
augmented view presenting module 106", a correlation
result relaying module 107", and an augmentation acquiring
module 108" (which may further include a visibility rule
acquiring module 109") are implemented using electronic
circuitry (e.g., one or more processors including one or more
microprocessors, controllers, etc.) executing one or more
programming instructions (e.g., software).

The embodiments of the AR device 70* illustrated in
FIGS. 7A and 7B are two extreme implementations of the
AR device 70* in which all of the logic modules (e.g., the
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user reaction ascertaining module 102', the user reaction
associating module 104", the non-augmented view present-
ing module 105', the augmented view presenting module
106', the correlation result relaying module 107, and the
augmentation acquiring module 108' including the visibility
rule acquiring module 109') are implemented using purely
hardware solutions (e.g., circuitry such as ASIC) as illus-
trated in FIG. 7A or in which all of the logic modules (e.g.,
the user reaction ascertaining module 102", the user reaction
associating module 104", the non-augmented view present-
ing module 105", the augmented view presenting module
106", the correlation result relaying module 107", and the
augmentation acquiring module 108" including the visibility
rule acquiring module 109") are implemented using soft-
ware solutions (e.g., programmable instructions being
executed by hardware such as one or more processors) as
illustrated in FIG. 7B. Since, there are many ways of
combining hardware, software, and/or firmware in order to
implement the various logic modules (e.g., the user reaction
ascertaining module 102*, the user reaction associating
module 104*, the non-augmented view presenting module
105*, the augmented view presenting module 106*, the
correlation result relaying module 107*, and the augmenta-
tion acquiring module 108* including the visibility rule
acquiring module 109*), only the two extreme implemen-
tations (e.g., the purely hardware solution as illustrated in
FIG. 7A and the software solution of FIG. 7B) are illustrated
here. It should be noted here that with respect to the “soft”
implementation illustrated in FIG. 7B, hardware in the form
of circuitry such as one or more processors 116 are still
needed in order to execute the software. Further details
related to the two implementations of AR device 70* illus-
trated in FIGS. 7A and 7B will be provided in greater detail
below.

In some instances, one or more components may be
referred to herein as “configured to,” “configured by,”
“configurable to,” “operable/operative to,” “adapted/adapt-
able,” “able to,” “conformable/conformed to,” “designed
t0,” etc. Those skilled in the art will recognize that such
terms (e.g., “configured to”) generally encompass active-
state components and/or inactive-state components and/or
standby-state components, unless context requires other-
wise.

Referring particularly now to FIG. 7A, which illustrates a
block diagram of an AR device 70' that includes a user
reaction ascertaining module 102', a user reaction associat-
ing module 104", a non-augmented view presenting module
105", an augmented view presenting module 106', a corre-
lation result relaying module 107', and an augmentation
acquiring module 108' (which further includes a visibility
rule acquiring module 109"), one or more processors 116
(e.g., one or more microprocessors), a memory 114 that may
store one or more applications 160 (e.g., an operating system
(OS) 162, one or more facial recognition applications 163,
one or more visual object recognition applications 164 (e.g.,
for visually recognizing one or more items that are visible in
a scene from the real physical environment), one or more
voice recognition applications 165, one or more sound
recognition applications 166 (e.g., an application for recog-
nizing/identifying sounds other than voice such as the sound
of a train passing or waves crashing along a shoreline),
and/or one or more personal information manager (PIM)
applications 168), one or more augmentations 170, and one
or more visibility rules 171 (e.g., directives for when and
how augmentations are to be presented), a user interface 110
(e.g., a display, a mouse, a microphone, etc.), a network
interface 112 (e.g., a network interface card or “NIC”), and
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one or more sensors 120. Although not depicted, the
memory 114 may further include other types of application
not depicted in FIG. 7A including, for example, communi-
cation applications such as an email application and/or an
instant messaging (IM) application.

In various embodiments, the user reaction ascertaining
module 102' of FIG. 7A is a logic module that may be
designed to, among other things, ascertain one or more user
reactions of a user reacting to a display of an augmented
view of an actual scene from a real environment, the
displayed augmented view having included one or more
augmentations 170.

In contrast, the user reaction associating module 104' of
FIG. 7A is a logic module that may be configured to
associate the one or more user reactions with at least one or
more aspects associated with the one or more augmentations
170 that were displayed with the augmented view.

Turning now to FIG. 7B, which illustrates a block dia-
gram of another AR device 70" that can implement the
operations and processes to be described herein. As indi-
cated earlier, the AR device 70" in FIG. 7B is merely the
“soft” version of the AR device 70' of FIG. 7A because the
various logic modules: the user reaction ascertaining module
102", the user reaction associating module 104", the non-
augmented view presenting module 105", the augmented
view presenting module 106", the correlation result relaying
module 107", and the augmentation acquiring module 108"
including the visibility rule acquiring module 109" are
implemented using software and one or more processors 116
(e.g., one or more microprocessors or controllers) executing
the software (e.g., computer readable instructions 152)
rather than being implemented using purely hardware (e.g.,
ASIC) as was the case in the AR device 70' of FIG. 7A.
Thus, the user reaction ascertaining module 102", the user
reaction associating module 104", the non-augmented view
presenting module 105", the augmented view presenting
module 106", the correlation result relaying module 107",
and the augmentation acquiring module 108" including the
visibility rule acquiring module 109" of FIG. 7B may be
designed to execute the same functions as the user reaction
ascertaining module 102', the user reaction associating mod-
ule 104", the non-augmented view presenting module 105',
the augmented view presenting module 106', the correlation
result relaying module 107", and the augmentation acquiring
module 108' including the visibility rule acquiring module
109" of FIG. 7A. The AR device 70", as illustrated in FIG.
7B, has other components (e.g., user interface 110, network
interface 112, and so forth) that are the same or similar to the
other components included in the AR device 70" of FIG. 7A.
Note that in the embodiment of the AR device 70* illustrated
in FIG. 7B, the various logic modules (e.g., the user reaction
ascertaining module 102", the user reaction associating
module 104", and so forth) may be implemented by the one
or more processors 116 (or other types of circuitry such as
field programmable gate arrays or FPGAs) executing one or
more computer readable instructions 152 stored in memory
114.

In various embodiments, the memory 114 of the AR
device 70' of FIG. 7A and the AR device 70" of FIG. 7B may
comprise of one or more of mass storage device, read-only
memory (ROM), programmable read-only memory
(PROM), erasable programmable read-only memory
(EPROM), cache memory such as random access memory
(RAM), flash memory, synchronous random access memory
(SRAM), dynamic random access memory (DRAM), and/or
other types of memory devices.
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Turning now to FIG. 8A illustrating a particular imple-
mentation of the user reaction ascertaining module 102*
(e.g., the user reaction ascertaining module 102' or the user
reaction ascertaining module 102") of FIGS. 7A and 7B. As
illustrated, the user reaction ascertaining module 102* may
include one or more sub-logic modules in various alternative
implementations. For example, in various embodiments, the
user reaction ascertaining module 102* may include a
physiological characteristic determining module 802 that
includes an eye characteristic determining module 804,
which may further include an eye movement determining
module 806 (which may further include an eye dwell path
detecting module 808), an eye attention determining module
810 (which may further include an eye attention time
determining module 812), and/or a pupil characteristic
detecting module 814, and/or an augmented view aspect
recording module 816 that includes an augmentation form
recording module 818 (which may further include an aug-
mentation shape/dimension recording module 820 and/or an
augmentation location recording module 822), a non-aug-
mentation scene element aspect recording module 824
(which may further include a non-augmentation scene ele-
ment location recording module 826), and/or an obfuscated
non-augmentation scene element recording module 828.
Specific details related to the user reaction ascertaining
module 102* as well as the above-described sub-modules of
the user reaction ascertaining module 102* will be provided
below with respect to the operations and processes to be
described herein.

FIG. 8B illustrates a particular implementation of the user
reaction associating module 104* (e.g., the particular imple-
mentation of the user reaction associating module 104' or the
particular implementation of the user reaction associating
module 104") of FIG. 7A or 7B. As illustrated, the user
reaction associating module 104* may include one or more
sub-logic modules in various alternative embodiments. For
example, in various embodiments, the user reaction associ-
ating module 104* may include a relationship identifying
module 830 (which may further include a relationship
logging module 832) and/or a physiological characteristic
associating module 834 that may further include an eye
characteristic associating module 836, which may further
include an eye movement associating module 838 (which
may further include a dwell path associating module 840),
an eye focus associating module 842 (which may further
include a dwell time associating module 844), and/or a pupil
characteristic associating module 846 (which may further
include a pupil shape/size associating module 848). Specific
details related to the user reaction associating module 104*
as well as the above-described sub-modules of the user
reaction associating module 104* will be provided below
with respect to the operations and processes to be described
herein.

FIG. 8C illustrates the various types of user interface
devices that may be part of the user interface 110 of the AR
device 70* of FIG. 7A or 7B. In various embodiments, the
user interface 110 may include one or more display monitors
852 (e.g., a touchscreen, a liquid crystal display (LCD), a
see-through display, and/or other types of display monitors),
one or more visual capturing devices 854 (e.g., one or more
video or web cameras, digital cameras, and/or other types of
cameras 870—see FIG. 8D), one or more audio speakers
856, one or more audio input devices 858 (e.g., one or more
microphones)—see also audio sensors 872 of FIG. 8D,
and/or one or more keyboard/keypads 860. Although not
depicted, other types of user interfaces 110 may be included
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with the user interface 110 in various alternative embodi-
ments including, for example, a mouse or other types of user
input/output devices.

FIG. 8D illustrates at least some of the various types of
sensors 120 that may be included with the AR device 70*
(e.g. the AR device 70' of FIG. 7A or the AR device 70" of
FIG. 7B). As illustrated, the one or more sensors 120 that
may be included with the AR device 70* may include one or
more cameras 870 (note that the one or more cameras 870
may be the same as the one or more visual capturing devices
854 described above with respect to the user interface 110),
one or more audio sensors 872 (see also audio input
device[s] 858 described above), one or more location sen-
sors 874 such as one or more global positioning systems
(GPSs) 875, one or more orientation/movement sensors 876
(which may comprise one or more accelerometers 877, one
or more gyroscopes 878, one or more inertia sensors 879,
one or more pedometers 880), and/or one or more user
physiological sensors 882 (e.g., one or more blood pressure
sensors 883, one or more pulse/heart rate sensors 884, one
or more galvanic skin sensors 885). Note that with respect
to the one or more location sensors 874, the one or more
orientation/movement sensors 876, and/or one or more user
physiological sensors 882, these sensor devices may include
other types of sensors not depicted in FIG. 8D. For example
the one or more location sensors 874 in some alternative
implementations may include a location sensor 874 that
employs triangulation techniques and signals from cellular
towers to determine location while the one or more user
physiological sensors 882 may include in some alternative
embodiments one or more blood pressure sensors 883 and/or
other types of sensors 120.

A more detailed discussion related to the AR device 70*
(e.g., the AR device 70' of FIG. 7A or the AR device 70" of
FIG. 7B) discussed above will now be provided with respect
to the processes and operations to be described herein. FIG.
9 illustrates an operational flow 900 representing example
operations for, among other things, ascertaining a user
reaction to a display of an augmented view of an actual
scene from the real physical environment, the augmented
view to be displayed including one or more augmentations;
and associating the user reaction to one or more aspects of
the one or more augmentations. In various implementations,
the results of these operations (e.g., association or correla-
tion of the user reaction with the one or more aspects of the
one or more augmentations) may be used in order to, for
example, optimally format augmentations that may be dis-
played in subsequent augmented views.

In FIG. 9 and in the following figures that include various
examples of operational flows, discussions and explanations
will be provided with respect to the AR device 70* described
above and as illustrated in FIGS. 1A, 1B, 2A, 2B, 3A, 3B,
4A, 4B, 7A, 7B, 8A, 8B, 8C, and 8D, and/or with respect to
other examples (e.g., as provided in FIGS. 5A, 5B, 6A, 6B,
6C, 6D, 6E, 6F, 6G, 6H, 61, 6K, and 6M) and contexts.
However, it should be understood that the operational flows
may be executed in a number of other environments and
contexts, and/or in modified versions of FIGS. 1A, 1B, 2A,
2B, 3A, 3B, 4A, 4B, 5A, 5B, 6A, 6B, 6C, 6D, 6E, 6F, 6G,
6H, 61, 6K, 6M, 7A, 7B, 8A, 8B, 8C, and 8D. Also, although
the wvarious operational flows are presented in the
sequence(s) illustrated, it should be understood that the
various operations may be performed in other orders other
than those which are illustrated, or may be performed
concurrently.

Further, in FIG. 9 and in the figures to follow thereafter,
various operations may be depicted in a box-within-a-box
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manner. Such depictions may indicate that an operation in an
internal box may comprise an optional example embodiment
of the operational step illustrated in one or more external
boxes. However, it should be understood that internal box
operations may be viewed as independent operations sepa-
rate from any associated external boxes and may be per-
formed in any sequence with respect to all other illustrated
operations, or may be performed concurrently. Still further,
these operations illustrated in FIG. 9 as well as the other
operations to be described herein are performed by at least
one of a machine, an article of manufacture, or a composi-
tion of matter unless indicated otherwise.

For ease of understanding, the flowcharts are organized
such that the initial flowcharts present implementations via
an example implementation and thereafter the following
flowcharts present alternate implementations and/or expan-
sions of the initial flowchart(s) as either sub-component
operations or additional component operations building on
one or more earlier-presented flowcharts. Those having skill
in the art will appreciate that the style of presentation
utilized herein (e.g., beginning with a presentation of a
flowchart(s) presenting an example implementation and
thereafter providing additions to and/or further details in
subsequent flowcharts) generally allows for a rapid and easy
understanding of the various process implementations. In
addition, those skilled in the art will further appreciate that
the style of presentation used herein also lends itself well to
modular and/or object-oriented program design paradigms.

More particularly, in FIG. 9 and in the figures to follow
thereafter, various operations may be depicted in a box-
within-a-box manner. Such depictions may indicate that an
operation in an internal box may comprise an optional
example embodiment of the operational step illustrated in
one or more external boxes. However, it should be under-
stood that internal box operations may be viewed as inde-
pendent operations separate from any associated external
boxes and may be performed in any sequence with respect
to all other illustrated operations, or may be performed
concurrently. Still further, these operations illustrated FI1G. 9
as well as the other operations to be described herein may be
performed by at least one of a machine, an article of
manufacture, or a composition of matter.

In any event, after a start operation, the operational flow
900 of FIG. 9 may move to a user reaction detecting
operation 902 for detecting one or more user reactions of a
user in response to a display to the user of an augmented
view of an actual scene from a real environment, the
augmented view that was displayed including one or more
augmentations. For instance, and as illustration, the user
reaction ascertaining module 102* of FIG. 7A or 7B (e.g.,
the user reaction ascertaining module 102' of FIG. 7A or the
user reaction ascertaining module 102" of FIG. 7B) detect-
ing or ascertaining one or more user reactions (e.g., ocular
or facial reactions) of a user 52 (see FIGS. 5A and 5B) in
response to a display to the user 52 of an augmented view
56 (see FIG. 5A or 5B) of an actual scene (e.g., actual view
51 of FIG. 5A or 5B) from a real environment 50, the
augmented view 56 that was displayed including one or
more augmentations (e.g., augmentation 64a, 645, 64c,
6dcc, 64d, 64e, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M).

As further illustrated in FIG. 9, operational flow 900 may
also include a user reaction correlating operation 904 for
correlating the detected one or more user reactions with at
least one or more aspects associated with the one or more
augmentations that were included in the augmented view
that was presented. For instance, the user reaction associat-



US 10,180,715 B2

21

ing module 104* (e.g., the user reaction associating module
104' of FIG. 7A or the user reaction associating module 104"
of FIG. 7B) of the AR device 70* correlating the detected
one or more user reactions of a user 52 (e.g., eye movements
and/or dwell time of the one or more eyes of the user 52 with
respect to the one or more augmentations included in the
displayed augmented view 56, and/or other physiological
characteristics of the user 52 that may indicate, for example,
mental state of the user 52) with at least one or more aspects
associated with the one or more augmentations (e.g., aug-
mentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641 of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) that were included
in the augmented view 56 that was presented. In various
implementations, the correlating of the detected one or more
user reactions of the user 52 with the at least one or more
aspects associated with the one or more augmentations may
actually involve the associating or linking of the detected
one or more user reactions of the user 52 with the at least one
or more aspects associated with the one or more augmen-
tations (e.g., augmentation 64a, 645, 64c, 64cc, 64d, 64e,
641, 64g, or 64 of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).
Note that the various correlating operations to be described
herein may involve associating or linking of two variables
(e.g., associating or linking of one or more augmentations
that were displayed to a user with one or more user reactions
(e.g., eye focus or movements) that were detected proximate
to (e.g., sensed during and/or following) the display of the
one or more augmentations.

As will be described below, the user reaction detecting
operation 902 and the user reaction correlating operation
904 of FIG. 9 may be executed in a variety of different ways
in various alternative implementations. FIGS. 10A, 10B,
10C, and 10D, for example, illustrates at least some of the
alternative ways that the user reaction detecting operation
902 of FIG. 9 may be executed in various alternative
implementations. For example, FIGS. 10A, 10B, and 10C
illustrate how various types of user reactions that may be
detected (e.g., ascertained) through the user reaction detect-
ing operation 902 of FIG. 9 in various alternative imple-
mentations. In some cases, for example, the user reaction
detecting operation 902 may include an operation 1002 for
detecting the one or more user reactions of the user including
sensing one or more physiological characteristics of the user
proximate to the display of the augmented view as illustrated
in FIG. 10A. For instance, the physiological characteristic
determining module 802 (see FIG. 8A) of the AR device 70*
(e.g., the AR device 70' of FIG. 7A or the AR device 70" of
FIG. 7B) detecting the one or more user reactions of the user
52 including sensing (e.g., determining) one or more physi-
ological characteristics (e.g., ocular characteristics, galvanic
skin response, blood pressure, and/or pulse rate) of the user
52 proximate (e.g., during and/or immediately after) to the
display of the augmented view (see, for example, augmented
view 605 of FIG. 6B).

As further illustrated in FIG. 10A, operation 1002 may
additionally include one or more additional operations in
various alternative implementations including in some cases
an operation 1003 for sensing the one or more physiological
characteristics of the user including sensing one or more eye
characteristics of one or more eyes of the user during and/or
following the display of the augmented view. For instance,
the physiological characteristic determining module 802
including the eye characteristic determining module 804
(see FIG. 8A) of the AR device 70* of FIG. 7A or 7B sensing
the one or more physiological characteristics of the user 52
when the eye characteristic determining module 804 senses
(e.g., visually or optically determining) one or more eye
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characteristics of one or more eyes of the user 52 during
and/or immediately following the display of the augmented
view (e.g., augmented view 605, 604, 60e, 60f, 60g, 60i, 60%,
or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In various implementations, operation 1003 may further
include an operation 1004 for sensing the one or more eye
characteristics of the one or more eyes of the user including
sensing one or more eye movements of the one or more eyes
of the user during and/or following the display of the
augmented view. For instance, the eye characteristic deter-
mining module 804 including the eye movement determin-
ing module 806 (see FIG. 8A) of the AR device 70* of FIG.
7A or 7B sensing (e.g., determining) the one or more eye
characteristics of the one or more eyes of the user when the
eye movement determining module 806 senses one or more
eye movements of the one or more eyes of the user 52 during
and/or immediately following the display of the augmented
view (see, for example, augmented view 605, 60d, 60e, 607,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M). For example, using one or more cameras 870 and
using an eye tracking application, movements of one or
more eyes of the user 52 may be tracked.

As further illustrated in FIG. 10A, operation 1004 may
further include one or more additional operations including
in some cases, for example, an operation 1005 for sensing
the one or more eye movements of the one or more eyes of
the user including tracking dwell path of the one or more
eyes of the user with respect to the augmented view during
and/or following the display of the augmented view. For
instance, the eye movement determining module 806 includ-
ing the eye dwell path detecting module 808 (see FIG. 8A)
of the AR device 70* of FIG. 7A or 7B sensing (e.g.,
detecting or determining) the one or more eye movements of
the one or more eyes of the user 52 when the eye dwell path
detecting module 808 tracks dwell path 66a (see FIG. 6C) of
the one or more eyes of the user 52 with respect to the
augmented view 605 during and/or immediately following
the display of the augmented view (see 605 of FIGS. 6B and
6C). Note that FIG. 6C illustrates a dwell path 66a of a user
52 relative to the augmented view 605 (e.g., with respect to
the augmented view 605).

In some cases, operation 1005 may further include an
operation 1006 for tracking the dwell path of the one or more
eyes of the user with respect to the augmented view includ-
ing tracking dwell path of the one or more eyes of the user
as focus of the one or more eyes of the user moves away
from the one or more augmentations included in the aug-
mented view. For instance, the eye dwell path detecting
module 808 of the AR device 70* of FIG. 7A or 7B tracking
the dwell path 66a (see FIG. 6C) of the one or more eyes of
the user 52 with respect to the augmented view 605 (see F1G.
6C) including tracking dwell path 66a of the one or more
eyes of the user 52 as focus of the one or more eyes of the
user 52 moves away from the one or more augmentations
64a (see the sundial augmentation 64q illustrated in FIGS.
6B and 6C) included in the augmented view 605.

In some cases, operation 1005 may additionally or alter-
native include or involve an operation 1007 for tracking the
dwell path of the one or more eyes of the user with respect
to the augmented view including tracking dwell path of the
one or more eyes of the user as focus of the one or more eyes
of the user moves between multiple augmentations included
in the augmented view as further depicted in FIG. 10A. For
instance, the eye dwell path detecting module 808 of the AR
device 70* of FIG. 7A or 7B tracking the dwell path 665 (see
FIG. 6G) of the one or more eyes of the user 52 with respect
to the augmented view 60g (see FIG. 6G) including tracking
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dwell path 665 of the one or more eyes of the user 52 as
focus of the one or more eyes of the user 52 moves between
multiple augmentations (e.g., augmentations 64c¢ and 64e of
FIG. 6G) included in the augmented view 60g.

As illustrated in FIG. 10A, in some implementations
operation 1003 for sensing the one or more physiological
characteristics of the user including sensing one or more eye
characteristics of one or more eyes of the user during and/or
following the display of the augmented view may addition-
ally or alternatively include or involve an operation 1008 for
sensing the one or more eye characteristics of the one or
more eyes of the user including sensing eye focus of the one
or more eyes of the user with respect to the augmented view
during and/or following the display of the augmented view.
For instance, the eye characteristic determining module 804
including the eye attention determining module 810 (see
FIG. 8A) of the AR device 70* of FIG. 7A or 7B sensing the
one or more eye characteristics of the one or more eyes of
the user 52 when the eye attention determining module 810
senses eye focus 655 (see FIG. 6E) of the one or more eyes
of the user 52 with respect to the augmented view 60e (see
FIG. 6E) during and/or immediately following the display of
the augmented view 60e.

As further illustrated in FIG. 10A, in various implemen-
tations operation 1008 may involve one or more additional
operations including in some cases an operation 1009 for
sensing the eye focus of the one or more eyes of the user
including sensing eye focus of the one or more eyes of the
user with respect to the one or more aspects of the one or
more augmentations during and/or following the display of
the augmented view. For instance, the eye attention deter-
mining module 810 of the AR device 70* of FIG. 7A or 7B
sensing the eye focus of the one or more eyes of the user 52
including sensing eye focus 65¢ (see FIG. 6F) of the one or
more eyes of the user 52 with respect to the one or more
aspects 67a (e.g., the boarder or rim of the augmentation 64¢
of FIG. 6F having a particular color or lighting or flashing
pattern) of the one or more augmentations 64¢ during and/or
immediately following the display of the augmented view
607. Note that in the example illustrated in FIG. 6F, the one
or more eyes of the user 52 instead of being focused (e.g.,
eye focus 65¢) on the border of the augmentation 64c may
alternatively be focused or dwell on items in the augmented
view 60fincluding, for example, the information contained
in the augmentation 64¢ (which indicates that there is a 90
percent change of precipitation), which may ultimately
cause the user 52 to look upward towards the sky as
illustrated in FIG. 6E.

In the same or alternative implementations, operation
1008 may additionally or alternatively include an operation
1010 for sensing the eye focus of the one or more eyes of the
user including sensing eye focus of the one or more eyes of
the user with respect to the one or more aspects of one or
more non-augmentation scene elements included in the
augmented view during and/or following the display of the
augmented view. For instance, the eye attention determining
module 810 of the AR device 70* of FIG. 7A or 7B sensing
(e.g., detecting or determining) the eye focus of the one or
more eyes of the user 52 including sensing eye focus of the
one or more eyes of the user 52 with respect to the one or
more aspects of one or more non-augmentation scene ele-
ments (e.g., the ocean or sky illustrated in FIG. 6F) included
in the augmented view 60f (see FIG. 6F) during and/or
immediately following the display of the augmented view
607

In the same or alternative implementations, operation
1008 may additionally or alternatively include an operation
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1011 for sensing the eye focus of the one or more eyes of the
user including sensing dwell time of the one or more eyes of
the user with respect to the one or more aspects of the
augmented view during and/or following the display of the
augmented view. For instance, the eye attention determining
module 810 including the eye attention time determining
module 812 of the AR device 70* of FIG. 7A or 7B sensing
the eye focus of the one or more eyes of the user 52
including sensing dwell time of the one or more eyes of the
user 52 with respect to the one or more aspects (e.g.,
augmentation 647 of FIG. 61) of the augmented view 60i (see
FIG. 61) during and/or immediately following the display of
the augmented view 60i. Note that with respect to the
example augmented view 60 illustrated in FIG. 6] that may
be displayed to the user 52, the user 52 may be bothered by
having an augmentation 64/ placed at the center of his or her
field of view and therefore, may not want to dwell on the
augmentation 64f for a long time, but instead, may look
away from the augmentation 64f quickly.

Turning now to FIG. 10B, in various implementations,
operation 1003 for sensing the one or more physiological
characteristics of the user including sensing one or more eye
characteristics of one or more eyes of the user during and/or
following the display of the augmented view may actually
involve or include an operation 1012 for sensing the one or
more eye characteristics of the one or more eyes of the user
including sensing one or more pupil characteristics of the
one or more eyes of the user during and/or following the
display of the augmented view. For instance, the eye char-
acteristic determining module 804 including the pupil char-
acteristic detecting module 814 (see FIG. 8A) of the AR
device 70* of FIG. 7A or 7B sensing the one or more eye
characteristics of the one or more eyes of the user 52 when
the pupil characteristic detecting module 814 senses one or
more pupil characteristics of the one or more eyes of the user
52 during and/or immediately following the display of the
augmented view (e.g., augmented view 605 of FIG. 6B).
That is, by sensing the size and shape of the pupils of a user
52, the user’s intensity of interest with respect to the
augmented view that the user 52 is viewing may ascertained.

As further illustrated in FIG. 10B, in various implemen-
tations operation 1012 may further involve one or more
additional operations including, in some cases an operation
1013 for sensing the one or more pupil characteristics of the
one or more eyes of the user including sensing shape and/or
size of one or more pupils of the user during and/or
following the display of the augmented view. For instance,
the pupil characteristic detecting module 814 of the AR
device 70* of FIG. 7A or 7B sensing using, for example, one
or more cameras 870 the one or more pupil characteristics of
the one or more eyes of the user 52 including sensing shape
and/or size of one or more pupils of the user 52 during and/or
immediately following the display of the augmented view
(e.g., augmented view 604 of FIG. 6D).

In the same or alternative implementations, the operation
1012 may additionally or alternatively include an operation
1014 for sensing the one or more pupil characteristics of the
one or more eyes of the user including sensing the one or
more pupil characteristics in combination with sensing eye
focus of the one or more eyes of the user with respect to the
augmented view during and/or following the display of the
augmented view. For instance, the pupil characteristic
detecting module 814 and the eye attention determining
module 810 of the AR device 70* of FIG. 7A or 7B sensing
the one or more pupil characteristics of the one or more eyes
of the user 52 including sensing, by the pupil characteristic
detecting module 814, of the one or more pupil character-
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istics of the user 52 in combination with sensing, by the eye
attention determining module 810, of the eye focus (see eye
focus 65¢ of FIG. 6F) of the one or more eyes of the user 52
with respect to the augmented view 60f during and/or
immediately following the display of the augmented view
(e.g., augmented view 60f of FIG. 6F). That is, by sensing
the size and shape of the pupils of a user 52 along with
sensing what visual item is the user visually focused on, the
user’s intensity of interest with respect to the visual item
(e.g. an augmentation or a non-augmentation visual item)
that the user is visually focused on may at least be inferred
or estimated.

In some implementations, operation 1014 may further
include or involve an operation 1015 for sensing the one or
more pupil characteristics in combination with sensing the
eye focus of the one or more eyes of the user including
sensing the one or more pupil characteristics in combination
with sensing eye focus of the one or more eyes of the user
with respect to the one or more aspects of the one or more
augmentations during and/or following the display of the
augmented view. For instance, the pupil characteristic
detecting module 814 and the eye attention determining
module 810 of the AR device 70* of FIG. 7A or 7B sensing
the one or more pupil characteristics in combination with
sensing the eye focus of the one or more eyes of the user 52
including sensing, by the pupil characteristic detecting mod-
ule 814, of the one or more pupil characteristics in combi-
nation with sensing, by the eye attention determining mod-
ule 810, of eye focus of the one or more eyes of the user 52
with respect to the one or more aspects of the one or more
augmentations (e.g., augmentation aspect 67a of FIG. 6F,
which is the boarder to augmentation 64cc of FIG. 6F)
during and/or immediately following the display of the
augmented view 60f.

In the same or different implementations, the operation
1014 may additionally or alternatively include an operation
1016 for sensing the one or more pupil characteristics in
combination with sensing the eye focus of the one or more
eyes of the user including sensing the one or more pupil
characteristics in combination with sensing eye focus of the
one or more eyes of the user with respect to the one or more
aspects of one or more non-augmentation scene elements
included in the augmented view during and/or following the
display of the augmented view. For instance, the pupil
characteristic detecting module 814 and the eye attention
determining module 810 of the AR device 70* of FIG. 7A
or 7B sensing the one or more pupil characteristics in
combination with sensing the eye focus of the one or more
eyes of the user 52 including sensing, by the pupil charac-
teristic detecting module 814, of the one or more pupil
characteristics in combination with sensing, by the eye
attention determining module 810, of eye focus (e.g., eye
focus 655 of FIG. 6E) of the one or more eyes of the user
52 with respect to one the or more aspects of one or more
non-augmentation scene elements (e.g., the sky illustrated in
FIG. 6E) included in the augmented view 60e (see FIG. 6E)
during and/or immediately following the display of the
augmented view 60e.

In some cases, operation 1012 for sensing the one or more
eye characteristics of the one or more eyes of the user
including sensing one or more pupil characteristics of the
one or more eyes of the user during and/or following the
display of the augmented view may actually involve or
include one or more additional operations including an
operation 1017 for sensing the one or more pupil charac-
teristics of the one or more eyes of the user including sensing
the one or more pupil characteristics in combination with
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tracking dwell path of the one or more eyes of the user with
respect to the augmented view during and/or following the
display of the augmented view. For instance, the pupil
characteristic detecting module 814 and the eye dwell path
detecting module 808 of the AR device 70* of FIG. 7A or
7B sensing the one or more pupil characteristics of the one
or more eyes of the user 52 including sensing, by the pupil
characteristic detecting module 814, of the one or more pupil
characteristics of the user 52 in combination with tracking,
by the eye dwell path detecting module 808, of the dwell
path 665 (see FIG. 6E) of the one or more eyes of the user
52 with respect to the augmented view 60e (see FIG. 6E)
during and/or immediately following the display of the
augmented view 60e.

Turning now to FIG. 10C, in various implementations,
operation 1002 for detecting the one or more user reactions
of the user including sensing one or more physiological
characteristics of the user proximate to the display of the
augmented view may additionally include or involve an
operation 1018 for sensing the one or more physiological
characteristics of the user including sensing one or more
cardiopulmonary characteristic, skin characteristic and/or
brain characteristic of the user during and/or following the
display of the augmented view. For instance, the physiologi-
cal characteristic determining module 802 of the AR device
70* of FIG. 7A or 7B sensing the one or more physiological
characteristics of the user including sensing one or more
cardiopulmonary characteristic, skin characteristic and/or
brain characteristic of the user 52 during and/or immediately
following the display of the augmented view (e.g., aug-
mented view 605, 60d, 60e, 607, 60g, 60i, 60%, or 60m of
FIG. 6B, 6D, 6E, 6F, 6G, 6l, 6K, or 6M). In some imple-
mentations, such physiological characteristics may be col-
lected and processed in order to infer the mental and/or
physical state of the user 52. Based on the determined
mental and/or physical state of the user 52, the most appro-
priate augmentation, as well as its format, may be selected
for presentation by for example, the AR device 70%*.

In the same or different implementations, operation 1002
may additionally or alternatively include an operation 1019
for sensing the one or more physiological characteristics of
the user proximate to the display of the augmented view
including sensing the one or more physiological character-
istics of the user at least just prior to the display of the
augmented view. For instance, the physiological character-
istic determining module 802 of the AR device 70* of FIG.
7A or 7B sensing the one or more physiological character-
istics of the user proximate to the display of the augmented
view including sensing the one or more physiological char-
acteristics (e.g., galvanic skin response, heart rate, and so
forth) of the user 52 at least just prior to the display of the
augmented view 605 (see FIG. 6B). Such an operation may
be executed in some cases in order to, for example, provide
baseline physiological characteristics. That is, in order to
determine what user physiological characteristic (e.g.,
changes in user physiological characteristics) can be attrib-
uted to the presentation or display of an augmented view
(e.g., augmented view 60i of FIG. 6]), the baseline physi-
ological characteristics of the user 52 when the user 52 is not
“stimulated” by the augmented view may be determined.

In some cases, operation 1019 may further include an
operation 1020 for sensing the one or more physiological
characteristics of the user at least just prior to the display of
the augmented view including sensing one or more eye
characteristics, one or more cardiopulmonary characteris-
tics, one or more skin characteristics, and/or one or more
brain characteristics of the user at least just prior to the
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display of the augmented view. For instance, the physiologi-
cal characteristic determining module 802 of the AR device
70%* of FIG. 7A or 7B sensing the one or more physiological
characteristics of the user at least just prior to the display of
the augmented view including sensing one or more eye
characteristics, one or more cardiopulmonary characteris-
tics, one or more skin characteristics, and/or one or more
brain characteristics (e.g., as sensed by a functional near
infrared (fNIR) device or functional magnetic resonance
imaging (fMRI) device) of the user 52 at least just prior to
the display of the augmented view (e.g., augmented view
605, 60d, 60¢, 601, 60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6F,
6F, 6G, 61, 6K, or 6M).

In various implementations, the user reaction detecting
operation 902 of FIG. 9 may include an operation 1021 for
detecting the one or more user reactions of the user including
detecting at least one of facial expression, head position, or
head tilt of the user proximate to the display of the aug-
mented view as further illustrated in FIG. 10C. For instance,
the user reaction ascertaining module 102* of the AR device
70* of FIG. 7A or 7B detecting the one or more user
reactions of the user 52 including detecting at least one of
facial expression, head position, or head tilt (e.g., as detected
using one or more cameras 870, tilt sensors, and/or other
sensors) of the user proximate to the display of the aug-
mented view (e.g., augmented view 605, 60d, 60¢, 60f, 60g,
60i, or 60k of FIG. 6B, 6D, 6E, 6F, 6G, 61, or 6K).

As further illustrated in FIG. 10C, operation 1021 in some
implementations may further include or involve an operation
1022 for detecting at least one of the facial expression, the
head position, or the head tilt of the user during and/or
following the display of the augmented view. For instance,
the user reaction ascertaining module 102* of the AR device
70* of FIG. 7A or 7B detecting at least one of the facial
expression, the head position, or the head tilt of the user 52
during and/or immediately following the display of the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60i, or 60k of FIG. 6B, 6D, 6E, 6F, 61, or 6K). In some
implementations, such an operation may be implemented in
order to provide a baseline characteristic of the user 52.

In the same or different implementations, the user reaction
detecting operation 902 may additionally or alternatively
include an operation 1023 for detecting the one or more user
reactions of the user in response to the display of the
augmented view including registering one or more aspects
of the augmented view. For instance, the user reaction
ascertaining module 102* including the augmented view
aspect recording module 816 (see FIG. 8A) of the AR device
70* of FIG. 7A or 7B detecting the one or more user
reactions (e.g., eye focus or movements) of the user 52 in
response by the user 52 to the display of the augmented view
(e.g., augmented view 605, 60d, 60e, 60f, 60g, 60i, or 60% of
FIG. 6B, 6D, 6E, 6F, 6G, 61, or 6K) when the augmented
view aspect recording module 816 registers (e.g., records or
chronicles) one or more aspects of the augmented view (e.g.,
augmented view 605, 60d, 60e, 607, 60g, 60i, or 60% of FIG.
6B, 6D, 6E, 6F, 6G, 61, or 6K).

As further depicted in FIG. 10C, in some implementations
operation 1023 may further include or involve an operation
1024 for registering the one or more aspects of the presented
augmented view including registering one or more forms of
the one or more augmentations included in the augmented
view. For instance, the augmented view aspect recording
module 816 including the augmentation form recording
module 818 (see FIG. 8A) of the AR device 70* of FIG. 7A
or 7B registering the one or more aspects of the presented
augmented view when the augmentation form recording
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module 818 registers one or more forms (e.g., color, shading,
placement in the augmented view, etc.) of the one or more
augmentations (e.g., augmentation 64a, 645, 64c, 64cc, 64d,
64e, 64f, 64g, or 64/, of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or
6M) included in the augmented view (e.g., augmented view
605, 604, 60¢, 607, 60g, 607, 60%, or 60m of FIG. 6B, 6D, 6E,
6F, 6G, 61, 6K, or 6M).

In some cases, operation 1024 may further include an
operation 1025 for registering the one or more forms of the
one or more augmentations including registering one or
more shapes and/or dimensions of the one or more augmen-
tations. For instance, the augmentation form recording mod-
ule 818 including the augmentation shape/dimension record-
ing module 820 (see FIG. 8A) of the AR device 70* of FIG.
7A or 7B registering the one or more forms of the one or
more augmentations when the augmentation shape/dimen-
sion recording module 820 registers one or more shapes
and/or dimensions of the one or more augmentations (e.g.,
augmentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641
of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In the same or different implementations, operation 1024
may additionally or alternatively include an operation 1026
for registering the one or more forms of the one or more
augmentations including registering one or more locations
of the one or more augmentations in the augmented view.
For instance, the augmentation form recording module 818
including the augmentation location recording module 222
(see FIG. 8A) of the AR device 70* of FIG. 7A or 7B
registering the one or more forms of the one or more
augmentations when the augmentation location recording
module 222 registers one or more locations of the one or
more augmentations (e.g., augmentation 64a, 645, 64c,
64cc, 64d, 64e, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M) in the augmented view (e.g., augmented view
605, 604, 60¢, 607, 60g, 607, 60%, or 60m of FIG. 6B, 6D, 6E,
6F, 6G, 61, 6K, or 6M).

Referring now to FIG. 10D, in various implementations
the operation 1023 for detecting the one or more user
reactions of the user in response to the display of the
augmented view including registering one or more aspects
of the augmented view may in some cases include an
operation 1027 for registering the one or more aspects of the
presented augmented view including registering one or more
aspects of one or more non-augmentation scene elements
included in the augmented view. For instance, the aug-
mented view aspect recording module 816 including the
non-augmentation scene element aspect recording module
824 (see FIG. 8A) of the AR device 70* of FIG. 7A or 7B
registering the one or more aspects of the presented aug-
mented view when the non-augmentation scene element
aspect recording module 824 registers one or more aspects
(e.g., color, size, placement in the augmented view, and so
forth) of one or more non-augmentation scene elements
(e.g., a sign, a store or building front, a street scene, and so
forth) included in the augmented view (e.g., augmented
view 605, 60d, 60¢, 607, 60g, 60i, 60%, or 60m of FIG. 6B,
6D, 6E, 6F, 6G, 61, 6K, or 6M). In various implementations,
the registration of non-augmentation scene elements may be
needed in order to take into account the context in which the
user 52 reacts to an augmentation. That is, a user 52 may
react to an augmentation (e.g., augmentation 64a, 6456, 64c,
64cc, 64d, 64e, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M) differently depending on the context in which
the augmentation is presented. The “context” referred to
here is in reference to scene elements such as non-augmen-
tation scene elements that may be presented in the corre-
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sponding augmented view (e.g., augmented view 605, 604,
60¢, 60f, 60g, 60:, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M).

As further illustrated in FIG. 10D, in various implemen-
tations operation 1027 may further include one or more
additional operations including, in some cases, an operation
1028 for registering the one or more aspects of the one or
more non-augmentation scene elements including register-
ing one or more locations of the one or more non-augmen-
tation scene elements in the augmented view. For instance,
the non-augmentation scene element aspect recording mod-
ule 824 including the non-augmentation scene element loca-
tion recording module 826 (see FIG. 8A) of the AR device
70%* of FIG. 7A or 7B registering the one or more aspects of
the one or more non-augmentation scene elements when the
non-augmentation scene element location recording module
826 registers one or more locations of the one or more
non-augmentation scene elements in the augmented view
(e.g., augmented view 605, 60d, 60¢, 60f, 60g, 60i, 60%, or
60m of FIG. 6B, 6D, 6E, 6F, 6G, 6I, 6K, or 6M).

In some cases, operation 1028 may further include an
operation 1029 for registering the one or more aspects of the
one or more non-augmentation scene elements including
registering the one or more locations of the one or more
non-augmentation scene elements relative to one or more
locations of the one or more augmentations in the aug-
mented view. For instance, the non-augmentation scene
element aspect recording module 824 including the non-
augmentation scene element location recording module 826
of the AR device 70* of FIG. 7A or 7B registering the one
or more aspects of the one or more non-augmentation scene
elements when the non-augmentation scene element loca-
tion recording module 826 registers (e.g., records) the one or
more locations of the one or more non-augmentation scene
elements relative to one or more locations of the one or more
augmentations (e.g., augmentation 64a, 645, 64c, 64cc, 64d,
64e, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or
6M) in the augmented view (e.g., augmented view 605, 604,
60¢, 60f, 60g, 60:, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M).

In some cases, operation 1023 may additionally or alter-
natively include an operation 1030 for registering the one or
more aspects of the presented augmented view including
registering one or more non-augmentation scene elements
that have been obfuscated in the augmented view by the one
or more augmentations. For instance, the augmented view
aspect recording module 816 including the obfuscated non-
augmentation scene element recording module 828 (see
FIG. 8A) of the AR device 70* of FIG. 7A or 7B registering
the one or more aspects of the presented augmented view
when the obfuscated non-augmentation scene element
recording module 828 registers one or more non-augmen-
tation scene elements that have been obfuscated (e.g., hid-
den) in the augmented view (e.g., augmented view 605, 604,
60¢, 60f, 60g, 60:, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M) by the one or more augmentations (e.g.,
augmentation 64a, 645, 64c, 64cc, 64d, 64e, 64f, 64g, or 64/
of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M). Such an
operation may be particularly beneficial when, for example,
obfuscation of a non-augmentation scene element causes the
user 52 to react in a particular measurable way (e.g., eye
movement or eye focus).

Referring back to the user reaction correlating operation
904 of FIG. 9, the user reaction correlating operation 904
similar to the user reaction detecting operation 902 of FIG.
9 may be executed in a number of different ways in various
alternative embodiments as illustrated in FIGS. 11A, 11B,
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11C, 11D, and 11E. In some implementations, for example,
the user reaction correlating operation 904 may include an
operation 1131 for correlating the detected one or more user
characteristics with the at least one or more aspects associ-
ated with the one or more augmentations by defining one or
more relationships between the detected one or more user
reactions and the at least one or more aspects associated with
the one or more augmentations. For instance, the user
reaction associating module 104* including the relationship
identifying module 830 (see FIG. 8B) of the AR device 70*
of FIG. 7A or 7B correlating (e.g., associating, linking,
connecting, and so forth) the detected one or more user
characteristics with the at least one or more aspects associ-
ated with the one or more augmentations when the relation-
ship identifying module 830 defines (e.g., identifies or
determines) one or more relationships between the detected
one or more user reactions (e.g., eye movements or eye
focus) and the at least one or more aspects (e.g., color,
shading, placement in the augmented view, and so forth)
associated with the one or more augmentations (e.g., aug-
mentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641 of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In some cases, operation 1131 may further include an
operation 1132 for correlating the detected one or more user
characteristics with the at least one or more aspects associ-
ated with the one or more augmentations by registering the
defined one or more relationships between the detected one
or more user characteristics and the at least one or more
aspects associated with the one or more augmentations. For
instance, the user reaction associating module 104* includ-
ing the relationship logging module 832 (see FIG. 8B) of the
AR device 70* of FIG. 7A or 7B correlating the detected one
or more user characteristics (e.g., eye movements or focus)
with the at least one or more aspects (e.g., color, bordering,
brightness, and so forth) associated with the one or more
augmentations when the relationship logging module 832
registers the defined one or more relationships between the
detected one or more user characteristics (e.g., eye move-
ments, eye focus, dwell path, dwell time, and so forth) and
the at least one or more aspects (e.g., size and color)
associated with the one or more augmentations (e.g., aug-
mentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641 of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In the same or different implementations, the user reaction
correlating operation 904, as further illustrated in FIG. 11A,
may additionally or alternatively include an operation 1133
for correlating the detected one or more user reactions with
the at least one or more aspects associated with the one or
more augmentations by correlating one or more physiologi-
cal characteristics of the user that were sensed during and/or
following the display of the augmented view with the one or
more aspects of the one or more augmentations. For
instance, the user reaction associating module 104* includ-
ing the physiological characteristic associating module 834
(see FIG. 8B) of the AR device 70* of FIG. 7A or 7B
correlating the detected one or more user reactions with the
at least one or more aspects associated with the one or more
augmentations when the physiological characteristic asso-
ciating module 834 correlates one or more physiological
characteristics (e.g., eye characteristics, facial characteris-
tics, skin characteristics, and so forth) of the user 52 that
were sensed during and/or immediately following the dis-
play of the augmented view (e.g., augmented view 605, 60d,
60e, 607, 60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M) with the one or more aspects of the one or
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more augmentations (e.g., augmentation 64a, 64b, 64c,
64cc, 64d, 64e, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M).

As further illustrated in FIG. 11A, in various implemen-
tations operation 1133 may further include one or more
additional operations. For example, in some cases, operation
1133 may include an operation 1134 for correlating the one
or more physiological characteristics of the user with the one
or more aspects of the one or more augmentations by
correlating one or more eye characteristics of one or more
eyes of the user that were sensed during and/or following the
display of the augmented view with the one or more aspects
of the one or more augmentations. For instance, the physi-
ological characteristic associating module 834 including the
eye characteristic associating module 836 (see FIG. 8B) of
the AR device 70* of FIG. 7A or 7B correlating the one or
more physiological characteristics of the user with the one or
more aspects of the one or more augmentations when the eye
characteristic associating module 836 correlates (e.g., asso-
ciates or links) one or more eye characteristics of one or
more eyes of the user 52 that were sensed during and/or
immediately following the display of the augmented view
(e.g., augmented view 605, 60d, 60¢, 60f, 60g, 60i, 60%, or
60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) with the one
or more aspects of the one or more augmentations (e.g.,
augmentation 64a, 645, 64c, 64cc, 64d, 64e, 64f, 64g, or 64/
of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In some implementations, operation 1134 may further
include or involve an operation 1135 for correlating the one
or more eye characteristics of the one or more eyes of the
user with the one or more aspects of the one or more
augmentations by correlating one or more eye movements of
the one or more eyes of the user that were sensed during
and/or following the display of the augmented view with the
one or more aspects of the one or more augmentations. For
instance, the eye characteristic associating module 836
including the eye movement associating module 838 (see
FIG. 8B) of the AR device 70* of FIG. 7A or 7B correlating
the one or more eye characteristics of the one or more eyes
of the user 52 with the one or more aspects of the one or
more augmentations when the eye movement associating
module 838 correlates one or more eye movements of the
one or more eyes of the user 52 that were sensed during
and/or immediately following the display of the augmented
view (e.g., augmented view 605, 60d, 60e, 60f, 60g, 60i, 60%,
or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) with the
one or more aspects of the one or more augmentations (e.g.,
augmentation 64a, 645, 64c, 64cc, 64d, 64e, 64f, 64g, or 64/
of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

As further depicted in FIG. 11A, operation 1135 may in
some cases include an operation 1136 for correlating the
sensed one or more eye movements of the one or more eyes
of the user with the one or more aspects of the one or more
augmentations by correlating dwell path of the one or more
eyes of the user that was tracked with respect to the
augmented view during and/or following the display of the
augmented view with the one or more aspects of the one or
more augmentations. For instance, the eye movement asso-
ciating module 838 including the dwell path associating
module 840 (see FIG. 8B) of the AR device 70* of FIG. 7A
or 7B correlating the sensed one or more eye movements of
the one or more eyes of the user sensed with the one or more
aspects of the one or more augmentations when the dwell
path associating module 840 correlates (e.g., associates)
dwell path of the one or more eyes of the user 52 that was
tracked with respect to the augmented view (e.g., augmented
view 605, 60d, 60¢, 607, 60g, 60i, 60%, or 60m of FIG. 6B,
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6D, 6E, 6F, 6G, 61, 6K, or 6M) during and/or immediately
following the display of the augmented view with the one or
more aspects of the one or more augmentations (e.g., aug-
mentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641 of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In some cases, operation 1136 may include one or more
additional operations including in some cases an operation
1137 for correlating the dwell path of the one or more eyes
of the user with the one or more aspects of the one or more
augmentations by correlating dwell path of the one or more
eyes of the user that was tracked as focus of the one or more
eyes of the user moved away from the one or more aug-
mentations included in the augmented view with the one or
more aspects of the one or more augmentations. For
instance, the dwell path associating module 840 of the AR
device 70* of FIG. 7A or 7B correlating (e.g., linking or
associating) the dwell path of the one or more eyes of the
user 52 with the one or more aspects of the one or more
augmentations by correlating dwell path (e.g., dwell path
665 of FIG. 6E) of the one or more eyes of the user 52 that
was tracked as focus of the one or more eyes of the user 52
moved away from the one or more augmentations (e.g.,
augmentation 64c¢ of FIG. 6E) included in the augmented
view 60¢ (see FIG. 6E) with the one or more aspects of the
one or more augmentations 64c.

In the same or alternative implementations, operation
1136 may additionally or alternatively include an operation
1138 for correlating the dwell path of the one or more eyes
of the user with the one or more aspects of the one or more
augmentations by correlating dwell path of the one or more
eyes of the user that was tracked as focus of the one or more
eyes of the user moved between multiple augmentations
included in the augmented view with the one or more aspects
of the one or more augmentations. For instance, the dwell
path associating module 840 of the AR device 70* of FIG.
7A or 7B correlating the dwell path of the one or more eyes
of the user 52 with the one or more aspects of the one or
more augmentations by correlating dwell path 665 (see FI1G.
6G) of the one or more eyes of the user 52 that was tracked
as focus of the one or more eyes of the user 52 moved
between multiple augmentations (e.g., augmentations 64c
and 64e of FIG. 6G) included in the augmented view 60g
(see FIG. 6G) with the one or more aspects of the one or
more augmentations (e.g., augmentation 64¢ and/or aug-
mentation 64e).

Referring now to FIG. 11B, in various implementations
the operation 1134 for correlating the one or more physi-
ological characteristics of the user with the one or more
aspects of the one or more augmentations by correlating one
or more eye characteristics of one or more eyes of the user
that were sensed during and/or following the display of the
augmented view with the one or more aspects of the one or
more augmentations may additionally include an operation
1139 for correlating the one or more eye characteristics of
the one or more eyes of the user with the one or more aspects
of the one or more augmentations by correlating eye focus
of the one or more eyes of the user with respect to the
augmented view that were sensed during and/or following
the display of the augmented view with the one or more
aspects of the one or more augmentations. For instance, the
eye characteristic associating module 836 including the eye
focus associating module 842 (see FIG. 8B) of the AR
device 70* of FIG. 7A or 7B correlating the one or more eye
characteristics of the one or more eyes of the user 52 with
the one or more aspects of the one or more augmentations
when the eye focus associating module 842 correlates or
associates eye focus 65a (see FIG. 6F) of the one or more
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eyes of the user 52 with respect to the augmented view (e.g.,
augmented view 60f of FIG. 6F) that were sensed during
and/or immediately following (e.g., detected proximate to)
the display of the augmented view 60f with the one or more
aspects of the one or more augmentations (e.g., augmenta-
tion 64¢ and/or augmentation 644). In various implementa-
tions, the eye focus 65a of the one or more eyes of the user
52 may have been detecting proximate to the display of the
augmented view 60f using, for example, one or more cam-
eras 870.

As further illustrated in FIG. 11B, in various implemen-
tations, operation 1139 may include one or more additional
operations including, in some cases, an operation 1140 for
correlating the eye focus of the one or more eyes of the user
with the one or more aspects of the one or more augmen-
tations by correlating eye focus of the one or more eyes of
the user with the one or more aspects of the one or more
augmentations, the eye focus of the one or more eyes of the
user to be correlated being with respect to the one or more
aspects of the one or more augmentations that were sensed
during and/or following the display of the augmented view.
For instance, the eye focus associating module 842 of the
AR device 70* of FIG. 7A or 7B correlating the eye focus
of the one or more eyes of the user 52 with the one or more
aspects of the one or more augmentations by correlating or
associating eye focus of the one or more eyes of the user 52
with the one or more aspects of the one or more augmen-
tations (e.g., augmentation 64a, 645, 64c, 64cc, 64d, 64e,
641, 64g, or 64 of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M),
the eye focus of the one or more eyes of the user 52 to be
correlated being with respect to the one or more aspects of
the one or more augmentations (e.g., augmentation 64a, 645,
64c, 64cc, 64d, 64e, 64f, 64g, or 641 of F1IG. 6B, 6D, 6E, 6F,
6G, 61, 6K, or 6M) that were sensed during and/or imme-
diately following (e.g., detected proximate to) the display of
the augmented view (e.g., augmented view 605, 60d, 60e,
607, 60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61,
6K, or 6M).

In the same or alternative implementations, operation
1139 may additionally or alternatively include an operation
1141 for correlating the eye focus of the one or more eyes
of the user with the one or more aspects of the one or more
augmentations by correlating the eye focus of the one or
more eyes of the user with the one or more aspects of the one
or more augmentations, the eye focus of the one or more
eyes of the user being with respect to one or more aspects of
one or more non-augmentation scene elements included in
the augmented view that were sensed during and/or follow-
ing the display of the augmented view. For instance, the eye
focus associating module 842 of the AR device 70* of FIG.
7A or 7B correlating the eye focus of the one or more eyes
of the user 52 with the one or more aspects of the one or
more augmentations by correlating (e.g., associating) the
eye focus of the one or more eyes of the user 52 with the one
or more aspects of the one or more augmentations, the eye
focus of the one or more eyes of the user 52 being with
respect to one or more aspects of one or more non-augmen-
tation scene elements (e.g., the beach illustrated in the
example augmented view 60c of FIG. 6C) included in the
augmented view 60c¢ that were sensed during and/or imme-
diately following (e.g., detected proximate to) the display of
the augmented view 60c.

In the same or alternative implementations, operation
1139 may additionally or alternatively include an operation
1142 for correlating the eye focus of the one or more eyes
of the user with the one or more aspects of the one or more
augmentations by correlating dwell time of the one or more
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eyes of the user with the one or more aspects of the one or
more augmentations, the eye focus of the one or more eyes
of the user being with respect to one or more aspects of the
augmented view that were sensed during and/or following
the display of the augmented view. For instance, the eye
focus associating module 842 including the dwell time
associating module 844 (see FIG. 8B) of the AR device 70*
of FIG. 7A or 7B correlating the eye focus of the one or more
eyes of the user 52 with the one or more aspects of the one
or more augmentations by correlating or associating dwell
time (e.g., the amount of time a user 52 is visually focused
on or stares at a visual item) of the one or more eyes of the
user 52 with the one or more aspects of the one or more
augmentations, the eye focus of the one or more eyes of the
user 52 being with respect to one or more aspects of the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M) that were sensed during and/or immediately follow-
ing (e.g., that were detected proximate to) the display of the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M).

Turning now to FIG. 11C, in various implementations,
operation 1134 for correlating the one or more physiological
characteristics of the user with the one or more aspects of the
one or more augmentations by correlating one or more eye
characteristics of one or more eyes of the user that were
sensed during and/or following the display of the augmented
view with the one or more aspects of the one or more
augmentations may additionally or alternatively include an
operation 1143 for correlating the one or more eye charac-
teristics of the one or more eyes of the user with the one or
more aspects of the one or more augmentations by corre-
lating one or more pupil characteristics of the one or more
eyes of the user that were sensed during and/or following the
display of the augmented view with the one or more aspects
of the one or more augmentations. For instance, the eye
characteristic associating module 836 including the pupil
characteristic associating module 846 (see FIG. 8B) of the
AR device 70* of FIG. 7A or 7B correlating the one or more
eye characteristics of the one or more eyes of the user 52
with the one or more aspects of the one or more augmen-
tations when the pupil characteristic associating module 846
correlates one or more pupil characteristics of the one or
more eyes of the user 52 that were sensed during and/or
immediately following (e.g., that were detected proximate
to) the display of the augmented view (e.g., augmented view
600, 60d, 60e, 601, 60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6F,
6F, 6G, 61, 6K, or 6M) with the one or more aspects of the
one or more augmentations (e.g., augmentation 64a, 645,
64c, 64cc, 644, 64e, 641, 64, or 647 of FIG. 6B, 6D, 6E, 6F,
6G, 61, 6K, or 6M).

As further depicted in FIG. 11C, operation 1143 may
further include one or more additional operations in various
alternative implementations. For example, in some imple-
mentations, operation 1143 may include an operation 1144
for correlating the one or more pupil characteristics of the
one or more eyes of the user with the one or more aspects
of the one or more augmentations by correlating shape
and/or size of one or more pupils of the user that were sensed
during and/or following the display of the augmented view
with the one or more aspects of the one or more augmen-
tations. For instance, the pupil characteristic associating
module 846 including the pupil shape/size associating mod-
ule 848 (see FIG. 8B) of the AR device 70* of FIG. 7A or
7B correlating the one or more pupil characteristics of the
one or more eyes of the user 52 with the one or more aspects
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of the one or more augmentations when the pupil shape/size
associating module 848 correlates (e.g., associates) the
shape and/or size of one or more pupils of the user 52 that
were sensed during and/or immediately following (e.g., that
were detected proximate to) the display of the augmented
view (e.g., augmented view 605, 60d, 60e, 60f, 60g, 60i, 60%,
or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) with the
one or more aspects of the one or more augmentations (e.g.,
augmentation 64a, 645, 64c, 64cc, 64d, 64e, 64f, 64g, or 64/
of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In the same or alternative implementations, operation
1143 may additionally or alternatively include an operation
1145 for correlating the one or more pupil characteristics of
the one or more eyes of the user with the one or more aspects
of the one or more augmentations by correlating the one or
more pupil characteristics in combination with eye focus of
the one or more eyes of the user with the one or more aspects
of the one or more augmentations, the one or more pupil
characteristics and the eye focus of the one or more eyes of
the user being with respect to the augmented view that were
sensed during and/or following the display of the augmented
view. For instance, the AR device 70* of FIG. 7A or 7B
correlating the one or more pupil characteristics of the one
or more eyes of the user 52 with the one or more aspects of
the one or more augmentations when the pupil characteristic
associating module 846 and the eye focus associating mod-
ule 842 of the AR device 70* correlates the one or more
pupil characteristics in combination with eye focus of the
one or more eyes of the user 52 with the one or more aspects
of the one or more augmentations (e.g., augmentation 64a,
64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 64/ of FIG. 6B, 6D,
6E, 6F, 6G, 61, 6K, or 6M), the one or more pupil charac-
teristics and the eye focus of the one or more eyes of the user
52 being with respect to the augmented view (e.g., aug-
mented view 605, 60d, 60e, 607, 60g, 60i, 60%, or 60m of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) that were sensed
during and/or immediately following the display of the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M).

In some cases, operation 1145 may actually include or
involve an operation 1146 for correlating the one or more
pupil characteristics in combination with the eye focus of the
one or more eyes of the user with the one or more aspects
of the one or more augmentations by correlating the one or
more pupil characteristics in combination with the eye focus
of the one or more eyes of the user with the one or more
aspects of the one or more augmentations, the one or more
pupil characteristics and the eye focus of the one or more
eyes of the user being with respect to the one or more aspects
of the one or more augmentations that were sensed during
and/or following the display of the augmented view. For
instance, the AR device 70* of FIG. 7A or 7B correlating the
one or more pupil characteristics in combination with the
eye focus of the one or more eyes of the user with the one
or more aspects of the one or more augmentations when the
pupil characteristic associating module 846 and the eye
focus associating module 842 of the AR device 70* corre-
lates the one or more pupil characteristics in combination
with the eye focus of the one or more eyes of the user 52
with the one or more aspects of the one or more augmen-
tations, the one or more pupil characteristics and the eye
focus of the one or more eyes of the user 52 being with
respect to the one or more aspects of the one or more
augmentations (e.g., augmentation 64a, 645, 64c, 64cc, 64d,
6de, 64f, 64¢, or 641 of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or
6M) that were sensed during and/or immediately following
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(e.g., that were detected proximate to) the display of the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M). That is, in various embodiments, the interest of a
user 52 with respect to one or more aspects of one or more
augmentations (e.g., augmentation 64a, 645, 64c, 64cc, 64d,
6de, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or
6M) may be defined based on the eye focus and the pupil
characteristics of the user 52 with respect to the one or more
aspects of the one or more augmentations (e.g., whether the
user 52 is looking at the one or more aspects of the one or
more augmentations and whether the pupils of the user 52
are or are not dilated when the user 52 is looking at the one
or more aspects of the one or more augmentations).

In the same or alternative implementations, operation
1145 may additionally or alternatively include or involve an
operation 1147 for correlating the one or more pupil char-
acteristics in combination with the eye focus of the one or
more eyes of the user with the one or more aspects of the one
or more augmentations by correlating the one or more pupil
characteristics in combination with the eye focus of the one
or more eyes of the user with the one or more aspects of the
one or more augmentations, the one or more pupil charac-
teristics and the eye focus of the one or more eyes of the user
being with respect to one or more aspects of one or more
non-augmentation scene elements included in the aug-
mented view that was sensed during and/or following the
display of the augmented view. For instance, the AR device
70* of FIG. 7A or 7B correlating the one or more pupil
characteristics in combination with the eye focus of the one
or more eyes of the user 52 with the one or more aspects of
the one or more augmentations when the pupil characteristic
associating module 846 and the eye focus associating mod-
ule 842 of the AR device 70* correlates the one or more
pupil characteristics in combination with eye focus of the
one or more eyes of the user with the one or more aspects
of the one or more augmentations (e.g., augmentation 64a,
64b, 64c, 64cc, 64d, 6de, 64f, 64g, or 64/ of FIG. 6B, 6D,
6E, 6F, 6G, 61, 6K, or 6M), the one or more pupil charac-
teristics and the eye focus of the one or more eyes of the user
52 being with respect to one or more aspects of one or more
non-augmentation scene elements (e.g., store front, a sign,
beach, and so forth) included in the augmented view (e.g.,
augmented view 605, 604, 60¢, 601, 60g, 60i, 60%, or 60m of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) that was sensed
during and/or immediately following (e.g., that were
detected proximate to) the display of the augmented view.

Referring now to FIG. 11D, in some implementations,
operation 1143 for correlating the one or more eye charac-
teristics of the one or more eyes of the user with the one or
more aspects of the one or more augmentations by corre-
lating one or more pupil characteristics of the one or more
eyes of the user that were sensed during and/or following the
display of the augmented view with the one or more aspects
of the one or more augmentations may actually include or
involve an operation 1148 for correlating the one or more
pupil characteristics of the one or more eyes of the user with
the one or more aspects of the one or more augmentations by
correlating the one or more pupil characteristics in combi-
nation with dwell path of the one or more eyes of the user
with the one or more aspects of the one or more augmen-
tations, the one or more pupil characteristics and the dwell
path of the one or more eyes of the user being with respect
to the augmented view that was tracked during and/or
following the display of the augmented view. For instance,
the AR device 70* of FIG. 7A or 7B correlating the one or
more pupil characteristics of the one or more eyes of the user



US 10,180,715 B2

37

with the one or more aspects of the one or more augmen-
tations when the pupil characteristic associating module 846
and the dwell path associating module 840 of the AR device
70% correlates the one or more pupil characteristics in
combination with dwell path (e.g., dwell path 664 of FIG.
6C) of the one or more eyes of the user 52 with the one or
more aspects of the one or more augmentations (e.g., aug-
mentation 64a of FIG. 6C), the one or more pupil charac-
teristics and the dwell path 66a (see FIG. 6C) of the one or
more eyes of the user 52 being with respect to the augmented
view 60c (see FIG. 6C) that was tracked during and/or
immediately following (e.g., that were detected or tracked
proximate to) the display of the augmented view 66c¢.

As further illustrated in FIG. 11D, the operation 1133 for
correlating the detected one or more user reactions with the
at least one or more aspects associated with the one or more
augmentations by correlating one or more physiological
characteristics of the user that were sensed during and/or
following the display of the augmented view with the one or
more aspects of the one or more augmentations may addi-
tionally or alternatively include or involve an operation 1149
for correlating the one or more physiological characteristics
of the user with the one or more aspects of the one or more
augmentations by correlating one or more cardiopulmonary
characteristic, skin characteristic and/or brain characteristic
of the user that were sensed during and/or following the
display of the augmented view with the one or more aspects
of the one or more augmentations. For instance, the physi-
ological characteristic associating module 834 (see FIG. 8B)
of the AR device 70* of FIG. 7A or 7B correlating the one
or more physiological characteristics of the user 52 with the
one or more aspects of the one or more augmentations by
correlating (e.g., linking or associating) one or more cardio-
pulmonary characteristic, skin characteristic and/or brain
characteristic of the user 52 that were sensed during and/or
immediately following (e.g., that were detected proximate
to) the display of the augmented view (e.g., augmented view
605, 60d, 60¢, 601, 60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6F,
6F, 6G, 61, 6K, or 6M) with the one or more aspects of the
one or more augmentations (e.g., augmentation 64a, 645,
64c, 64cc, 644, 64e, 64f, 642, or 647 of FIG. 6B, 6D, 6E, 6F,
6G, 61, 6K, or 6M).

In various implementations, the user reaction correlating
operation 904 for correlating the detected one or more user
reactions with at least one or more aspects associated with
the one or more augmentations that were included in the
augmented view that was presented, as further illustrated in
FIG. 11D, may additionally or alternatively include or
involve an operation 1150 for correlating the detected one or
more user reactions with at least the one or more aspects
associated with the one or more augmentations by correlat-
ing at least one of a facial expression, a head position, or a
head tilt of the user that was detected during and/or follow-
ing the display of the augmented view with the one or more
augmentations that were included in the augmented view
that was displayed. For instance, the user reaction associat-
ing module 104* of the AR device 70* of FIG. 7A or 7B
correlating (e.g., associating or linking) the detected one or
more user reactions with at least the one or more aspects
associated with the one or more augmentations by correlat-
ing at least one of a facial expression, a head position, or a
head tilt of the user 52 that was detected during and/or
immediately following (e.g., that were detected proximate
to) the display of the augmented view (e.g., augmented view
605, 60d, 60¢, 601, 60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6F,
6F, 6G, 61, 6K, or 6M) with the one or more augmentations
(e.g., augmentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g,
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or 64/ of FIG. 6B, 6D, 6E, 6L, 6G, 61, 6K, or 6M) that were
included in the augmented view (e.g., augmented view 605,
60d, 60e, 601, 60g, 60, 60%, or 60m of FIG. 6B, 6D, 6E, 6F,
6G, 61, 6K, or 6M) that was displayed. The detected facial
expression, head position, or head tilt of the user 52 may
indicate or at least infer a particular mental state of the user
and which may be useful for, for example, providing sub-
sequent augmented views.

Turning now to FIG. 11E, in the same or alternative
implementations, the user reaction correlating operation 904
may additionally or alternatively include or involve an
operation 1151 for correlating the detected one or more user
reactions with one or more forms of the one or more
augmentations included in the augmented view that was
presented. For instance, the user reaction associating module
104* of the AR device 70* of FIG. 7A or 7B correlating
(e.g., linking or associating) the detected one or more user
reactions (e.g., user reactions as expressed through the user’s
eye focus/movement, facial expressions, and so forth) with
one or more forms of the one or more augmentations (e.g.,
augmentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641
of FIG. 6B, 6D, 6L, 6L, 6G, 61, 6K, or 6M) included in the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M) that was presented.

As further illustrated in FIG. 11E, operation 1151 may
further include one or more additional operations in various
alternative implementations including, in some cases, an
operation 1152 for correlating the detected one or more user
reactions with one or more shapes and/or dimensions of the
one or more augmentations. For instance, the user reaction
associating module 104* of the AR device 70* of FIG. 7A
or 7B correlating the detected one or more user reactions
with one or more shapes and/or dimensions of the one or
more augmentations (e.g., augmentation 64a, 645, 64c,
6dcc, 64d, 64e, 64f, 64g, or 64/ of FIG. 6B, 6D, 6E, 6F, 6G,
61, 6K, or 6M).

In the same or alternative implementations, operation
1151 may additionally or alternatively include an operation
1153 for correlating the detected one or more user reactions
with one or more locations of the one or more augmentations
in the augmented view. For instance, the user reaction
associating module 104* of the AR device 70* of FIG. 7A
or 7B correlating the detected one or more user reactions
with one or more locations of the one or more augmentations
(e.g., augmentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g,
or 644 of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) in the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K,
or 6M).

In the same or alternative implementations, operation
1151 may additionally or alternatively include an operation
1158 for correlating the detected one or more user reactions
with one or more colors, brightness, or hue of the one or
more augmentations. For instance, the user reaction associ-
ating module 104* of the AR device 70* of FIG. 7A or 7B
correlating (e.g., associating) the detected one or more user
reactions with at least one of color, brightness, and/or hue of
the one or more augmentations (e.g., augmentation 64a, 645,
64c, 64cc, 644, 64e, 641, 64, or 647 of FIG. 6B, 6D, 6E, 6F,
6G, 61, 6K, or 6M).

In some implementations, the user reaction correlating
operation 904 may additionally or alternatively include or
involve an operation 1154 for correlating the detected one or
more user reactions with the at least one or more aspects
associated with the one or more augmentations including
correlating the detected one or more user reactions with one
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or more aspects of one or more non-augmentation scene
elements included in the augmented view. For instance, the
user reaction associating module 104* of the AR device 70*
of FIG. 7A or 7B correlating the detected one or more user
reactions with the at least one or more aspects associated
with the one or more augmentations including correlating
(e.g., linking or associating) the detected one or more user
reactions (e.g., eye movements) with one or more aspects of
one or more non-augmentation scene elements (e.g., a sign,
a building, a street, a picture, and so forth) included in the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 6, 6K,
or 6M).

As further illustrated in FIG. 11E, in some cases, opera-
tion 1154 may further include an operation 1155 for corre-
lating the detected one or more user reactions with the one
or more aspects of the one or more non-augmentation scene
elements included in the augmented view by correlating the
detected one or more user reactions with one or more
locations of the one or more non-augmentation scene ele-
ments in the augmented view. For instance, the user reaction
associating module 104* of the AR device 70* of FIG. 7A
or 7B correlating the detected one or more user reactions
with the one or more aspects of the one or more non-
augmentation scene elements included in the augmented
view by correlating the detected one or more user reactions
(e.g., eye movements including dwell path of the user 52)
with one or more locations of the one or more non-augmen-
tation scene elements in the augmented view (e.g., aug-
mented view 605, 60d, 60e, 607, 60g, 60i, 60%, or 60m of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

In some cases, operation 1155 may actually include or
involve an operation 1156 for correlating the detected one or
more user reactions with the one or more locations of the one
or more non-augmentation scene elements in the augmented
view including correlating the detected one or more user
reactions with the one or more locations of the one or more
non-augmentation scene elements relative to one or more
locations of the one or more augmentations in the aug-
mented view. For instance, the user reaction associating
module 104* of the AR device 70* of FIG. 7A or 7B
correlating the detected one or more user reactions with the
one or more locations of the one or more non-augmentation
scene elements in the augmented view including correlating
the detected one or more user reactions with the one or more
locations of the one or more non-augmentation scene ele-
ments (e.g., beach, sky, picture, sign, and so forth) relative
to one or more locations of the one or more augmentations
(e.g., augmentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g,
or 641 of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M) in the
augmented view (e.g., augmented view 605, 60d, 60e, 60f,
60g, 60i, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 6, 6K,
or 6M). Such an operation may be executed in order to, for
example, take into account situations where a user 52
behaves or reacts differently depending on where non-
augmentation scene elements are located in the augmented
view relative to the location of one or more augmentations
in an augmented view.

In some implementations, the user reaction correlating
operation 904 may additionally or alternatively include or
involve an operation 1157 for correlating the detected one or
more user reactions with one or more non-augmentation
scene elements that have been obfuscated in the augmented
view by the one or more augmentations. For instance, the
user reaction associating module 104* of the AR device 70*
of FIG. 7A or 7B correlating (e.g., linking or associating) the
detected one or more user reactions (e.g., eye movements,
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pupil characteristics, skin response, and so forth) with one or
more non-augmentation scene elements (e.g., a sign, a
picture, a store front, and so forth) that have been obfuscated
in the augmented view (e.g., augmented view 605, 60d, 60¢,
607, 60g, 60, 60%, or 60m of FIG. 6B, 6D, 6E, 6F, 6G, 6I,
6K, or 6M) by the one or more augmentations (e.g., aug-
mentation 64a, 64b, 64c, 64cc, 64d, 64e, 64f, 64g, or 641 of
FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

Turning now to FIG. 12 illustrating another operational
flow 1200. Operational flow 1200 includes certain opera-
tions that mirror the operations included in operational flow
900 of FIG. 9. These operations include a user reaction
detecting operation 1202 and a user reaction correlating
operation 1204 that corresponds to and mirror the user
reaction detecting operation 902 and the user reaction cor-
relating operation 904, respectively, of FIG. 9.

In addition, operational flow 1200 may include operation
1206 for transmitting one or more results of the correlating.
For instance, the correlation result relaying module 107*
(e.g., the correlation result relaying module 107' or the
correlation result relaying module 107") of the AR device
70* of FIG. 7A or 7B transmitting (e.g., relaying or sending)
one or more results of the correlating (e.g., transmitting one
or more results of associating the one or more user reactions
with the one or more aspects of one or more augmentations).

As further illustrated in FIG. 12, operation flow 1200 may
further include an operation 1208 for receiving, in response
to said transmitting, one or more second augmentations for
displaying in a second augmented view of the actual scene
or of a second actual scene from the real environment. For
instance, the augmentation acquiring module 108* (e.g., the
augmentation acquiring module 108' or the augmentation
acquiring module 108") of the AR device 70* of FIG. 7A or
7B receiving, in response to said transmitting, one or more
second augmentations (e.g., augmentation 645 of FIG. 6D)
for displaying in a second augmented view (e.g., augmented
view 60d of FIG. 6D) of the actual scene or of a second
actual scene from the real environment. For example, FIG.
6B illustrates an example augmented view 604 in which a
sundial augmentation 64a has been inserted into the aug-
mented view 605. The eye or eyes of the user 52 viewing the
augmented view 605 may then be monitored and the dwell
path 66a of the eye or eyes of the user 52 may be tracked as
illustrated as illustrated in FIG. 6C. Based, on such tracking
of the dwell path 66a, another augmentation 645 may be
included into an another augmented view 60d. Note that in
some implementations, the augmented view 644 may be the
augmented view of essentially the same actual scene at
approximately the same point in time. Alternatively, the
augmented view 644 may be the augmented view of another
actual scene (e.g., may be the same scene but at a different
point in time) that was generated based on the previously
learned behavior (e.g., tracked dwell path 664a) of the user 52
as illustrated in FIG. 6C.

Referring now to FIG. 13, which illustrates how operation
1206 and 1208 of FIG. 12 may be implemented in various
alternative implementations. For example, in some imple-
mentations, operation 1206 may include or involve an
operation 1359 for transmitting the one or more results of the
correlating via one or more wireless and/or wired networks.
For instance, the correlation result relaying module 107* of
the AR device 70* of FIG. 7A or 7B transmitting the one or
more results of the correlating via one or more wireless
and/or wired networks (e.g., a wireless local area network or
WLAN, a wide area network or WAN, a metropolitan area
network, a cellular network, a public switched telephone
network or PSTN; and so forth).
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In the same or alternative implementations, operation
1206 may additionally or alternatively include an operation
1360 for transmitting the one or more results of the corre-
lating to one or more network servers associated with one or
more independent parties. For instance, the correlation result
relaying module 107* of the AR device 70* of FIG. 7A or
7B transmitting the one or more results of the correlating to
one or more network servers associated with one or more
independent parties (e.g., advertisers, academic institutions,
sports arena, retail stores, and so forth).

In the same or alternative implementations, operation
1206 may additionally or alternatively include an operation
1361 for transmitting the one or more results of the corre-
lating by transmitting one or more defined relationships
between the detected one or more user reactions and the at
least one or more aspects associated with the one or more
augmentations. For instance, the correlation result relaying
module 107* of the AR device 70* of FIG. 7A or 7B
transmitting the one or more results of the correlating by
transmitting one or more defined relationships between the
detected one or more user reactions (e.g., facial expressions
or eye movements and focus) and the at least one or more
aspects associated with the one or more augmentations (e.g.,
augmentation 64a, 645, 64c, 64cc, 64d, 64e, 64f, 64g, or 64/
of FIG. 6B, 6D, 6E, 6F, 6G, 61, 6K, or 6M).

As further illustrated in FIG. 13, operation 1208 for
receiving, in response to said transmitting, one or more
second augmentations for displaying in a second augmented
view of the actual scene or of a second actual scene from the
real environment may include one or more additional opera-
tions in various alternative implementations. For example, in
some implementations, operation 1208 may include an
operation 1362 for receiving the one or more second aug-
mentations for the displaying including receiving one or
more second augmentations having one or more formats that
were selected based, at least in part, on the one or more
results of the correlating that were transmitted. For instance,
the augmentation acquiring module 108* of the AR device
70* of FIG. 7A or 7B receiving (e.g., wirelessly acquiring)
the one or more second augmentations for the displaying
including receiving one or more second augmentations (e.g.,
augmentation 646 of FIG. 6D) having one or more formats
(e.g., an augmentation 645 in the shape of a soft drink bottle)
that were selected remotely (e.g., selected remotely by a
remote network server) based, at least in part, on the one or
more results of the correlating that were transmitted or
relayed.

In some cases, operation 1362 may, in turn, further
include an operation 1363 for receiving the one or more
second augmentations having the one or more formats
including receiving one or more second augmentations that
are designed to be placed at one or more particular locations
in the second augmented view, the placement or placements
of the one or more second augmentations at the one or more
particular locations in the second augmented view being
based, at least in part, on the one or more results of the
correlating that were transmitted. For instance, the augmen-
tation acquiring module 108* of the AR device 70* of FIG.
7A or 7B receiving the one or more second augmentations
having the one or more formats including receiving one or
more second augmentations (e.g., augmentation 645 of FI1G.
6D) that are designed to be placed at one or more particular
locations (e.g., right bottom corner of the augmented view
604 and on top of the beach displayed in the augmented view
604) in the second augmented view 60d (see FIG. 6D), the
placement or placements of the one or more second aug-
mentations 645 at the one or more particular locations in the
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second augmented view 60d (see FIG. 6D) being based, at
least in part, on the one or more results of the correlating that
were transmitted (e.g., the results that have been transmitted
or relayed that indicated the user’s dwell path 66a during
and/or immediately following display of an augmentation
64a as illustrated in FIG. 6C).

In the same or different implementations, operation 1362
may additionally or alternatively include an operation 1364
for receiving the one or more second augmentations having
the one or more formats including receiving one or more
second augmentations that are designed to have one or more
particular dimensions or shapes, the one or more particular
dimensions or shapes of the one or more second augmen-
tations being based, at least in part, on the one or more
results of the correlating that were transmitted. For instance,
the augmentation acquiring module 108* of the AR device
70* of FIG. 7A or 7B receiving the one or more second
augmentations having the one or more formats including
receiving one or more second augmentations (e.g., augmen-
tation 645 of FIG. 6D) that are designed to have one or more
particular dimensions or shapes (e.g., shape of a soft drink
bottle), the one or more particular dimensions or shapes of
the one or more second augmentations 645 being based, at
least in part, on the one or more results of the correlating that
were transmitted (e.g., correlation that links a dwell path 664
of the user 52 with the augmentation 64a and/or to one or
more non-augmentation scene elements such as the beach
displayed in the actual view 606 of FIG. 6B and the
augmented view 60c of FIG. 6C).

In the same or different implementations, operation 1208
for receiving, in response to said transmitting, one or more
second augmentations for displaying in a second augmented
view of the actual scene or of a second actual scene from the
real environment may additionally or alternatively include
an operation 1365 for receiving the one or more second
augmentations for the displaying including receiving one or
more visibility rules for displaying the one or more second
augmentations that are based, at least in part, on the one or
more results of the correlating that were transmitted. For
instance, the augmentation acquiring module 108* of the AR
device 70* of FIG. 7A or 7B receiving the one or more
second augmentations for the displaying including receiving
one or more Vvisibility rules for displaying the one or more
second augmentations that are based, at least in part, on the
one or more results of the correlating that were transmitted.
In various implementations, a visibility rule is a directive or
command that defines when and how an augmentation may
be displayed. For example, in some cases, a visibility rule
may identify an “anchor” visual pattern or item (e.g., a
non-augmentation scene element) that must be present in an
actual scene before the augmentation is to be included in the
augmented view of the actual scene. A visibility rule may
additionally or alternatively define the placement of an
augmentation in an augmented view and/or the shape, col-
oring, and/or dimensions of the augmentation.

Turning now to FIG. 14 illustrating another operational
flow 1400. Operational flow 1400 includes certain opera-
tions that mirror the operations included in operational flow
900 of FIG. 9. These operations include a user reaction
detecting operation 1402 and a user reaction correlating
operation 1404 that corresponds to and mirror the user
reaction detecting operation 902 and the user reaction cor-
relating operation 904, respectively, of FIG. 9.

In addition, operational flow 1400 may further include an
operation 1406 for displaying a second augmented view of
the actual scene or of a second actual scene from the real
environment, the second augmented view including one or
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more second augmentations that have been included into the
second augmented view based, at least in part, on the
correlating. For instance, the augmented view presenting
module 106* (e.g., augmented view presenting module 106
or the augmented view presenting module 106") of the AR
device 70* of FIG. 7A or 7B displaying (e.g., visual pre-
senting) a second augmented view (e.g., augmented view
607 of FIG. 6F) of the actual scene or of a second actual
scene from the real environment, the second augmented
view 607 including one or more second augmentations (e.g.,
augmentation 644d) that have been included into the second
augmented view 60f (see FIG. 6F) based, at least in part, on
the correlating (e.g., the correlation or association of the
tracked dwell path 665 of the user 52, as illustrated in FIG.
6F, with an augmentation 64¢ of FIGS. 6E and 6F).

In some cases, operation 1406 may further include or
involve an operation 1467 for displaying the second aug-
mented view of the actual scene or of the second actual
scene from the real environment that includes the one or
more second augmentations including displaying a second
augmented view that includes one or more second augmen-
tations having one or more formats that were selected based,
at least in part, on the one or more results of the correlating
as further illustrated in FI1G. 14. For instance, the augmented
view presenting module 106* of the AR device 70* of FIG.
7A or 7B displaying the second augmented view of the
actual scene or of the second actual scene from the real
environment that includes the one or more second augmen-
tations including displaying (e.g. visually presenting) a
second augmented view (e.g., augmented view 60f of FIG.
6F) that includes one or more second augmentations (e.g.,
augmentation 644 of FIG. 6F) having one or more formats
(e.g., a visual image of a plane pulling a banner as illustrated
in FIG. 6F) that were selected based, at least in part, on the
one or more results of the correlating (e.g., associating of the
one or more user reactions with the at least one or more
aspects of the one or more augmentations).

In various implementations, operation 1467 may further
include one or more additional operations including, in some
cases, an operation 1468 for displaying the second aug-
mented view that includes the one or more second augmen-
tations having the one or more formats by displaying a
second augmented view that includes one or more second
augmentations that are selectively placed at one or more
particular locations in the second augmented view, the one
or more placements of the one or more second augmenta-
tions at the one or more particular locations in the second
augmented view being based, at least in part, on the corre-
lating. For instance, the augmented view presenting module
106* of the AR device 70* of FIG. 7A or 7B displaying (e.g.,
visually presenting) the second augmented view that
includes the one or more second augmentations having the
one or more formats by displaying a second augmented view
(e.g., augmented view 60f of FIG. 6F) that includes one or
more second augmentations 64d (see FIG. 6F) that are
selectively placed at one or more particular locations in the
second augmented view 60f'(e.g., top right corner and in the
sky depicted in the augmented view 60f of FIG. 6F), the one
or more placements of the one or more second augmenta-
tions at the one or more particular locations in the second
augmented view 60f being based, at least in part, on the
correlating.

In the same or alternative implementations, operation
1467 may additionally or alternatively include an operation
1469 for displaying the second augmented view that
includes the one or more second augmentations having the
one or more formats by displaying a second augmented view
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that includes one or more second augmentations that have
one or more particular dimensions or shapes, the one or
more particular dimensions or shapes of the one or more
second augmentations being based, at least in part, on the
correlating. For instance, the augmented view presenting
module 106* of the AR device 70* of FIG. 7A or 7B
displaying the second augmented view that includes the one
or more second augmentations having the one or more
formats by displaying a second augmented view (e.g. aug-
mented view 60f of FIG. 6F) that includes one or more
second augmentations (e.g., augmentation 64d) that have
one or more particular dimensions or shapes (e.g., in the
shape of a plane pulling an advertising banner), the one or
more particular dimensions or shapes of the one or more
second augmentations 64d being based, at least in part, on
the correlating.

In various implementations, operation 1406 for displaying
a second augmented view of the actual scene or of a second
actual scene from the real environment, the second aug-
mented view including one or more second augmentations
that have been included into the second augmented view
based, at least in part, on the correlating may include an
operation 1470 for displaying the second augmented view of
the actual scene or of the second actual scene from the real
environment that includes the one or more second augmen-
tations including displaying a second augmented view of the
actual scene that includes one or more second augmentations
that replaces the one or more augmentations in the second
augmented view. For instance, the augmented view present-
ing module 106* of the AR device 70* of FIG. 7A or 7B
displaying the second augmented view of the actual scene or
of the second actual scene from the real environment that
includes the one or more second augmentations including
displaying a second augmented view (e.g., augmented view
60m of FIG. 6M) of the actual scene that includes one or
more second augmentations (e.g., augmentation 64/ of FI1G.
6H) that replaces the one or more augmentations (e.g.,
augmentation 64/ of FIG. 6]) in the second augmented view
60m (see FIG. 6M). For example, FIG. 61 illustrated an
augmented view 60/ of an actual scene (e.g., actual view 60/
of FIG. 6H) from a shopping mall. The augmented view 60/
includes an augmentation 64f that provides advertisement
information related to a particular restaurant in the shopping
mall. Based, for example, on the relatively small dwell time
of the user 52 (e.g., which indicates that the user has little
interest) as it relates to the displayed augmentation 64f, the
next time the user 52 views the same actual scene (e.g.,
actual view 60/ of FIG. 6H), the AR device 70* may
generate a second augmented view (e.g., augmented view
60m of FIG. 6M) that includes an augmentation 64/ that
replaces the original augmentation 64f, the replacement
augmentation 64/ having a different border and color in the
hopes of increasing the dwell time of the user 52 (e.g., a
boarder and color that are intended to entice the interest of
the user 52).

In some implementations, an operation may further
include presenting a second augmented view including one
or more second augmentations that is or are one or more
disabled functional augmentations of the one or more func-
tional augmentations included in a first augmented view in
response to a request made by a party associated with a
second scene to disable the one or more functional augmen-
tations. For instance, presenting a second view including one
or more second augmentations that is or are the one or more
disabled functional augmentations (e.g., disabled calculator)
of one or more functional augmentations included in a first
augmented view in response to a request made (e.g., a
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request that is electronically transmitted or displayed in the
scene from the real environment) by a party associated with
the second scene to disable the one or more functional
augmentations. For example, in a school testing example
scene, the school may post in the test room a visual signature
or tag that may prompt an AR device to disable a functional
augmentation (e.g., calculator). Alternatively, the school
may transmit an electronic signal that may request or
command the AR device to disable a calculator augmenta-
tion.

In a general sense, those skilled in the art will recognize
that the various aspects described herein which can be
implemented, individually and/or collectively, by a wide
range of hardware, software, firmware, and/or any combi-
nation thereof can be viewed as being composed of various
types of “electrical circuitry.” Consequently, as used herein
“electrical circuitry” includes, but is not limited to, electrical
circuitry having at least one discrete electrical circuit, elec-
trical circuitry having at least one integrated circuit, elec-
trical circuitry having at least one application specific inte-
grated circuit, electrical circuitry forming a general purpose
computing device configured by a computer program (e.g.,
a general purpose computer configured by a computer
program which at least partially carries out processes and/or
devices described herein, or a microprocessor configured by
a computer program which at least partially carries out
processes and/or devices described herein), electrical cir-
cuitry forming a memory device (e.g., forms of memory
(e.g., random access, flash, read only, etc.)), and/or electrical
circuitry forming a communications device (e.g., a modem,
communications switch, optical-electrical equipment, etc.).
Those having skill in the art will recognize that the subject
matter described herein may be implemented in an analog or
digital fashion or some combination thereof.

It has been argued that because high-level programming
languages use strong abstraction (e.g., that they may
resemble or share symbols with natural languages), they are
therefore a “purely mental construct.” (e.g., that “soft-
ware”—a computer program or computer programming—is
somehow an ineffable mental construct, because at a high
level of abstraction, it can be conceived and understood in
the human mind). This argument has been used to charac-
terize technical description in the form of functions/opera-
tions as somehow “abstract ideas.” In fact, in technological
arts (e.g., the information and communication technologies)
this is not true.

The fact that high-level programming languages use
strong abstraction to facilitate human understanding should
not be taken as an indication that what is expressed is an
abstract idea. In fact, those skilled in the art understand that
just the opposite is true. If a high-level programming lan-
guage is the tool used to implement a technical disclosure in
the form of functions/operations, those skilled in the art will
recognize that, far from being abstract, imprecise, “fuzzy,”
or “mental” in any significant semantic sense, such a tool is
instead a near incomprehensibly precise sequential specifi-
cation of specific computational machines—the parts of
which are built up by activating/selecting such parts from
typically more general computational machines over time
(e.g., clocked time). This fact is sometimes obscured by the
superficial similarities between high-level programming lan-
guages and natural languages. These superficial similarities
also may cause a glossing over of the fact that high-level
programming language implementations ultimately perform
valuable work by creating/controlling many different com-
putational machines.
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The many different computational machines that a high-
level programming language specifies are almost unimag-
inably complex. At base, the hardware used in the compu-
tational machines typically consists of some type of ordered
matter (e.g., traditional electronic devices (e.g., transistors),
deoxyribonucleic acid (DNA), quantum devices, mechanical
switches, optics, fluidics, pneumatics, optical devices (e.g.,
optical interference devices), molecules, etc.) that are
arranged to form logic gates. Logic gates are typically
physical devices that may be electrically, mechanically,
chemically, or otherwise driven to change physical state in
order to create a physical reality of Boolean logic.

Logic gates may be arranged to form logic circuits, which
are typically physical devices that may be electrically,
mechanically, chemically, or otherwise driven to create a
physical reality of certain logical functions. Types of logic
circuits include such devices as multiplexers, registers,
arithmetic logic units (ALUs), computer memory, etc., each
type of which may be combined to form yet other types of
physical devices, such as a central processing unit (CPU)—
the best known of which is the microprocessor. A modern
microprocessor will often contain more than one hundred
million logic gates in its many logic circuits (and often more
than a billion transistors). See, e.g., Wikipedia, Logic gates,
http://en.wikipedia.org/wiki/Logic_gates (as of Jun. 5, 2012,
21:03 GMT).

The logic circuits forming the microprocessor are
arranged to provide a microarchitecture that will carry out
the instructions defined by that microprocessor’s defined
Instruction Set Architecture. The Instruction Set Architec-
ture is the part of the microprocessor architecture related to
programming, including the native data types, instructions,
registers, addressing modes, memory architecture, interrupt
and exception handling, and external Input/Output. See, e.g.,
Wikipedia, Computer architecture, http://en.wikipedia.org/
wiki/Computer_architecture (as of Jun. 5, 2012, 21:03
GMT).

The Instruction Set Architecture includes a specification
of the machine language that can be used by programmers
to use/control the microprocessor. Since the machine lan-
guage instructions are such that they may be executed
directly by the microprocessor, typically they consist of
strings of binary digits, or bits. For example, a typical
machine language instruction might be many bits long (e.g.,
32, 64, or 128 bit strings are currently common). A typical
machine language instruction might take the form
“11110000101011110000111100111111” (a 32 bit instruc-
tion).

It is significant here that, although the machine language
instructions are written as sequences of binary digits, in
actuality those binary digits specify physical reality. For
example, if certain semiconductors are used to make the
operations of Boolean logic a physical reality, the apparently
mathematical bits “1” and “0” in a machine language
instruction actually constitute a shorthand that specifies the
application of specific voltages to specific wires. For
example, in some semiconductor technologies, the binary
number “1” (e.g., logical “1”) in a machine language instruc-
tion specifies around +5 volts applied to a specific “wire”
(e.g., metallic traces on a printed circuit board) and the
binary number “0” (e.g., logical “0”) in a machine language
instruction specifies around -5 volts applied to a specific
“wire.” In addition to specifying voltages of the machines’
configuration, such machine language instructions also
select out and activate specific groupings of logic gates from
the millions of logic gates of the more general machine.
Thus, far from abstract mathematical expressions, machine
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language instruction programs, even though written as a
string of zeros and ones, specify many, many constructed
physical machines or physical machine states.

Machine language is typically incomprehensible by most
humans (e.g., the above example was just ONE instruction,
and some personal computers execute more than two billion
instructions every second). See, e.g., Wikipedia, Instructions
per second, http://en.wikipedia.org/wiki/Instructions_per_
second (as of Jun. 5, 2012, 21:04 GMT). Thus, programs
written in machine language—which may be tens of mil-
lions of machine language instructions long—are incompre-
hensible. In view of this, early assembly languages were
developed that used mnemonic codes to refer to machine
language instructions, rather than using the machine lan-
guage instructions’ numeric values directly (e.g., for per-
forming a multiplication operation, programmers coded the
abbreviation “mult,” which represents the binary number
“011000” in MIPS machine code). While assembly lan-
guages were initially a great aid to humans controlling the
microprocessors to perform work, in time the complexity of
the work that needed to be done by the humans outstripped
the ability of humans to control the microprocessors using
merely assembly languages.

At this point, it was noted that the same tasks needed to
be done over and over, and the machine language necessary
to do those repetitive tasks was the same. In view of this,
compilers were created. A compiler is a device that takes a
statement that is more comprehensible to a human than
either machine or assembly language, such as “add 2+2 and
output the result,” and translates that human understandable
statement into a complicated, tedious, and immense machine
language code (e.g., millions of 32, 64, or 128 bit length
strings). Compilers thus translate high-level programming
language into machine language.

This compiled machine language, as described above, is
then used as the technical specification which sequentially
constructs and causes the interoperation of many different
computational machines such that humanly useful, tangible,
and concrete work is done. For example, as indicated above,
such machine language—the compiled version of the
higher-level language—functions as a technical specifica-
tion which selects out hardware logic gates, specifies voltage
levels, voltage transition timings, etc., such that the humanly
useful work is accomplished by the hardware.

Thus, a functional/operational technical description, when
viewed by one of skill in the art, is far from an abstract idea.
Rather, such a functional/operational technical description,
when understood through the tools available in the art such
as those just described, is instead understood to be a
humanly understandable representation of a hardware speci-
fication, the complexity and specificity of which far exceeds
the comprehension of most any one human. With this in
mind, those skilled in the art will understand that any such
operational/functional technical descriptions—in view of
the disclosures herein and the knowledge of those skilled in
the art—may be understood as operations made into physi-
cal reality by (a) one or more interchained physical
machines, (b) interchained logic gates configured to create
one or more physical machine(s) representative of sequen-
tial/combinatorial logic(s), (c) interchained ordered matter
making up logic gates (e.g., interchained electronic devices
(e.g., transistors), DNA, quantum devices, mechanical
switches, optics, fluidics, pneumatics, molecules, etc.) that
create physical reality representative of logic(s), or (d)
virtually any combination of the foregoing. Indeed, any
physical object which has a stable, measurable, and change-
able state may be used to construct a machine based on the
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above technical description. Charles Babbage, for example,
constructed the first computer out of wood and powered by
cranking a handle.

Thus, far from being understood as an abstract idea, those
skilled in the art will recognize a functional/operational
technical description as a humanly-understandable represen-
tation of one or more almost unimaginably complex and
time sequenced hardware instantiations. The fact that func-
tional/operational technical descriptions might lend them-
selves readily to high-level computing languages (or high-
level block diagrams for that matter) that share some words,
structures, phrases, etc. with natural language simply cannot
be taken as an indication that such functional/operational
technical descriptions are abstract ideas, or mere expressions
of abstract ideas. In fact, as outlined herein, in the techno-
logical arts this is simply not true. When viewed through the
tools available to those of skill in the art, such functional/
operational technical descriptions are seen as specifying
hardware configurations of almost unimaginable complex-
ity.

As outlined above, the reason for the use of functional/
operational technical descriptions is at least twofold. First,
the use of functional/operational technical descriptions
allows near-infinitely complex machines and machine
operations arising from interchained hardware elements to
be described in a manner that the human mind can process
(e.g., by mimicking natural language and logical narrative
flow). Second, the use of functional/operational technical
descriptions assists the person of skill in the art in under-
standing the described subject matter by providing a descrip-
tion that is more or less independent of any specific vendor’s
piece(s) of hardware.

The use of functional/operational technical descriptions
assists the person of skill in the art in understanding the
described subject matter since, as is evident from the above
discussion, one could easily, although not quickly, transcribe
the technical descriptions set forth in this document as
trillions of ones and zeroes, billions of single lines of
assembly-level machine code, millions of logic gates, thou-
sands of gate arrays, or any number of intermediate levels of
abstractions. However, if any such low-level technical
descriptions were to replace the present technical descrip-
tion, a person of skill in the art could encounter undue
difficulty in implementing the disclosure, because such a
low-level technical description would likely add complexity
without a corresponding benefit (e.g., by describing the
subject matter utilizing the conventions of one or more
vendor-specific pieces of hardware). Thus, the use of func-
tional/operational technical descriptions assists those of skill
in the art by separating the technical descriptions from the
conventions of any vendor-specific piece of hardware.

In view of the foregoing, the logical operations/functions
set forth in the present technical description are representa-
tive of static or sequenced specifications of various ordered-
matter elements, in order that such specifications may be
comprehensible to the human mind and adaptable to create
many various hardware configurations. The logical opera-
tions/functions disclosed herein should be treated as such,
and should not be disparagingly characterized as abstract
ideas merely because the specifications they represent are
presented in a manner that one of skill in the art can readily
understand and apply in a manner independent of a specific
vendor’s hardware implementation.

Those having skill in the art will recognize that the state
of the art has progressed to the point where there is little
distinct ion left between hardware, software, and/or firm-
ware implementations of aspects of systems; the use of



US 10,180,715 B2

49

hardware, software, and/or firmware is generally (but not
always, in that in certain contexts the choice between
hardware and software can become significant) a design
choice representing cost vs. efficiency tradeoffs. Those hav-
ing skill in the art will appreciate that there are various
vehicles by which processes and/or systems and/or other
technologies described herein can be effected (e.g., hard-
ware, software, and/or firmware), and that the preferred
vehicle will vary with the context in which the processes
and/or systems and/or other technologies are deployed. For
example, if an implementer determines that speed and
accuracy are paramount, the implementer may opt for a
mainly hardware and/or firmware vehicle; alternatively, if
flexibility is paramount, the implementer may opt for a
mainly software implementation; or, yet again alternatively,
the implementer may opt for some combination of hardware,
software, and/or firmware in one or more machines, com-
positions of matter, and articles of manufacture, limited to
patentable subject matter under 35 USC 101. Hence, there
are several possible vehicles by which the processes and/or
devices and/or other technologies described herein may be
effected, none of which is inherently superior to the other in
that any vehicle to be utilized is a choice dependent upon the
context in which the vehicle will be deployed and the
specific concerns (e.g., speed, flexibility, or predictability) of
the implementer, any of which may vary. Those skilled in the
art will recognize that optical aspects of implementations
will typically employ optically-oriented hardware, software,
and or firmware.

In some implementations described herein, logic and
similar implementations may include software or other
control structures. Electronic circuitry, for example, may
have one or more paths of electrical current constructed and
arranged to implement various functions as described
herein. In some implementations, one or more media may be
configured to bear a device-detectable implementation when
such media hold or transmit device detectable instructions
operable to perform as described herein. In some variants,
for example, implementations may include an update or
modification of existing software or firmware, or of gate
arrays or programmable hardware, such as by performing a
reception of or a transmission of one or more instructions in
relation to one or more operations described herein. Alter-
natively or additionally, in some variants, an implementation
may include special-purpose hardware, software, firmware
components, and/or general-purpose components executing
or otherwise invoking special-purpose components. Speci-
fications or other implementations may be transmitted by
one or more instances of tangible transmission media as
described herein, optionally by packet transmission or oth-
erwise by passing through distributed media at various
times.

Alternatively or additionally, implementations may
include executing a special-purpose instruction sequence or
invoking circuitry for enabling, triggering, coordinating,
requesting, or otherwise causing one or more occurrences of
virtually any functional operations described herein. In some
variants, operational or other logical descriptions herein may
be expressed as source code and compiled or otherwise
invoked as an executable instruction sequence. In some
contexts, for example, implementations may be provided, in
whole or in part, by source code, such as C++, or other code
sequences. In other implementations, source or other code
implementation, using commercially available and/or tech-
niques in the art, may be compiled/implemented/translated/
converted into a high-level descriptor language (e.g., ini-
tially implementing described technologies in C or C++

20

30

35

40

45

50

50

programming language and thereafter converting the pro-
gramming language implementation into a logic-synthesiz-
able language implementation, a hardware description lan-
guage implementation, a hardware design simulation
implementation, and/or other such similar mode(s) of
expression). For example, some or all of a logical expression
(e.g., computer programming language implementation)
may be manifested as a Verilog-type hardware description
(e.g., via Hardware Description Language (HDL) and/or
Very High Speed Integrated Circuit Hardware Descriptor
Language (VHDL)) or other circuitry model which may then
be used to create a physical implementation having hard-
ware (e.g., an Application Specific Integrated Circuit).
Those skilled in the art will recognize how to obtain,
configure, and optimize suitable transmission or computa-
tional elements, material supplies, actuators, or other struc-
tures in light of these teachings.

While particular aspects of the present subject matter
described herein have been shown and described, it will be
apparent to those skilled in the art that, based upon the
teachings herein, changes and modifications may be made
without departing from the subject matter described herein
and its broader aspects and, therefore, the appended claims
are to encompass within their scope all such changes and
modifications as are within the true spirit and scope of the
subject matter described herein. It will be understood by
those within the art that, in general, terms used herein, and
especially in the appended claims (e.g., bodies of the
appended claims) are generally intended as “open” terms
(e.g., the term “including” should be interpreted as “includ-
ing but not limited to,” the term “having” should be inter-
preted as “having at least,” the term “includes” should be
interpreted as “includes but is not limited to,” etc.).

It will be further understood by those within the art that
if a specific number of an introduced claim recitation is
intended, such an intent will be explicitly recited in the
claim, and in the absence of such recitation no such intent is
present. For example, as an aid to understanding, the fol-
lowing appended claims may contain usage of the introduc-
tory phrases “at least one” and “one or more” to introduce
claim recitations. However, the use of such phrases should
not be construed to imply that the introduction of a claim
recitation by the indefinite articles “a” or “an” limits any
particular claim containing such introduced claim recitation
to claims containing only one such recitation, even when the
same claim includes the introductory phrases “one or more”
or “at least one” and indefinite articles such as “a” or “an”
(e.g., “a” and/or “an” should typically be interpreted to mean
“at least one” or “one or more”); the same holds true for the
use of definite articles used to introduce claim recitations. In
addition, even if a specific number of an introduced claim
recitation is explicitly recited, those skilled in the art will
recognize that such recitation should typically be interpreted
to mean at least the recited number (e.g., the bare recitation
of “two recitations,” without other modifiers, typically
means at least two recitations, or two or more recitations).

Furthermore, in those instances where a convention
analogous to “at least one of A, B, and C, etc.” is used, in
general such a construction is intended in the sense one
having skill in the art would understand the convention (e.g.,
“a system having at least one of A, B, and C” would include
but not be limited to systems that have A alone, B alone, C
alone, A and B together, A and C together, B and C together,
and/or A, B, and C together, etc.). In those instances where
a convention analogous to “at least one of A, B, or C, etc.”
is used, in general such a construction is intended in the
sense one having skill in the art would understand the
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convention (e.g., “a system having at least one of A, B, or
C” would include but not be limited to systems that have A
alone, B alone, C alone, A and B together, A and C together,
B and C together, and/or A, B, and C together, etc.). It will
be further understood by those within the art that typically
a disjunctive word and/or phrase presenting two or more
alternative terms, whether in the description, claims, or
drawings, should be understood to contemplate the possi-
bilities of including one of the terms, either of the terms, or
both terms unless context dictates otherwise. For example,
the phrase “A or B” will be typically understood to include
the possibilities of “A” or “B” or “A and B.”

With respect to the appended claims, those skilled in the
art will appreciate that recited operations therein may gen-
erally be performed in any order. Also, although various
operational flows are presented in a sequence(s), it should be
understood that the various operations may be performed in
other orders than those which are illustrated, or may be
performed concurrently. Examples of such alternate order-
ings may include overlapping, interleaved, interrupted, reor-
dered, incremental, preparatory, supplemental, simultane-
ous, reverse, or other variant orderings, unless context
dictates otherwise. Furthermore, terms like “responsive to,”
“related to,” or other past-tense adjectives are generally not
intended to exclude such variants, unless context dictates
otherwise.

This application may make reference to one or more
trademarks, e.g., a word, letter, symbol, or device adopted by
one manufacturer or merchant and used to identify and/or
distinguish his or her product from those of others. Trade-
mark names used herein are set forth in such language that
makes clear their identity, that distinguishes them from
common descriptive nouns, that have fixed and definite
meanings, or, in many if not all cases, are accompanied by
other specific identification using terms not covered by
trademark. In addition, trademark names used herein have
meanings that are well-known and defined in the literature,
or do not refer to products or compounds for which knowl-
edge of one or more trade secrets is required in order to
divine their meaning. All trademarks referenced in this
application are the property of their respective owners, and
the appearance of one or more trademarks in this application
does not diminish or otherwise adversely affect the validity
of the one or more trademarks. All trademarks, registered or
unregistered, that appear in this application are assumed to
include a proper trademark symbol, e.g., the circle R or
bracketed capitalization (e.g., [trademark name]), even
when such trademark symbol does not explicitly appear next
to the trademark. To the extent a trademark is used in a
descriptive manner to refer to a product or process, that
trademark should be interpreted to represent the correspond-
ing product or process as of the date of the filing of this
patent application.

Those skilled in the art will appreciate that the foregoing
specific exemplary processes and/or devices and/or tech-
nologies are representative of more general processes and/or
devices and/or technologies taught elsewhere herein, such as
in the claims filed herewith and/or elsewhere in the present
application.

What is claimed is:

1. A system, comprising:

circuitry configured for displaying an augmented view of
a real environment to a user, the augmented view of the
real environment including at least a first augmentation;
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circuitry configured for detecting one or more user reac-
tions, the one or more user reactions proximate to the
display of the augmented view of the real environment
to the user;

circuitry configured for correlating the one or more user

reactions with the first augmentation included in the
augmented view of the real environment;

circuitry configured for determining one or more parties

associated with one or more portions of the real envi-
ronment;

circuitry configured for transmitting one or more results

of the correlating to one or more network servers
associated with the one or more parties; and

circuitry configured for receiving a second augmentation

including at least one or more visibility rules related to
disabling at least one functional augmentation included
in the augmented view of the real environment in
response to detection of at least one signature associ-
ated with disabling of the at least one functional
augmentation, the one or more parties associated with
one or more visibility rules requiring disabling of the at
least one functional augmentation.

2. The system of claim 1, wherein circuitry configured for
detecting one or more user reactions, the one or more user
reactions proximate to the display of the augmented view of
the real environment to the user comprises:

circuitry configured for sensing one or more physiological

characteristics of the user proximate to the display of
the augmented view of the real environment to the user.

3. The system of claim 2, wherein circuitry configured for
sensing one or more physiological characteristics of the user
proximate to the display of the augmented view of the real
environment to the user comprises:

circuitry configured for sensing one or more eye charac-

teristics of one or more eyes of the user at least one of
during or following the display of the augmented view
of the real environment to the user.

4. The system of claim 3, wherein circuitry configured for
sensing one or more eye characteristics of one or more eyes
of the user at least one of during or following the display of
the augmented view of the real environment to the user
comprises:

circuitry configured for sensing one or more eye move-

ments of the one or more eyes of the user at least one
of during or following the display of the augmented
view of the real environment to the user.

5. The system of claim 4, wherein circuitry configured for
sensing one or more eye movements of the one or more eyes
of the user at least one of during or following the display of
the augmented view of the real environment to the user
comprises:

circuitry configured for tracking at least one dwell path of

the one or more eyes of the user with respect to the
augmented view of the real environment at least one of
during or following the display of the augmented view
of the real environment to the user.

6. The system of claim 5, wherein circuitry configured for
tracking at least one dwell path of the one or more eyes of
the user with respect to the augmented view of the real
environment at least one of during or following the display
of the augmented view of the real environment to the user
comprises:

circuitry configured for tracking at least one dwell path of

the one or more eyes of the user as eye focus of the one
or more eyes of the user moves at least one of (i) away
from the first augmentation included in the augmented
view of the real environment or (ii) between the first
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augmentation and at least one other augmentation
included in the augmented view of the real environ-
ment.

7. The system of claim 3, wherein circuitry configured for
sensing one or more eye characteristics of one or more eyes
of the user at least one of during or following the display of
the augmented view of the real environment to the user
comprises:

circuitry configured for sensing eye focus of the one or

more eyes of the user with respect to the augmented
view of the real environment at least one of during or
following the display of the augmented view of the real
environment to the user.

8. The system of claim 7, wherein circuitry configured for
sensing eye focus of the one or more eyes of the user with
respect to the augmented view of the real environment at
least one of during or following the display of the augmented
view of the real environment to the user comprises:

circuitry configured for sensing eye focus of the one or

more eyes of the user with respect to one or more
aspects of at least one of the first augmentation or at
least one other augmentation at least one of during or
following the display of the augmented view of the real
environment to the user.

9. The system of claim 7, wherein circuitry configured for
sensing eye focus of the one or more eyes of the user with
respect to the augmented view of the real environment at
least one of during or following the display of the augmented
view of the real environment to the user comprises:

circuitry configured for sensing eye focus of the one or

more eyes of the user with respect to one or more
aspects of one or more non-augmentation scene ele-
ments included in the augmented view at least one of
during or following the display of the augmented view
of the real environment to the user.

10. The system of claim 7, wherein circuitry configured
for sensing eye focus of the one or more eyes of the user with
respect to the augmented view of the real environment at
least one of during or following the display of the augmented
view of the real environment to the user comprises:

circuitry configured for sensing dwell time of the one or

more eyes of the user with respect to one or more
aspects of the augmented view of the real environment
at least one of during or following the display of the
augmented view of the real environment to the user.

11. The system of claim 3, wherein circuitry configured
for sensing one or more eye characteristics of one or more
eyes of the user at least one of during or following the
display of the augmented view of the real environment to the
user comprises:

circuitry configured for sensing one or more pupil char-

acteristics of the one or more eyes of the user at least
one of during or following the display of the augmented
view of the real environment to the user.

12. The system of claim 11, wherein circuitry configured
for sensing one or more pupil characteristics of the one or
more eyes of the user at least one of during or following the
display of the augmented view of the real environment to the
user comprises:

circuitry configured for sensing at least one of shape or

size of one or more pupils of the user at least one of
during or following the display of the augmented view
of the real environment to the user.

13. The system of claim 1, wherein circuitry configured
for detecting one or more user reactions, the one or more
user reactions proximate to the display of the augmented
view of the real environment to the user comprises:
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circuitry configured for detecting one or more user reac-
tions, the one or more user reactions occurring prior to
the display of the augmented view of the real environ-
ment to the user.

14. The system of claim 1, where circuitry configured for
correlating the one or more user reactions with the first
augmentation included in the augmented view of the real
environment comprises:

circuitry configured for correlating one or more eye

movements of one or more eyes of the user that were
sensed at least one of during or following the display of
the augmented view of the real environment with one
or more aspects of the first augmentation included in
the augmented view of the real environment.

15. The system of claim 14, wherein circuitry configured
for correlating one or more eye movements of one or more
eyes of the user that were sensed at least one of during or
following the display of the augmented view of the real
environment with one or more aspects of the first included
in the augmented view of the real environment comprises:

circuitry configured for correlating at least one dwell path

of the one or more eyes of the user that was tracked
with respect to the augmented view of the real envi-
ronment at least one of during or following the display
of the augmented view of the real environment with
one or more aspects of the first augmentation included
in the augmented view of the real environment.

16. The system of claim 15, wherein circuitry configured
for correlating at least one dwell path of the one or more eyes
of the user that was tracked with respect to the augmented
view of the real environment at least one of during or
following the display of the augmented view of the real
environment with one or more aspects of the first augmen-
tation included in the augmented view of the real environ-
ment comprises:

circuitry configured for correlating at least one dwell path

of the one or more eyes of the user that was tracked as
focus of the one or more eyes of the user moved away
from the first augmentation included in the augmented
view of the real environment with one or more aspects
of the first augmentation included in the augmented
view of the real environment.

17. The system of claim 15, wherein circuitry configured
for correlating at least one dwell path of the one or more eyes
of the user that was tracked with respect to the augmented
view of the real environment at least one of during or
following the display of the augmented view of the real
environment with one or more aspects of the first augmen-
tation included in the augmented view of the real environ-
ment comprises:

circuitry configured for correlating at least one dwell path

of the one or more eyes of the user that was tracked as
focus of the one or more eyes of the user moved
between the first augmentation included in the aug-
mented view of the real environment and at least one
other augmentation included in the augmented view of
the real environment with one or more aspects of the
first augmentation included in the augmented view of
the real environment.

18. The system of claim 1, wherein circuitry configured
for correlating the one or more user reactions with the first
augmentation included in the augmented view of the real
environment comprises:

circuitry configured for correlating the one or more user

reactions with one or more non-augmentation scene
elements included in the augmented view of the real
environment.
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19. The system of claim 18, wherein circuitry configured
for correlating the one or more user reactions with one or
more non-augmentation scene elements included in the
augmented view of the real environment comprises:

circuitry configured for correlating the one or more user

reactions with one or more locations of the one or more
non-augmentation scene elements included in the aug-
mented view of the real environment.

20. The system of claim 19, wherein circuitry configured
for correlating the one or more user reactions with one or
more locations of the one or more non-augmentation scene
elements included in the augmented view of the real envi-
ronment comprises:

circuitry configured for correlating the one or more user

reactions with the one or more locations of the one or
more non-augmentation scene elements included in the
augmented view of the real environment relative to a
location of the first augmentation included in the aug-
mented view of the real environment, including at least
determining whether the user has at least one of
behaved or reacted differently depending on where one
or more non-augmentation scene elements are located
in a second augmented view of the real environment
relative to a location of the first augmented view of the
real environment.

21. The system of claim 1, wherein circuitry configured
for correlating the one or more user reactions with the first
augmentation included in the augmented view of the real
environment comprises:

circuitry configured for correlating the one or more user

reactions with one or more non-augmentation scene
elements that have been hidden in the augmented view
of the real environment by the first augmentation
included in the augmented view of the real environ-
ment, including at least correlating the one or more user
reactions with detection that at least one portion of the
first augmentation included in the augmented view is
overlaid over one or more non-augmentation scene
elements of interest to the user, hiding the one or more
non-augmentation scene elements of interest to the user
from view of the user to cause the one or more user
reactions.

22. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

having one or more formats that were selected by the
one or more parties, based at least in part, on the one or
more results of the correlating that were transmitted to
the one or more network servers associated with the
one or more parties.

23. The system of claim 22, wherein circuitry configured
for receiving a second augmentation having one or more
formats that were selected by the one or more parties, based
at least in part, on the one or more results of the correlating
that were transmitted to the one or more network servers
associated with the one or more parties comprises:

circuitry configured for receiving a second augmentation

designed to be placed at one or more particular loca-
tions in the augmented view of the real environment,
the second augmentation designed to be placed at one
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or more particular locations in the augmented view of
the real environment based, at least in part, on the one
or more results of the correlating that were transmitted
to the one or more network servers associated with the
one or more parties, the one or more particular loca-
tions in the augmented view of the real environment at
which the second augmentation is to be placed deter-
mined by the one or more parties to be advantageous
for the one or more parties.

24. The system of claim 22, wherein circuitry configured
for receiving a second augmentation having one or more
formats that were selected by the one or more parties, based
at least in part, on the one or more results of the correlating
that were transmitted to the one or more network servers
associated with the one or more parties comprises:

circuitry configured for receiving a second augmentation

designed to have at least one of one or more particular
dimensions or one or more particular shapes, the sec-
ond augmentation designed to have at least one of one
or more particular dimensions or one or more particular
shapes based, at least in part, on the one or more results
of the correlating that were transmitted to the one or
more network servers associated with the one or more
parties.

25. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

including at least one or more visibility rules specified
by the one or more parties, related to the displaying the
augmented view of the real environment to the user in
a manner advantageous to the one or more parties, and
based, at least in part, on the one or more results of the
correlating that were transmitted to the one or more
network servers associated with the one or more par-
ties.

26. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

having a different format than the first augmentation
and including at least one or more visibility rules
specified by the one or more parties and related to
inclusion of the second augmentation in the augmented
view of the real environment.

27. The system of claim 26, wherein circuitry configured
for receiving a second augmentation having a different
format than the first augmentation and including at least one
or more Vvisibility rules specified by the one or more parties
and related to inclusion of the second augmentation in the
augmented view of the real environment comprises:

circuitry configured for receiving a second augmentation

having at least one of a size, shape, color, or length of
visibility different than the first augmentation and
including at least one or more visibility rules specified
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by the one or more parties and related to inclusion of
the second augmentation in the augmented view of the
real environment.

28. The system of claim 1, further comprising:

circuitry configured for displaying the second augmenta-

tion.

29. The system of claim 1, wherein circuitry configured
for correlating the one or more user reactions with the first
augmentation included in the augmented view of the real
environment comprises:

circuitry configured for linking at least two variables,

including at least linking one or more augmentations
displayed to the user with two separate user reactions
including at least one eye movement and at least one
dwell time detected proximate to display of the first
augmentation included in the augmented view of the
real environment.

30. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

including at least one or more of at least some instruc-
tions or at least some directives specified by the one or
more parties defining when the second augmentation
may be presented in association with the displaying the
augmented view of the real environment to the user.

31. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

including at least one or more of at least some instruc-
tions or at least some directives defining how the
second augmentation may be presented in response to
a particular orientation of an augmented reality device
displaying the augmented view of the real environment
to the user being detected.

32. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

including at least one or more visibility rules relating to
display of the second augmentation when a particular
anchor visual cue is detected as being present in the real
environment, including at least receiving a second
augmentation operable to cause the augmented view of
the real environment to present a visual image related
to at least one of one or more goods or one or more
services associated with the one or more parties in

5

10

15

20

25

30

35

40

45

50

55

60

65

58

response to detecting a particular anchor visual cue
relating to the one or more parties as being present in
the real environment.

33. The system of claim 1, wherein circuitry configured
for transmitting one or more results of the correlating to one
or more network servers associated with the one or more
parties comprises:

circuitry configured for transmitting, to the one or more

network servers associated with the one or more par-
ties, at least one indication of at least one inference that
the user is bothered by at least one aspect of at least one
augmentation associated with the one or more parties
being placed at the center of a field of view of the user
at least partially based on the user looking away
quickly from the center of the field of view of the user.

34. The system of claim 1, wherein circuitry configured
for determining one or more parties associated with one or
more portions of the real environment comprises:

circuitry configured for using image recognition to deter-

mine the one or more parties at least partially based on
recognizing at least one of a sign, a logo, an architec-
tural cue, a building, or a structure associated with the
one or more parties in the real environment.

35. The system of claim 1, wherein circuitry configured
for determining one or more parties associated with one or
more portions of the real environment comprises:

circuitry configured for using audio recognition to deter-

mine the one or more parties at least partially based on
recognizing at least some audio input data including at
least one sound associated with the one or more parties
in the real environment.

36. The system of claim 1, wherein circuitry configured
for correlating the one or more user reactions with the first
augmentation included in the augmented view of the real
environment comprises:

circuitry configured for inferring that the user is bothered

by at least one aspect of the augmented view being
placed at the center of a field of view of the user at least
partially based on the one or more user reactions.

37. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

including at least one or more visibility rules related to
disabling at least one functional augmentation included
in the augmented view of the real environment in
response to detection of at least one posted tag asso-
ciated with disabling of the at least one functional
augmentation.

38. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

in response to a request made by the one or more parties
to disable the at least one functional augmentation.
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39. The system of claim 38, wherein circuitry configured
for receiving a second augmentation in response to a request
made by the one or more parties to disable the at least one
functional augmentation comprises:

circuitry configured for receiving a second augmentation

in response to a request made by the one or more parties
to disable at least one functional calculator augmenta-
tion.

40. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

in response to a command transmitted by the one or
more parties to an augmented reality (AR) device on
which the at least one functional augmentation is
displayed for the AR device to disable the at least one
functional augmentation.

41. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for detecting the at least one signature

associated with disabling of the at least one functional
augmentation; and

circuitry configured for disabling the at least one func-

tional augmentation responsive to detecting the at least
one signature associated with disabling of the at least
one functional augmentation.

42. The system of claim 41, wherein circuitry configured
for detecting the at least one signature associated with
disabling of the at least one functional augmentation com-
prises:

circuitry configured for detecting at least one tag posted

by the one or more parties, that at least one tag
associated with disabling of the at least one functional
augmentation.

43. The system of claim 1, wherein circuitry configured
for receiving a second augmentation including at least one or
more visibility rules related to disabling at least one func-
tional augmentation included in the augmented view of the
real environment in response to detection of at least one
signature associated with disabling of the at least one
functional augmentation, the one or more parties associated
with one or more visibility rules requiring disabling of the at
least one functional augmentation comprises:

circuitry configured for receiving a second augmentation

in response to a request made by the one or more parties
to disable at least one functional calculator augmenta-
tion in response to detecting the first user activating the
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at least one functional calculator augmentation as at
least one of the one or more user reactions.
44. A method, comprising:
displaying an augmented view of a real environment to a
user, the augmented view of the real environment
including at least a first augmentation;
detecting one or more user reactions, the one or more user
reactions proximate to the display of the augmented
view of the real environment to the user;
correlating the one or more user reactions with the first
augmentation included in the augmented view of the
real environment;
determining one or more parties associated with one or
more portions of the real environment;
transmitting one or more results of the correlating to one
or more network servers associated with the one or
more parties; and
receiving a second augmentation including at least one or
more visibility rules related to disabling at least one
functional augmentation included in the augmented
view of the real environment in response to detection of
at least one signature associated with disabling of the at
least one functional augmentation, the one or more
parties associated with one or more visibility rules
requiring disabling of the at least one functional aug-
mentation,
wherein at least one of the displaying, detecting, corre-
lating, determining, transmitting, or receiving is at least
partially implemented using at least one processing
device.
45. A system, comprising:
at least one computing device; and
one or more instructions that, when executed by the at
least one computing device, cause the at least one
computing device to perform one or more operations
including at least:
displaying an augmented view of a real environment to
a user, the augmented view of the real environment
including at least a first augmentation;
detecting one or more user reactions, the one or more
user reactions proximate to the display of the aug-
mented view of the real environment to the user;
correlating the one or more user reactions with the first
augmentation included in the augmented view of the
real environment;
determining one or more parties associated with one or
more portions of the real environment;
transmitting one or more results of the correlating to
one or more network servers associated with the one
or more parties; and
receiving a second augmentation including at least one
or more visibility rules related to disabling at least
one functional augmentation included in the aug-
mented view of the real environment in response to
detection of at least one signature associated with
disabling of the at least one functional augmentation,
the one or more parties associated with one or more
visibility rules requiring disabling of the at least one
functional augmentation.
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