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MAXIMUM LIKELIHOOD DECODING 
METHOD AND MAXIMUM LIKELIHOOD 

DECODER 

BACKGROUND OF THE INVENTION 5 

1. Field of the Invention 

The present invention relates to a maximum likelihood 
decoding method and a maximum likelihood decoder for 
obtaining original information by decoding a reproduced 10 
signal reproduced from a recording medium or a signal 
obtained through a transmission medium. In particular, the 
present invention relates to a maximum likelihood decoding 
method and a maximum likelihood decoder applying partial 
response maximum likelihood decoding. 15 

2. Description of the Related Art 
In general, a reproducing apparatus used in a data record 

ing/reproducing technique using various recoding media 
includes a pickup device for reading a signal recorded in a 
recording medium as a reproduced signal and a decoder for 
decoding the reproduced signal read by the pickup device so 
as to obtain original binary data. 

Also, with an increase in the recording density in Such a 
recording/reproducing technique, a partial response maxi 
mum likelihood (PRML) decoding method, which realizes 
high decoding reliability, has been adapted in decoders for 
decoding a reproduced signal so as to obtain original 
recorded data. 
The PRML technique is realized by combining a partial 30 

response method, in which data sequences are associated 
with predetermined levels in units of bits, and a maximum 
likelihood decoding method, in which a data sequence is 
selected from among all possible data sequences so that a 
reference signal generated by a partial response becomes 35 
most approximate to an actual reproduced signal. 

That is, in the partial response method, data sequences are 
compiled in units of sequential bits so as to associate a 
possible bit pattern to a reproduced-signal level. 

For example, data is represented by d, and a sample 40 
generated by sampling a reproduced signal is represented by 
r. n is the number of data. In this case, d corresponds to the 
input of partial response and r, corresponds to the output of 
partial response. In the partial response, four sequential bits 
are associated with the level of the reproduced signal. 45 

In order to obtain the output of partial response, the input 
four sequential bits are added in order by multiplying the 
four bits by weights a, b, b, and a, respectively. This can be 
represented by the following equation. 

25 

This partial response is represented by PR (abba). 
On the other hand, in the maximum likelihood decoding 

method, all possible data sequences are converted into 55 
reference signals of a reproduced signal through a predeter 
mined partial response. Then, from among the reference 
signals, a reference signal that is the most approximate to a 
sample sequence of an actually detected reproduced signal is 
selected, and then the selected reference signal is decoded. 60 
Herein, the reference signals generated from the data 
sequences are ideal reproduced signals without noise. 
The maximum likelihood decoding is an algorithm for 

selecting a reference signal that is the most likely to be an 
original reference signal from among all possible data 65 
sequences, in the condition that a detected reproduced signal 
is a reference signal to which noise is added (conditional 

2 
probability). The conditional probability is calculated based 
on a metric, which can be obtained by the following equa 
tion. 

m, (-, -r,)? (2) 

Herein, r- is a sample value of a reproduced signal 
detected at time n, and r is a sample value of a reference 
signal at time n. 

In actual maximum likelihood decoding, the sum of 
metrics is obtained instead of the conditional probability, 
and a data sequence for minimizing the Sum is output. Also, 
instead of calculating metrics of all data sequences, a data 
sequence is selected or not selected at each channel clock so 
as to determine a final data sequence. Such a data sequence 
searching algorithm is realized by a Viterbialgorithm. 
The above-described PRML is effective for random noise. 

However, noise in a recording/reproducing channel includes 
not only random noise but also noise having a frequency 
characteristic. Accordingly, measures should be taken to 
control such noise. 

FIG. 12 is a block diagram showing a recording/repro 
ducing system of a known art and noise generated therefrom. 
As shown in FIG. 12, media noise is caused at a recording 
medium 12A and system noise is caused at a pickup 12B and 
a maximum likelihood decoder 12C. The noise caused in the 
recording/reproducing system includes two types of noise: 
the system noise and the media noise. Therefore, the fol 
lowing equation can be obtained. 

Ntotal =N aeaia (3) systern 

Herein, N., represents total noise, N., represents sys 
tem noise, and N represents media noise. 
The system noise is generated from noise caused by a 

detector, an electrical circuit, and deviation of the level of 
PRML, and is usually considered to be random noise. In the 
known PRML, decoding which is effective for such random 
noise can be realized. 
On the other hand, the media noise is considered to be 

caused mainly by defects of a medium, crosstalk, and 
fluctuation of reflectivity. In general, media noise is different 
from system noise, and is added to a reproduced signal 
through a transmission medium having a frequency charac 
teristic. Therefore, the media noise is random noise on 
media, but the media noise becomes noise having a fre 
quency characteristic and a temporal correlation in a repro 
duced signal. 

For example, when media noise passes through a system 
for realizing the above-described PR (ab ba), if the noise 
at an n-th channel bit on a medium is represented by n, 
noise N in an n-th sample of a reproduced signal is 
represented by the following equation. 

In this case, even if the media noise n, itself is random noise, 
that media noise in the reproduced signal has an emphasized 
low-frequency component. 

FIGS. 13A and 13B show examples of the waveforms of 
a signal containing media noise and a signal containing 
system noise. 

FIG. 13A shows a signal generated by adding the media 
noise represented by the equation (4) to the above-described 
equation (1). Also, FIG. 13B shows a signal generated by 
adding random noise to the equation (1). Herein, the SN 
ratio of media noise to a data signal is equal to the SN ratio 
of system noise to a reproduced signal. Also, an ideal signal 
without noise is indicated by a solid line. 
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By comparing the waveforms in FIGS. 13A and 13B, it 
can be found that the signal with media noise maintains the 
original State better than the signal with System noise. This 
is because the media noise becomes noise having a low 
frequency and is virtually offset, and as a result, a relative 
level can be maintained. 

In general, noise in a recording/reproducing system is 
temporarily correlated noise due to the frequency charac 
teristic of the channel, and thus the signal waveform can be 
maintained relatively well compared to the case where 
random noise of the same S/N ratio exists. 

However, the known PRML is effective to random noise, 
but is not so effective to offset noise. Also, even if noise has 
a frequency characteristic, the characteristic cannot be used 
positively. 

That is, the known PRML is not the optimal decoding 
method in case noise has a frequency characteristic. Accord 
ingly, a more appropriate decoding method is required to be 
developed for controlling noise with a frequency character 
istic. 

The noise which is obtained after processing of partial 
response PR (abb a) having a characteristic of attenuating 
a high-frequency band has an emphasized low-frequency 
component, and thus the noise is offset. As a result, the 
signal level is relatively maintained, as described above. 

Accordingly, a partial response having a frequency char 
acteristic for attenuating a low-frequency band Such as a 
differential waveform is proposed as a partial response in 
which relative levels can be compared. 

If the partial response PR (a b b a) can be realized 
compared to the frequency characteristic in a step of trans 
ferring data, a partial response PR (a b-a 0 a-b-a), which 
is a differential response between the partial response PR (a 
b ba) and a response shifted by 1 clock, can also be realized. 

Further, a reproduced signal generated by the PR (a b-a 
0 a-b-a) can be represented by the following equation. 

ra(d-da)+(b-a) (d. 1-d,3) (5) 

The response of the equation (5) is generated by Subtrac 
tion by shifting the response of PR (abb a) by 1 clock. 
Therefore, if the reproduced signal can be equalized to PR 
(abba), the reproduced signal can also be equalized to PR 
(a b-a 0 a-b-a). 

Accordingly, by comparing the relative level of amplitude 
by using a partial response obtained as a temporal difference 
of the above-described partial response, more effective 
maximum likelihood decoding can be realized. 

However, if the noise in an n-th sample of a reproduced 
signal is represented by Nn, the media noise n obtained 
through partial response PR (a b-a 0 a-b-a) processing 
contributes like this: 

(6) 

Therefore, a higher frequency component is emphasized 
in the noise obtained through the partial response PR (a b-a 
0 a-b-a), compared to the partial response PR (ab ba). 

Also, by obtaining a difference, a high-frequency com 
ponent of random noise is amplified. Therefore, maximum 
likelihood decoding using a partial response generated by 
using a temporal difference is not always more effective than 
maximum likelihood decoding using an original partial 
response. Accordingly, maximum likelihood decoding using 
an original partial response and maximum likelihood decod 
ing using a partial response using a temporal difference are 
combined. 
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4 
The followings are summary of the above-description. 

(1) Noise caused in a recording/reproducing system includes 
random system noise and non-random media noise. 
Therefore, PRML which is effective for the non-random 
noise is required. 

(2) In the original partial response, a low-frequency com 
ponent of media noise is emphasized, and thus the noise 
in a reproduced signal has many low-frequency compo 
nentS. 

(3) By obtaining a time difference of the original partial 
response, noise of a low-frequency component is attenu 
ated, while noise of a high-frequency component is 
emphasized. 

(4) Accordingly, by developing maximum likelihood decod 
ing using both of the original partial response and the 
time-differential partial response, effects can be expected. 

SUMMARY OF THE INVENTION 

Accordingly, it is an object of the present invention to 
provide a maximum likelihood decoding method and a 
maximum likelihood decoder which can effectively solve a 
problem of noise in a recording/reproducing system, includ 
ing random system noise and non-random media noise. 

In order to achieve the above-described object, according 
to an aspect of the present invention, a maximum likelihood 
decoding method for obtaining original information by 
decoding a reproduced signal from a recording medium or a 
reproduced signal obtained through a transmission medium 
is provided. The method includes a first-metric generating 
step for generating a metric of a reproduced signal generated 
based on a first partial response, the metric being a first 
metric; a second-metric generating step for generating a 
metric of a reproduced signal generated based on a second 
partial response, the metric being a second metric; and a 
maximum likelihood decoding step for realizing maximum 
likelihood decoding by using the first metric and the second 
metric. 

According to another aspect of the present invention, a 
maximum likelihood decoder for obtaining original infor 
mation by decoding a reproduced signal from a recording 
medium or a reproduced signal obtained through a trans 
mission medium is provided. The maximum likelihood 
decoder includes a first-metric generator for generating a 
metric of a reproduced signal generated based on a first 
partial response, the metric being a first metric; a second 
metric generator for generating a metric of a reproduced 
signal generated based on a second partial response, the 
metric being a second metric; and a maximum likelihood 
decoding unit for realizing maximum likelihood decoding 
by using the first metric and the second metric. 

In the maximum likelihood decoding method and the 
maximum likelihood decoder of the present invention, a 
metric between a reproduced signal generated based on a 
first predetermined response and a reference value generated 
based on the response is generated. Also, a metric between 
a reproduced signal generated based on a second predeter 
mined response and a reference value generated based on the 
response is generated. By using a synthetic metric generated 
by combining these two metrics at a predetermined ratio, 
maximum likelihood decoding can be realized while effec 
tively controlling various types of noise having different 
characteristics. 

For example; the first partial response has a predeter 
mined frequency characteristic which can be realized by 
adjusting a frequency characteristic of a channel for gener 
ating a reproduced signal based on a data signal. The first 
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partial response is generated by equalizing a reproduced 
signal, which is reproduced by transferring a data signal, by 
using a waveform equalizer. 

Also, the first-metric generator generates the first metric 
by calculating a metric between a reproduced signal gener 
ated by equalizing a reproduced data signal to the first partial 
response and a reference signal obtained by inputting a data 
sequence which can serve as a decoded data sequence to the 
first partial response. 
On the other hand, the second partial response is a 

differential partial response obtained by calculating a dif 
ference between the first partial response and a response 
generated by shifting the first partial response by 1 channel 
clock. 
The second-metric generator generates the second metric 

by calculating a metric between a reproduced signal gener 
ated by equalizing a reproduced data signal to the second 
partial response and a reference signal obtained by inputting 
a data sequence which can serve as a decoded data sequence 
to the second partial response. 

Herein, the metric is the square, absolute value, or func 
tion of a difference in an amplitude level between a sample 
of a reproduced signal generated by reproducing a data 
signal based on a predetermined partial response and a 
sample of a reference signal generated by using a data signal 
which can serve as a decoded data signal based on the partial 
response. 

Further, the maximum likelihood decoding unit includes 
a metric synthesizer for synthesizing the first metric and the 
second metric at a predetermined ratio; and a Viterbi decoder 
for obtaining original data by using the synthetic metric by 
maximum likelihood decoding. The ratio of the first metric 
and the second metric is adjusted in accordance with the 
frequency characteristic of noise contained in a reproduced 
signal reproduced by transferring a data signal. 
The maximum likelihood decoding unit uses a Viterbi 

algorithm, and a data pattern representing states which form 
the Viterbialgorithm includes pieces of data whose number 
is the same as the number of pieces of data required for 
generating the first partial response. 

Also, in order to specifically realize maximum likelihood 
decoding, a data pattern representing states which form the 
Viterbialgorithm includes pieces of data whose number is 
smaller by one than the number of pieces of data required for 
generating the second partial response. Alternatively, a data 
pattern representing states which form the Viterbialgorithm 
includes pieces of data whose number is the same as the 
number of pieces of data required for generating the second 
partial response. 

Herein, the first metric is defined to each state of Viterbi 
decoding, and the second metric is defined to each branch of 
Viterbi decoding. Alternatively, the first metric and the 
second metric are defined to each branch of Viterbi decod 
ing. Alternatively, the first metric is defined to each branch 
of Viterbi decoding, and the second metric is defined to each 
state of Viterbi decoding. 

In the Viterbi decoding for realizing maximum likelihood 
decoding by setting the metrics, a Survival path to each state 
has the Smallest path metric in paths to each state. Also, the 
path metric of a path in each state can be obtained by 
multiplying a metric to the first predetermined response by 
a predetermined constant and then adding the result to the 
path metric of a survival path to each state. Further, the path 
metric of a path in each branch can be obtained by multi 
plying a metric to the second predetermined response by a 
predetermined constant and then adding the result to the path 
metric of a survival path to each branch. 
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6 
With this configuration, by performing maximum likeli 

hood decoding by using the synthetic metric generated by 
combining the two metrics at a predetermined ratio, maxi 
mum likelihood decoding for decoding data effectively at a 
low error rate can be realized, even if noise has a temporal 
correlation and a specific frequency characteristic. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram showing the outline of a 
recorded-information reproducing apparatus to which a 
maximum likelihood decoding method of an embodiment of 
the present invention is applied; 

FIG. 2 is a block diagram showing an example of the 
configuration of a maximum likelihood decoder in the 
recorded-information reproducing apparatus shown in FIG. 
1; 

FIG. 3 is a block diagram showing an example of the 
configuration of a waveform equalizer in the maximum 
likelihood decoder shown in FIG. 2; 

FIG. 4 is a block diagram showing an example of the 
configuration of a first-metric generator in the maximum 
likelihood decoder shown in FIG. 2; 

FIG. 5 is a block diagram showing an example of the 
configuration of a differential-signal generator of a second 
metric generator in the maximum likelihood decoder shown 
in FIG. 2; 

FIG. 6 is a block diagram showing an example of the 
configuration of a differential-reference-value generator of 
the second-metric generator in the maximum likelihood 
decoder shown in FIG. 2; 

FIG. 7 is a block diagram showing an example of the 
configuration of a differential-metric generator of the sec 
ond-metric generator in the maximum likelihood decoder 
shown in FIG. 2; 

FIG. 8 is a block diagram showing an example of the 
configuration of a metric synthesizer in the maximum like 
lihood decoder shown in FIG. 2; 

FIG. 9 is a block diagram showing an example of the 
configuration of a path metric updating device of a Viterbi 
decoder in the maximum likelihood decoder shown in FIG. 
2: 

FIG. 10 is a block diagram showing an example of the 
configuration of a path memory updating device of the 
Viterbi decoder in the maximum likelihood decoder shown 
in FIG. 2; 

FIG. 11 is a block diagram showing an example of the 
configuration according to a modification of the maximum 
likelihood decoder shown in FIG. 2, in which an adaptive 
table is used; 

FIG. 12 is a block diagram showing noise generated in a 
known recording/reproducing system; and 

FIGS. 13A and 13B show waveforms of a signal contain 
ing media noise and a signal containing system noise of a 
reproduced signal in the recording/reproducing system 
shown in FIG. 12. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

Hereinafter, an embodiment of a maximum likelihood 
decoding method and a maximum likelihood decoder 
according to the present invention will be described. 

In the embodiment, a first metric is generated based on an 
original partial response and a second metric is generated 
based on a differential response of the original partial 
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response. Then, the two metrics are combined at a prede 
termined ratio So as to perform maximum likelihood decod 
1ng. 

That is, high-frequency media noise is attenuated by the 
original partial response. On the other hand, low-frequency 
media noise is attenuated by the time-differential partial 
response. Accordingly, by combining the two partial 
responses, maximum likelihood decoding can be realized 
while effectively attenuating high-frequency media noise 
and low-frequency media noise. 

In the embodiment, maximum likelihood decoding is 
realized by using a synthetic metric generated by combining 
the first metric obtained from the original partial response 
and the second metric obtained from the time-differential 
partial response at a predetermined ratio. Therefore, data 
decoding can be performed more effectively than in the 
known art, while Solving a problem of noise in a recording/ 
reproducing system, the noise having a temporal correlation 
and a frequency characteristic. 

FIG. 1 is a block diagram showing the overview of a 
recorded-information reproducing apparatus to which the 
maximum likelihood decoding method according to the 
embodiment of the present invention is applied. 
The recorded-information reproducing apparatus includes 

a recording medium 1A containing information; a pickup 1B 
for reading a signal recorded in the recording medium 1A so 
as to obtain a reproduced signal; an AD converter 1C which 
AD-converts the reproduced signal read by the pickup 1B so 
as to sample the signal; and a maximum likelihood decoder 
1D for decoding sample sequences of the reproduced signal 
obtained from the AD converter 1C so as to obtain data 
Sequences. 

FIG. 2 is a block diagram showing an example of the 
configuration of the above-described maximum likelihood 
decoder 1D. 
As shown in FIG. 2, the maximum likelihood decoder 1D 

includes a waveform equalizer 2A, a first-metric generator 
2B: a second-metric generator 2C; a metric synthesizer 2D; 
and a Viterbi decoder 2E. 
The reproduced signal input to the maximum likelihood 

decoder 1D is first input to the waveform equalizer 2A. The 
waveform equalizer 2A outputs an equalized signal u, which 
has been equalized to a predetermined target partial response 
PR (a b ba), and the equalized signal u, is input to the 
first-metric generator 2B and the second-metric generator 
2C. 
The first-metric generator 2B generates a first metric 

based on a first partial response and outputs the first metric. 
The second-metric generator 2C generates a second met 

ric based on a second partial response and outputs the second 
metric. 
The metric synthesizer 2D receives the first metric output 

from the first-metric generator 2B and the second metric 
output from the second-metric generator 2C and combines 
the metrics at a predetermined ratio, so that a synthetic 
metric is output therefrom. 
The synthetic metric output from the metric synthesizer 

2D is input to the Viterbi decoder 2E, which decodes the 
synthetic metric by a Viterbialgorithm so as to output 
decoded bit data. 

FIG. 3 is a block diagram showing an example of the 
configuration of the waveform equalizer 2A. 
The waveform equalizer 2A serves as a filter including 

amplifiers 3A to 3D; flip-flops 3E to 3H; and an adder 31. 
The reproduced signal input to the waveform equalizer 2A 

is delayed by 1 channel-clock by the flip-flop 3E, is further 
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8 
delayed by 1 clock by the flip-flop 3F, is further delayed by 
1 clock by the flip-flop 3G, and is further delayed by 1 clock 
by the flip-flop 3H. 

Further, the reproduced signal output from the flip-flop 3E 
is amplified to -k times by the amplifier 3A, the reproduced 
signal output from the flip-flop 3F is amplified to 1+k times 
by the amplifier 3B, the reproduced signal output from the 
flip-flop 3G is amplified to 1+k times by the amplifier 3C, 
and the reproduced signal output from the flip-flop 3H is 
amplified to -k times by the amplifier 3D. 
The four reproduced signals are output from the ampli 

fiers 3A to 3D, respectively, and are added by the adder 31. 
Further, the output from the adder 31 is output from the 
waveform equalizer 2A as an equalized signal. 

Herein, k, which determines the coefficient of each of the 
amplifiers 3A to 3D, is adjusted so as to minimize the noise 
of the equalized signal. 

FIG. 4 is a block diagram showing an example of the 
configuration of the first-metric generator 2B. 
The first-metric generator 2B includes predicted sample 

value (reference value) registers 4A to 4.J. metric registers 4a 
to 4i; and a flip-flop 4L. 
The equalized signal u, input to the first-metric generator 

2B is input to the flip-flop 4L, which delays the equalized 
signal u, by 1 channel clock so as to output an equalized 
signal u-1. 

Also, the register 4A stores a reference value roooo corre 
sponding to a data sequence 0000. The register 4B stores a 
reference value rooo corresponding to a data sequence 0001. 
The register 4C stores a reference value root corresponding 
to a data sequence 1000. The register 4D stores a reference 
value roo corresponding to a data sequence 1001. The 
register 4E stores a reference value roo corresponding to a 
data sequence 0011. The register 4F stores a reference value 
roo corresponding to a data sequence 1100. The register 4G 
stores a reference value roo corresponding to a data 
sequence 0110. The register 4H stores a reference value ro 
corresponding to a data sequence 0111. The register 4I stores 
a reference value rio corresponding to a data sequence 
1110. The register 4J stores a reference value r corre 
sponding to a data sequence 1111. 

Further, a metric msoooo between the equalized signal u, 
and the reference value roooo is stored in the register 4a. A 
metric msooo between the equalized signal u, and the 
reference value rooo is stored in the register 4b. A metric 
msooo between the equalized signal u, and the reference 
Value rooo is stored in the register 4c. A metric mSoo 
between the equalized signal u, and the reference value 
roo is stored in the register 4d. A metric ms between the 
equalized signal u, and the reference Value roo is stored 
in the register 4e. 
A metric mSoo between the equalized signal u, and the 

reference value roo is stored in the register 4f. A metric 
ms, between the equalized signal u, and the reference 
Value roo is stored in the register 4g. A metric mso 
between the equalized signal u, and the reference value 
rol is stored in the register 4h. A metric ms to between the 
equalized signal u, and the reference value ro is stored 
in the register 4i. A metric ms between the equalized 
signal u, and the reference value r is stored in the 
register 4i. 

Adders 41 and multipliers 42 are provided between the 
registers 4A and 4a, the registers 4B and 4b, the registers 4C 
and 4c, the registers 4D and 4d, the registers 4E and 4e, the 
registers 4F and 4f the registers 4G and 4g., the registers 4H 
and 4h, the registers 4I and 4i, and the registers 4J and 4j. 
respectively. 
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The adders 41 receive the equalized signal u, and the 
reference signals roooo roool rooo roo roo. 1 roo rollo 
ro, ro, and r obtained from the registers 4A to 4J, 
respectively, and output error signals thereof. Also, the 
multipliers 42 Square the error signals output from the 
respective adders 41, so as to output the generated signals. 
Absolute-value calculators may be used instead of the 
multipliers 42. 

In this way, the values in the registers 4a to 4i are output 
at every channel bit clock. 

FIGS. 5 to 7 are block diagrams showing an example of 
the configuration of the second-metric generator 2C. 

The second-metric generator 2C includes a differential 
signal generator 5 shown in FIG. 5; a differential-reference 
value generator 6 shown in FIG. 6; and a differential-metric 
generator 7 shown in FIG. 7. 
The differential-signal generator 5 shown in FIG. 5 

includes a flip-flop 5A and an adder 5B. 
The equalized signal u, input to the differential-signal 

generator 5 is input to the flip-flop 5A. The flip-flop 5A 
delays the equalized signal u, by a channel bit clock and 
outputs an equalized signal u, . 
The equalized signal u, input to the differential-signal 

generator 5 and the delayed equalized signal u, are input 
to the adder 5B. The adder 5B outputs a differential signal 
Vu-u. In this way, the reproduced signal is equalized 
to the partial response PR (a b-a Oa-b-a). 

The differential-reference-value generator 6 shown in 
FIG. 6 includes registers 6A to 6J and registers 6a to 6p. 
The register 6A stores the reference value roooo, equal to 

the value in the register 4A. The register 6B stores the 
reference value rooo, equal to the value in the register 4.B. 
The register 6C stores the reference value roo, equal to the 
value in the register 4C. The register 6D stores the reference 
value roo, equal to the value in the register 4D. The register 
6E stores the reference value roo, equal to the value in the 
register 4E. The register 6F Stores the reference value roo 
equal to the value in the register 4F. The register 6G stores 
the reference value roo, equal to the value in the register 
4G. The register 6H stores the reference value ro, equal to 
the value in the register 4H. The register 6I stores the 
reference value ro, equal to the value in the register 4I. 
The register 6J Stores the reference value r, equal to the 
value in the register 4.J. 

Also, adders 61 for obtaining differential reference values 
are provided between the registers 6A to 6J and the registers 
6a to 6p. 
The register 6a stores a differential reference value 

doooooroooo-roooo. The register 6b Stores a differential ref 
erence value doooo-roooo-rooo. The register 6c stores a 
differential reference value dooo-rooo-roo. The register 
6d stores a differential reference value doooorooo-roooo. 
The register 6e stores a differential reference value 
dooo-rooo-rooo. The register 6f stores a differential ref 
erence value doo-roo-roo. The register 6g stores a 
differential reference value dooo-roo-roo. The register 
6h stores a differential reference value doo-roo-ro. 
The register 6i stores a differential reference value 
dooor loo-ri ooo 
The register 6i stores a differential reference value 

doo-roo-roo. The register 6k stores a differential ref 
erence value dooroo-roo. The register 6l stores a 
differential reference Value dooro-ro. The register 
6 in stores a differential reference value do1111 ro111-ril 11. 
The register 6n stores a differential reference value 
door o-roo. The register 6O stores a differential ref 
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10 
erence value dori-ro. The register 6p stores a 
differential reference value d =r-r. 

In this way, reference levels of the partial response PR (a 
b-a 0 a-b-a) are generated. 
The differential metric generator 7 shown in FIG. 7 

includes reference-value registers 7A to 7P and differential 
metric registers 7a to 7p. 
The register 7A stores the differential reference value 

dooooo of the register 6a. The register 7B stores the differ 
ential reference value doooo of the register 6b. The register 
7C stores the differential reference value door of the 
register 6c. The register 7D stores the differential reference 
value doooo of the register 6d. The register 7E Stores the 
differential reference value door of the register 6e. The 
register 7F stores the differential reference value door of 
the register 6f. The register 7G stores the differential refer 
ence value dooo of the register 6g. The register 7H stores 
the differential reference value door of the register 6h. 
The register 7I stores the differential reference value 
do of the register 6i. The register 7J stores the differential 
reference value door of the register 6i. The register 7K 
stores the differential reference value dooo of the register 
6k. The register 7L stores the differential reference value 
doo of the register 6l. The register 7M stores the differ 
ential reference value do of the register 6 m. The register 
7N stores the differential reference value do of the 
register 6n. The register 7O stores the differential reference 
value do of the register 60. The register 7P stores the 
differential reference value d of the register 6p. 

Also, the register 7a stores a metric mbooooo between the 
differential signal V, and the differential reference value 
dooooo. The register 7b Stores a metric mboooo between the 
differential signal V, and the differential reference value 
doooo. The register 7c stores a metric mboo between the 
differential signal V, and the differential reference value 
dooo. The register 7d stores a metric mboooo between the 
differential signal V, and the differential reference value 
doooo. The register 7e stores a metric mbooo between the 
differential signal V, and the differential reference value 
doo. The register 7f stores a metric mboo between the 
differential signal V, and the differential reference value 
doo. The register 7g stores a metric mboo between the 
differential signal V, and the differential reference value 
dooo. The register 7h stores a metric mboo between the 
differential signal V, and the differential reference value 
doo 11. 
The register 7i stores a metric mboo between the 

differential signal V, and the differential reference value 
doo. The register 7i stores a metric mboo between the 
differential signal V, and the differential reference value 
doo. The register 7k stores a metric mboo between the 
differential signal V, and the differential reference value 
dooo. The register 7l stores a metric mboo between the 
differential signal V, and the differential reference value 
doo. The register 7m Stores a metric mbo between the 
differential signal V, and the differential reference value 
do. The register 7n stores a metric mboo between the 
differential signal V, and the differential reference value 
doo. The register 7o stores a metric mbo between the 
differential signal V, and the differential reference value 
do. The register 7p stores a metric mb between the 
differential signal V, and the differential reference value 
di 1111. 

Adders 71 and multipliers 72 are provided between the 
registers 7A and 7a, the registers 7B and 7b, the registers 7C 
and 7c, the registers 7D and 7d, the registers 7E and 7e, the 
registers 7F and 7f, the registers 7G and 7g, the registers 7H 
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and 7h, the registers 7I and 7i, the registers 7J and 7.j, the 
registers 7K and 7k, the registers 7L and 71, the registers 7M 
and 7m, the registers 7N and 7n, the registers 7O and 7o, and 
the registers 7P and 7p, respectively. 

The adders 71 receive the differential signal V, and the 
reference values dooooo, doooo, dooo.11 doooo, doool dool. 
doolios doo. 11; d. 1000; d. 1001 do1100 dolos do1111; d. 1100: 
do, and d in the registers 7A to 7P respectively, and 
output error signals thereof. Also, the multipliers 72 square 
the error signals output from the respective adders 71 and 
output the generated signals. Absolute-value calculators may 
be used instead of the multipliers 72. 

In this way, the values in the registers 7a to 7p are output 
at every channel bit clock. 

FIG. 8 is a block diagram showing an example of the 
configuration of the metric synthesizer 2D. 
The metric synthesizer 2D receives 10 metrics (ms) 

output from the registers 4a to 4f of the first-metric generator 
2B and 16 metrics (mb) output from the registers 7a to 7p 
of the second-metric generator 2C, and outputs 16 metrics 
(mp) obtained from registers 8A to 8P. 
The first metric mSoooo and the second metric mbooooo are 

input to the register 8A, which generates a synthetic metric 
mpooooomsoooo-kmbooooo by using a predetermined con 
stant kas coefficient and stores the synthetic metric. The first 
metric mSoooo and the second metric mboooo are input to the 
register 8B, which generates a synthetic metric 
mpoooomsoooo-kmboooo by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric msooo and the second metric mboo are input 
to the register 8C, which generates a synthetic metric 
mpooo-mSooo..+kmboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. 
The first metric msooo and the second metric mboooo are 

input to the register 8D, which generates a synthetic metric 
mpoooomsooo-kmbtoooo by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric msooo and the second metric mboo are input 
to the register 8E, which generates a synthetic metric 
mpooomsooo-kmboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric mSoo and the second metric mboo are input 
to the register 8F, which generates a synthetic metric 
mpoo, msloo +kimboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. 
The first metric mSoo and the second metric mboolo are 

input to the register 8G, which generates a synthetic metric 
mpooo-msoo+k*mboo, o by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric mSoo and the second metric mboo are input 
to the register 8H, which generates a synthetic metric 
mpool mSoo +kimboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric mSoo and the second metric mboo are input 
to the register 8I, which generates a synthetic metric 
mpooo mSoo-kmboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. 
The first metric mSoo and the second metric mboo are 

input to the register 8.J., which generates a synthetic metric 
mpool mSoo-kmboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric mSolo and the second metric mboo are input 
to the register 8K, which generates a synthetic metric 
mpooo mSoo-kmboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. The 
first metric mSo and the second metric mboo are input 
to the register 8L, which generates a synthetic metric 
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mpoomso+k*mboo by using the predetermined con 
stant k as coefficient and stores the synthetic metric. 
The first metric ms and the second metric mbo are 

input to the register 8M, which generates a synthetic metric 
mpo =mso+kimbo by using the predetermined con 
stant kas coefficient and stores the synthetic metric. The first 
metric ms to and the second metric mboo are input to the 
register 8N, which generates a synthetic metric 
mpoo mSo-kmboo by using the predetermined 
constant k as coefficient and stores the synthetic metric. 
The first metric ms and the second metric mbo are 

input to the register 8O, which generates a synthetic metric 
mpo ms 11+kimbo by using the predetermined con 
stant kas coefficient and stores the synthetic metric. The first 
metric ms and the second metric mb are input to the 
register 8P, which generates a synthetic metric 
mp -ms--kmb by using the predetermined con 
stant k as coefficient and stores the synthetic metric. 

In this way, the metric values in the registers 8A to 8P are 
output at every channel bit clock. 

FIGS. 9 and 10 are block diagrams showing an example 
of the configuration of the Viterbi decoder 2E. 
The Viterbi decoder 2E includes a path metric updating 

device 9 shown in FIG. 9 and a path memory updating 
device 10 shown in FIG. 10. 
As shown in FIG. 9, the path metric updating device 9 

includes path metric registers 9A to 9J and 9A to 9J and 
flip-flops 9a to 9i 
The register 9A Stores a path metric pmoooo of a Survival 

path in a state Soooo. In the register 9A", the smaller value is 
Selected from among path metrics pmooooopmoooo--mpooooo 
and pm loooopmooo--mpoooo of the paths to the state Soooo. 
Herein, the metrics mpooooo and mpoooo used for calculating 
the path metrics are input from the metric synthesizer 2D. 
The value of the register 9A is latched by the flip-flop. 9a 
and is stored as the value of the register 9A. 
The register 9B stores a path metric pmooo of a Survival 

path in a state Sooo. In the register 9B', the Smaller value is 
Selected from among path metrics pmoooopmoooo--mpoooo, 
and pmooopmooo--mpoool of the paths to the state Sooo. 
Herein, the metrics mpoooo and mpooo used for calculating 
the path metrics are input from the metric synthesizer 2D. 
The value of the register 9B' is latched by the flip-flop 9b and 
is stored as the value of the register 9B. 
The register 9C stores a path metric pm of a survival 

path in a state Sooo. The register 9C" stores a path metric 
pm looopmoot-mpooo of the path to the State Sooo. The 
metric mpoo used for calculating the path metric is input 
from the metric synthesizer 2D. The value of the register 9C 
is latched by the flip-flop 9c and is stored as the value of the 
register 9C. 
The register 9D stores a path metric pmoo of a Survival 

path in a state Soo. The register 9D' stores a path metric 
pm loopmoot-mpool of the path to the State Soo. The 
metric mpoo used for calculating the path metric is input 
from the metric synthesizer 2D. The value of the register 9D' 
is latched by the flip-flop. 9d and is stored as the value of the 
register 9D. 
The register 9E stores a path metric pmoo of a Survival 

path in a state soo. In the register 9E, the smaller value is 
Selected from among path metrics pmooopmooo--mpoool 
and pm loopmoo--mpool of the paths to the state Soo. 
Herein, the metrics mpoo and mpoo used for calculating 
the path metrics are input from the metric synthesizer 2D. 
The value of the register 9E is latched by the flip-flop 9e and 
is stored as the value of the register 9E. 
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The register 9F stores a path metric pmoo of a Survival 
path in a state soo. In the register 9F", the smaller value is 
Selected from among path metrics pmol loopmoot-mpoloo 
and pm loopmo+mpoo of the paths to the state Soo. 
Herein, the metrics mpooo and mpoo used for calculating 
the path metrics are input from the metric synthesizer 2D. 
The value of the register 9F" is latched by the flip-flop 9f and 
is stored as the value of the register 9F. 
The register 9G stores a path metric pmolo of a Survival 

path in a state Soo. The register 9G' stores a path metric 
pmooopmoo--mpoolio of the path to the state Solo. The 
metric mpoo used for calculating the path metric is input 
from the metric synthesizer 2D. The value of the register 9G' 
is latched by the flip-flop 99 and is stored as the value of the 
register 9G. 
The register 9H stores a path metric pmol of a Survival 

path in a state so. The register 9H' stores a path metric 
pmoopmoo--mpool of the path to the state Soil. The 
metric mpoo used for calculating the path metric is input 
from the metric synthesizer 2D. The value of the register 9H' 
is latched by the flip-flop 9h and is stored as the value of the 
register 9H. 
The register 9I stores a path metric pmo of a Survival 

path in a state so. In the register 9I", the Smaller value is 
Selected from among path metrics pmolo pmol +mpoo 
and pm.opm.11+mpilio of the paths to the state Sillo. 
Herein, the metrics mpoo and mpo used for calculating 
the path metrics are input from the metric synthesizer 2D. 
The value of the register 9I' is latched by the flip-flop 9i and 
is stored as the value of the register 9I. 
The register 9J Stores a path metric pm of a Survival 

path in a states. In the register 9J', the Smaller value is 
Selected from among path metrics pmol 11 pmol +mpo 
and pm. pm+mp of the paths to the state S. 
Herein, the metrics mpo and mp used for calculating 
the path metrics are input from the metric synthesizer 2D. 
The value of the register 9J is latched by the flip-flop 9i and 
is stored as the value of the register 9J. 
As shown in FIG. 10, the path memory updating device 10 

includes path memory registers 10A to 10J and 10A to 10.J.' 
and flip-flops 10a to 10i. 
The register 10A stores a path memory Moooo of the 

Survival path in the state Soooo. In the register 10A, a path 
memory of the path having a smaller path metric is selected 
from among pass memories Moooo and Mooo of the two 
paths to the state Soooo. The selected memory value is 
doubled and 0 is added thereto. The value of the register 
10A is latched by the flip-flop 10a and is stored as the value 
of the register 10A. 
The register 10B stores a path memory Mooo of the 

Survival path in the state Sooo. In the register 10B', a path 
memory of the path having a smaller path metric is selected 
from among pass memories Moooo and Mooo of the two 
paths to the state Sooo. The selected memory value is 
doubled and 0 is added thereto. The value of the register 
10B' is latched by the flip-flop 10b and is stored as the value 
of the register 10B. 
The register 10C stores a path memory Mooo of the 

Survival path in the state Sooo. In the register 10C", a path 
memory Moo of the path to the state sooo is doubled and 
0 is added thereto. The value of the register 10C is latched 
by the flip-flop 10c and is stored as the value of the register 
1OC. 

The register 10D stores a path memory Moo of the 
Survival path in the state Soo. In the register 10D', a path 
memory Moo of the path to the state Soo is doubled and 
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1 is added thereto. The value of the register 10D' is latched 
by the flip-flop 10d and is stored as the value of the register 
1OD. 
The register 10E stores a path memory Moo of the 

Survival path in the state Soo. In the register 10E', a path 
memory of the path having a smaller path metric is selected 
from among pass memories Mooo and Mool of the two 
paths to the state Soo. The selected memory value is 
doubled and 1 is added thereto. The value of the register 10E 
is latched by the flip-flop 10e and is stored as the value of 
the register 10E. 
The register 10F stores a path memory Moo of the 

Survival path in the state Soo. In the register 10F, a path 
memory of the path having a smaller path metric is selected 
from among pass memories Moo and Mo of the two 
paths to the state so. The selected memory value is 
doubled and 0 is added thereto. The value of the register 10F 
is latched by the flip-flop 10f and is stored as the value of the 
register 10F. 
The register 10G stores a path memory Moo of the 

Survival path in the state soo. In the register 10G", a path 
memory Mool of the path to the state Soo is doubled and 
0 is added thereto. The value of the register 10G is latched 
by the flip-flop 10g and is stored as the value of the register 
10G. 
The register 10H stores a path memory Mo of the 

Survival path in the state so. In the register 10H, a path 
memory Moo of the path to the state so is doubled and 
1 is added thereto. The value of the register 10H is latched 
by the flip-flop 10h and is stored as the value of the register 
1OH. 
The register 10I stores a path memory Mo of the 

Survival path in the state so. In the register 10I", a path 
memory of the path having a smaller path metric is selected 
from among pass memories M and M of the two 
paths to the state so. The selected memory value is 
doubled and 0 is added thereto. The value of the register 10I' 
is latched by the flip-flop 10i and is stored as the value of the 
register 10I. 
The register 10J stores a path memory M of the 

Survival path in the state S. In the register 10J, a path 
memory of the path having a smaller path metric is selected 
from among pass memories Moi and M of the two 
paths to the state S. The selected memory value is 
doubled and 1 is added thereto. The value of the register 10.J.' 
is latched by the flip-flop 10i and is stored as the value of the 
register 10.J. 
The most significant bit (MSB) of any of the path memory 

registers 10A to 10J of the path memory updating device 10 
is externally output as decoded data. 
As a result, decoded bit information is output from the 

Viterbi decoder 2E. 
In the above-described embodiment, a reference value 

includes a 4-bit partial response. However, the reference 
value may include a partial response of less than 4 bits. 
Alternatively, the reference value may include a partial 
response of more than 4 bits. 

Further, the reference values in the embodiment may be 
applied by a learning type table, in which a sampling level 
is adaptively fed back in accordance with decoded data. 

FIG. 11 is a block diagram showing an example of the 
configuration of the maximum likelihood decoder 1D in 
which the adaptive table is used. 

In the decoder 1D shown in FIG. 11, the waveform 
equalizer 2A, the first-metric generator 2B, the second 
metric generator 2C, the metric synthesizer 2D, and the 
Viterbi decoder 2E are common with the configuration 
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shown in FIG. 2. In FIG. 11, however, decoded data output 
from the Viterbi decoder 2E is input to adaptive level 
feedback units 11A and 11B, reference values according to 
the decoded data are found by the internal tables of the 
adaptive level feedback units 11A and 11B, and the reference 
values are fed back to the first-metric generator 2B and the 
second-metric generator 2C, respectively, so that the refer 
ence values are reflected to generation of metrics. 

In the above-described embodiment, the present invention 
is applied to a reproducing system for optical-disk-type 
recording media. However, the present invention can be 
widely applied to various systems correlated with noise, 
Such as a system for reproducing magnetic disks and a 
system to which similar reproduced signals are input 
through a network or the like. 
As described above, according to the maximum likeli 

hood decoding method and the maximum likelihood 
decoder of the present invention, a metric between a repro 
duced signal generated based on a first partial response and 
a reference value generated based on the first partial 
response is generated. Also, a metric between a reproduced 
signal generated based on a second partial response and a 
reference value generated based on the second partial 
response is generated. By using a synthetic metric generated 
by combining these two metrics at a predetermined ratio, 
maximum likelihood decoding can be realized while effec 
tively controlling various types of noise having different 
characteristics. 
What is claimed is: 
1. A maximum likelihood decoding method for obtaining 

original information by decoding a reproduced signal from 
a recording medium or a reproduced signal obtained through 
a transmission medium, the method comprising: 

a first-metric generating step for generating a metric of a 
reproduced signal generated based on a first partial 
response, the metric being a first metric; 

a second-metric generating step for generating a metric of 
a reproduced signal generated based on a second partial 
response, the metric being a second metric; and 

a maximum likelihood decoding step for realizing maxi 
mum likelihood decoding by using the first metric and 
the second metric, 

wherein the second partial response is a differential partial 
response obtained by calculating a difference between 
the first partial response and a response generated by 
shifting the first partial response by 1 channel clock. 

2. The method according to claim 1, wherein the first 
partial response has a predetermined frequency characteris 
tic which can be realized by adjusting a frequency charac 
teristic of a channel for generating a reproduced signal based 
on a data signal. 

3. The method according to claim 1, wherein the first 
partial response is generated by equalizing a reproduced 
signal, which is reproduced by transferring a data signal, by 
using a waveform equalizer. 

4. The method according to claim 1, wherein, in the 
first-metric generating step, the first metric is generated by 
calculating a metric between a reproduced signal generated 
by equalizing a reproduced data signal to the first partial 
response and a reference signal obtained by inputting a data 
sequence which can serve as a decoded data sequence to the 
first partial response. 

5. The method according to claim 1, wherein, in the 
second-metric generating step, the second metric is gener 
ated by calculating a metric between a reproduced signal 
generated by equalizing a reproduced data signal to the 
second partial response and a reference signal obtained by 
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inputting a data sequence which can serve as a decoded data 
sequence to the second partial response. 

6. The method according to claim 1, wherein the first 
metric and the second metric are the square of a difference 
in an amplitude level between a sample of a reproduced 
signal generated by reproducing a data signal based on a 
predetermined partial response and a sample of a reference 
signal generated by using a data signal which can serve as 
a decoded data signal based on the partial response. 

7. The method according to claim 1, wherein the first 
metric and the second metric are the absolute value of a 
difference in an amplitude level between a sample of a 
reproduced signal generated by reproducing a data signal 
based on a predetermined partial response and a sample of 
a reference signal generated by using a data signal which can 
serve as a decoded data signal based on the partial response. 

8. The method according to claim 1, wherein the first 
metric and the second metric are the function of a difference 
in an amplitude level between a sample of a reproduced 
signal generated by reproducing a data signal based on a 
predetermined partial response and a sample of a reference 
signal generated by using a data signal which can serve as 
a decoded data signal based on the partial response. 

9. The method according to claim 1, wherein the maxi 
mum likelihood decoding step comprises: 

a metric synthesizing step for synthesizing the first metric 
and the second metric at a predetermined ratio; and 

a Viterbi decoding step for obtaining original data by 
using the synthetic metric by maximum likelihood 
decoding. 

10. The method according to claim 9, wherein the ratio of 
the first metric and the second metric is adjusted in accor 
dance with the frequency characteristic of noise contained in 
a reproduced signal reproduced by transferring a data signal. 

11. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and a data pattern representing states which form the Viterbi 
algorithm includes data of a number the same as the number 
required for generating the first partial response. 

12. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and a data pattern representing states which form the Viterbi 
algorithm includes data of a number Smaller by one than the 
number required for generating the second partial response. 

13. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and a data pattern representing states which form the Viterbi 
algorithm includes data of a number the same as the number 
required for generating the second partial response. 

14. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
the first metric is defined to each state of Viterbi decoding, 
and the second metric is defined to each branch of Viterbi 
decoding. 

15. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and the first metric and the second metric are defined to each 
branch of Viterbi decoding. 

16. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
the first metric is defined to each branch of Viterbi decoding, 
and the second metric is defined to each state of Viterbi 
decoding. 

17. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and a Survival path to each state has the Smallest path metric 
in paths to each state. 
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18. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and the path metric of a path in each state can be obtained 
by multiplying a metric to the first partial response by a 
predetermined constant and then adding the result to the path 
metric of a Survival path to each state. 

19. The method according to claim 1, wherein a Viterbi 
algorithm is used in the maximum likelihood decoding step, 
and the path metric of a path in each branch can be obtained 
by multiplying a metric to the second partial response by a 
predetermined constant and then adding the result to the path 
metric of a survival path to each branch. 

20. A maximum likelihood decoder for obtaining original 
information by decoding a reproduced signal from a record 
ing medium or a reproduced signal obtained through a 
transmission medium, the decoder comprising: 

first-metric generating means for generating a metric of a 
reproduced signal generated based on a first partial 
response, the metric being a first metric; 

second-metric generating means for generating a metric 
of a reproduced signal generated based on a second 
partial response, the metric being a second metric; and 

maximum likelihood decoding means for realizing maxi 
mum likelihood decoding by using the first metric and 
the second metric, 

wherein the second partial response is a differential partial 
response obtained by calculating a difference between 
the first partial response and a response generated by 
shifting the first partial response by 1 channel clock. 

21. The maximum likelihood decoder according to claim 
20, wherein the first partial response has a predetermined 
frequency characteristic which can be realized by adjusting 
a frequency characteristic of a channel for generating a 
reproduced signal based on a data signal. 

22. The maximum likelihood decoder according to claim 
20, further comprising a waveform equalizer for equalizing 
a reproduced signal, which is reproduced by transferring a 
data signal, to the first partial response. 

23. The maximum likelihood decoder according to claim 
20, wherein the first-metric generating means generates the 
first metric by calculating a metric between a reproduced 
signal generated by equalizing a reproduced data signal to 
the first partial response and a reference signal obtained by 
inputting a data sequence which can serve as a decoded data 
sequence to the first partial response. 

24. The maximum likelihood decoder according to claim 
20, wherein the second-metric generating means generates 
the second metric by calculating a metric between a repro 
duced signal generated by equalizing a reproduced data 
signal to the second partial response and a reference signal 
obtained by inputting a data sequence which can serve as a 
decoded data sequence to the second partial response. 

25. The maximum likelihood decoder according to claim 
20, wherein the first metric and the second metric are the 
square of a difference in an amplitude level between a 
sample of a reproduced signal generated by reproducing a 
data signal based on a predetermined partial response and a 
sample of a reference signal generated by using a data signal 
which can serve as a decoded data signal based on the partial 
response. 

26. The maximum likelihood decoder according to claim 
20, wherein the first metric and the second metric are the 
absolute value of a difference in an amplitude level between 
a sample of a reproduced signal generated by reproducing a 
data signal based on a predetermined partial response and a 
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sample of a reference signal generated by using a data signal 
which can serve as a decoded data signal based on the partial 
response. 

27. The maximum likelihood decoder according to claim 
20, wherein the first metric and the second metric are the 
function of a difference in an amplitude level between a 
sample of a reproduced signal generated by reproducing a 
data signal based on a predetermined partial response and a 
sample of a reference signal generated by using a data signal 
which can serve as a decoded data signal based on the partial 
response. 

28. The maximum likelihood decoder according to claim 
20, wherein the maximum likelihood decoding means com 
prises: 

metric synthesizing means for synthesizing the first metric 
and the second metric at a predetermined ratio; and 

Viterbi decoding means for obtaining original data by 
using the synthetic metric by maximum likelihood 
decoding. 

29. The maximum likelihood decoder according to claim 
28, wherein the metric synthesizing means adjusts the ratio 
of the first metric and the second metric in accordance with 
the frequency characteristic of noise contained in a repro 
duced signal reproduced by transferring a data signal. 

30. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and a data pattern representing 
states which form the Viterbialgorithm includes data of a 
number the same as the number required for generating the 
first partial response. 

31. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and a data pattern representing 
states which form the Viterbialgorithm includes data of a 
number Smaller by one than the number required for gen 
erating the second partial response. 

32. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and a data pattern representing 
states which form the Viterbialgorithm includes data of a 
number the same as the number required for generating the 
second partial response. 

33. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, the first metric is defined to each 
state of Viterbi decoding, and the second metric is defined to 
each branch of Viterbi decoding. 

34. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and the first metric and the 
second metric are defined to each branch of Viterbi decod 
ing. 

35. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, the first metric is defined to each 
branch of Viterbi decoding, and the second metric is defined 
to each state of Viterbi decoding. 

36. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and a survival path to each state 
has the Smallest path metric in paths to each state. 

37. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and the path metric of a path in 
each state can be obtained by multiplying a metric to the first 
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partial response by a predetermined constant and then add 
ing the result to the path metric of a Survival path to each 
State. 

38. The maximum likelihood decoder according to claim 
20, wherein a Viterbialgorithm is used in the maximum 
likelihood decoding means, and the path metric of a path in 

20 
each branch can be obtained by multiplying a metric to the 
second partial response by a predetermined constant and 
then adding the result to the path metric of a survival path 
to each branch. 
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