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FEATURE SELECTION FOR MAGE BASED 
LOCATION DETERMINATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is a continuation of U.S. 
patent application Ser. No. 14/075,621, filed on Nov. 8, 2013, 
the disclosure of which is incorporated herein by reference. 

BACKGROUND 

0002 Various mobile devices can provide information 
about their current location. For example, a typical mobile 
computing device Such as a cellular phone or tablet computer 
may use wireless network access point models, geographic 
position systems, or various triangulation methods to deter 
mine their locations. However, these methods may not be 
available in certain locations where network coverage or sat 
ellite information is unavailable. 

SUMMARY 

0003 Aspects of the disclosure provide computer-imple 
mented method. The method includes receiving, by one or 
more computing devices, information collected at an particu 
lar area; identifying, by the one or more computing devices, 
one or more features and associated locations from the 
received information; selecting, by the one or more comput 
ing devices, given ones of the identified one or more features 
based on a characteristic of a user; and generating, by the one 
or more computing devices, a set of geometry data for the 
particular area based on the selected ones of the one or more 
features and the associated locations. 

0004. In one example, the characteristic includes locations 
where that user is likely to be at the particular area. In another 
example, the characteristic includes locations where that user 
is not likely to be at the particular area. In another example, 
the characteristic includes locations where that user is likely 
to be lost at the particular area. In another example, the 
characteristic includes a type of the user. In another example, 
the characteristic includes an activity associated with the user. 
In another example, the characteristic includes a storage 
attribute of a mobile computing device of the user. In another 
example, the characteristic includes a processing power 
attribute of a mobile computing device of the user. 
0005. Another aspect of the disclosure provides a system. 
The system includes one or more computing devices. The one 
or more computing devices are configured to receive infor 
mation collected at an particular area; identify one or more 
features and associated locations from the received informa 
tion; select given ones of the identified one or more features 
based on a characteristic of a user, and generate a set of 
geometry data for the particular area based on the selected 
ones of the one or more features and the associated locations. 

0006. In one example, the characteristic includes locations 
where that user is likely to be at the particular area. In another 
example, the characteristic includes locations where that user 
is not likely to be at the particular area. In another example, 
the characteristic includes locations where that user is likely 
to be lost at the particular area. In another example, the 
characteristic includes a type of the user. In another example, 
the characteristic includes an activity associated with the user. 
In another example, the characteristic includes a storage 
attribute of a mobile computing device of the user. In another 
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example, the characteristic includes a processing power 
attribute of a mobile computing device of the user. 
0007. A further aspect of the disclosure provides a non 
transitory, computer-readable storage device on which com 
puter readable instructions of a program are stored. The 
instructions, when executed by one or more processors, cause 
the one or more processors to perform a method. The method 
includes receiving information collected atan particular area; 
identifying one or more features and associated locations 
from the received information; selecting given ones of the 
identified one or more features based on a characteristic of a 
user, and generating a set of geometry data for the particular 
area based on the selected ones of the one or more features 
and the associated locations. 
0008. In one example, the characteristic includes an activ 
ity associated with the user. In another example, the charac 
teristic includes a storage attribute of a mobile computing 
device of the user. In another example, the characteristic 
includes a processing power attribute of a mobile computing 
device of the user. 
0009. Yet another aspect of the disclosure provides a com 
puter-implemented method. The method includes receiving, 
by one or more computing devices, information collected at a 
particular area; identifying, by the one or more computing 
devices, one or more features and associated locations from 
the received information; ranking, by the one or more com 
puting devices, the identified one or more features according 
to relative uniqueness among the identified one or more fea 
tures; and generating, by the one or more computing devices, 
a set of geometry data for locating a mobile device at the 
particular area based on selected ones of the ranked features 
and the associated locations. 
0010. In on example, the set of geometry data is generated 
further based on a threshold ranking percentile. In another 
example, the set of geometry data is generated further based 
on a number of directions a camera of a mobile computing 
device is likely to be pointed in from a given location at the 
particular area. In another example, the set of geometry data 
is generated Such that the set of geometry data does not 
include duplicate features. In another example, the set of 
geometry data is generated further based on a size of the set of 
geometry data when the geometry data is compressed. In 
another example, the set of geometry data is generated further 
based on expected locations of people at the particular area. In 
another example, sending the set of geometry data to a client 
computing device. In another example, the particular area is 
an indoor space. 
0011. Another aspect of the disclosure provides a system. 
The system includes one or more computing devices. The one 
or more computing devices are configured to receive infor 
mation collected at a particular area; identify, by the one or 
more computing devices, one or more features and associated 
locations from the received information; rank the identified 
one or more features according to relative uniqueness among 
the identified one or more features; and generate a set of 
geometry data for locating a mobile device at the particular 
area based on selected ones of the ranked features and the 
associated locations. 
0012. In one example, the one or more computing devices 
are further configured to generate the set of geometry data 
further based on a threshold ranking percentile. In another 
example, the one or more computing devices are further con 
figured to generate the set of geometry data further based on 
a number of directions a camera of a mobile computing 
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device is likely to be pointed in from a given location at the 
particular area. In another example, the one or more comput 
ing devices are further configured to generate the set of geom 
etry data Such that the set of geometry data does not include 
duplicate features. In another example, the one or more com 
puting devices are further configured to generate the set of 
geometry data further based on a size of the set of geometry 
data when the geometry data is compressed. In another 
example, the one or more computing devices are further con 
figured to generate the set of geometry data further based on 
expected locations of people at the particular area. In another 
example, the one or more computing devices are further con 
figured to send the set of geometry data to a client computing 
device. In another example, the particular area is an indoor 
Space. 
0013. A further aspect of the disclosure provides a non 

transitory, computer-readable storage device on which com 
puter readable instructions of a program are stored. The 
instructions, when executed by one or more processors, cause 
the one or more processors to perform a method. The method 
includes receiving information collected at a particular area; 
identifying one or more features and associated locations 
from the received information; ranking the identified one or 
more features according to relative uniqueness among the 
identified one or more features; and generating a set of geom 
etry data for locating a mobile device at the particular area 
based on selected ones of the ranked features and the associ 
ated locations. 
0014. In one example, the set of geometry data is gener 
ated further based on a threshold ranking percentile. In 
another example, the set of geometry data is generated further 
based on a size of the set of geometry data when the geometry 
data is compressed. In another example, the set of geometry 
data is generated further based on expected locations of 
people at the particular area. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0015 FIG. 1 is a functional diagram of an example system 
in accordance with aspects of the disclosure. 
0016 FIG. 2 is a pictorial diagram of the example system 
of FIG. 1. 
0017 FIG. 3 is an example of geometry data and a repre 
sentation of geometry data in accordance with aspects of the 
disclosure. 
0018 FIG. 4 is an example of a user in a room in accor 
dance with aspects of the disclosure. 
0019 FIG. 5 is an example screen shot and client comput 
ing device in accordance with aspects of the disclosure. 
0020 FIG. 6 is an example image and representation of 
geometry data in accordance with aspects of the disclosure. 
0021 FIG. 7 is an example screen shot and client comput 
ing device in accordance with aspects of the disclosure. 
0022 FIG. 8 is another example screen shot and client 
computing device in accordance with aspects of the disclo 
SUC. 

0023 FIG. 9 is a flow diagram in accordance with aspects 
of the disclosure. 
0024 FIG.10 is an example of a map of an indoor space in 
accordance with aspects of the disclosure. 
0025 FIG. 11 is a flow diagram in accordance with aspects 
of the disclosure. 
0026 FIG. 12 is another flow diagram in accordance with 
aspects of the disclosure. 
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DETAILED DESCRIPTION 

Overview 

0027. The technology discussed herein relates to having a 
mobile computing device determine its location from a cam 
era image without relying on information from the camera or 
the mobile computing device other than the image itself. For 
example, when using a mobile computing device Such as a 
cellular phone, in many situations, geographic positioning 
systems such as the Global Positioning System (GPS), or 
local network access (e.g., WiFi) may not be available. As an 
example, these may not be available in certain indoor spaces 
or remote locations, such as mountain ranges. If the user 
wants to determine where he or she is, the mobile computing 
device may do so by using an image of the location and 
comparing that image to pre-stored geometry of the indoor 
space. Thus, even though other geographic location systems 
are unavailable, the mobile computing device may provide 
the user with location information. Further, even if geo 
graphic location systems are available, the user's mobile 
device may not have a compatible module for determining 
location. Or the geographic location module on the mobile 
device, if there is one, may be turned off or otherwise unavail 
able. 
0028. In one aspect, while moving through an area such as 
a building or an outdoor space, the user may want to know 
where here or she is currently located. For example, the user 
may launch an application or other feature of a client com 
puting device in order to determine the current location of the 
client computing device. In response, the mobile computing 
device may prompt the user to move the mobile computing 
device around the indoor space to capture a video or a series 
of images of the indoor space. Alternatively, the user may 
simply capture an image of the indoor space. 
0029. The mobile computing device may access geometry 
data describing the geometry of the world proximate to the 
mobile computing device. This data may be pre-stored on the 
mobile computing device or retrieved from a server. For 
example, whena user enters a building, the mobile computing 
device may request the geometry information for the building 
at that time using a last known global positioning system fix, 
barcode, address information, etc. 
0030 The mobile computing device may then compare 
the camera image to the geometry data to identify the mobile 
computing devices location and orientation without any 
other information from the camera or other location cues (e.g. 
GPS, WiFi, etc.). Once the location has been determined, it 
may be displayed to the user. 
0031. In some embodiments, in order to determine the 
device's location, the mobile computing device may extract 
features from the obtained image and compare those features 
to the geometry data. The features may be extracted on the 
mobile computing device and/or the image may be sent to one 
or more other computing devices in order to extract the fea 
tures. 

0032. In some examples, if the mobile computing device is 
unable to make a location determination, it may prompt the 
user for assistance. As an example, the mobile computing 
device may ask the user to pan around the room or take 
another picture. The mobile computing device may also ask 
the user to take a picture of a unique or interesting object in 
that room. 
0033. In order to provide the mobile computing device 
with the geometry data, information about the geometry of a 
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location must first be captured. In some examples, the interior 
of a building may be captured using lasers, Sonar, and/or 
cameras. This data may then be processed to identify the 
various features of the location as well as their relative loca 
tions. 

0034. The identified features may then be reviewed to 
determine what geometry (or features) are needed for local 
ization. For example, there is a tradeoffbetween the size of an 
area that can be covered by particular package of geometry 
data and the amount of data that can be compressed or pack 
aged in a way that it can be used by a mobile computing 
device. Thus, features may be included or excluded from the 
geometry data of a particular area based on the number of 
directions a camera of a mobile computing device is likely to 
be pointed in from any given location, as well as the features 
themselves. In addition, certain features, or geometry data of 
those features, may be excluded if it would not be helpful in 
identifying the location. Similarly, features which are unique 
to an area should be (e.g., unique geometric shapes or 
arrangements of colors) included as they would be helpful to 
the localization. 

0035. In one example, features and feature geometry may 
be ranked by uniqueness. For example, in an office building, 
chair and desk arrangements may be less unique than the 
location, size, and/or type of wall hangings. Similarly, in the 
case of an outdoor situation the geometry and features of a set 
of identical buildings may be less unique, but the same build 
ing standing alone in another location may be very unique. 
0036. The highest-ranking features and feature geometry 
may then be selected for the geometry data that will be used 
by the mobile computing devices to determine location. In 
this regard, low ranking features (or those that are less unique) 
may be excluded from the geometry data used by the mobile 
computing device. 
0037. The geometry data may also be filtered or otherwise 
compressed (or ranked as described above) with regard to 
users in general or specific to a particular user or that user's 
mobile computing device. Thus, features and feature geom 
etry may be excluded or included based on whether the geom 
etry data corresponds to locations where users are likely to be 
or where users are likely to get lost. Geometry data may also 
be filtered based on the type of user who will need to be 
located. For example, ifa user is a tourist, geometry related to 
signs or the shape of buildings may be more important, 
whereas if the user is an athlete (e.g., a runner), geometry data 
related to roads, paths, or vegetation (e.g., trees) may be more 
important. In another example, the geometry data may be 
determined based on the limitations of the user's mobile 
computing device Such as bandwidth, storage, processing 
power, etc. 

Example Systems 

0038 FIGS. 1 and 2 include an example system 100 in 
which the features described above may be implemented. It 
should not be considered as limiting the scope of the disclo 
sure or usefulness of the features described herein. In this 
example, system 100 can include computing devices 110. 
120, 130, and 140 as well as storage system 150. Each com 
puting device 110 can contain one or more processors 112, 
memory 114 and other components typically present in gen 
eral purpose computing devices. Memory 114 of each of 
computing devices 110, 120, 130, and 140 can store informa 

May 14, 2015 

tion accessible by the one or more processors 112, including 
instructions 116 that can be executed by the one or more 
processors 112. 
0039 Memory can also include data 118 that can be 
retrieved, manipulated or stored by the processor. The 
memory can be of any non-transitory type capable of storing 
information accessible by the processor, Such as a hard-drive, 
memory card, ROM, RAM, DVD, CD-ROM, write-capable, 
and read-only memories. 
0040. The instructions 116 can be any set of instructions to 
be executed directly, such as machine code, or indirectly, Such 
as scripts, by the one or more processors. In that regard, the 
terms “instructions.” “application.” “steps” and “programs” 
can be used interchangeably herein. The instructions can be 
stored in object code format for direct processing by a pro 
cessor, or in any other computing device language including 
Scripts or collections of independent source code modules 
that are interpreted on demand or compiled in advance. Func 
tions, methods and routines of the instructions are explained 
in more detail below. 

0041) Data 118 can be retrieved, stored or modified by the 
one or more processors 112 in accordance with the instruc 
tions 116. For instance, although the subject matter described 
herein is not limited by any particular data structure, the data 
can be stored in computer registers, in a relational database as 
a table having many different fields and records, or XML 
documents. The data can also be formatted in any computing 
device-readable format such as, but not limited to, binary 
values, ASCII or Unicode. Moreover, the data can comprise 
any information sufficient to identify the relevant informa 
tion, such as numbers, descriptive text, proprietary codes, 
pointers, references to data stored in other memories such as 
at other network locations, or information that is used by a 
function to calculate the relevant data. 

0042. The one or more processors 112 can be any conven 
tional processors, such as a commercially available CPU. 
Alternatively, the processors can be dedicated components 
Such as an application specific integrated circuit (ASIC) or 
other hardware-based processor. Although not necessary, one 
or more of computing devices 110 may include specialized 
hardware components to perform specific computing pro 
cesses, such as decoding video, matching video frames with 
images, distorting videos, encoding distorted videos, etc. 
faster or more efficiently. 
0043 Although FIG. 1 functionally illustrates the proces 
Sor, memory, and other elements of computing device 110 as 
being within the same block, the processor, computer, com 
puting device, or memory can actually comprise multiple 
processors, computers, computing devices, or memories that 
may or may not be stored within the same physical housing. 
For example, the memory can be a hard drive or other storage 
media located in housings different from that of the comput 
ing devices 110. Accordingly, references to a processor, com 
puter, computing device, or memory will be understood to 
include references to a collection of processors, computers, 
computing devices, or memories that may or may not operate 
in parallel. For example, the computing devices 110 may 
include server computing devices operating as a load-bal 
anced server farm, distributed system, etc. Yet further, 
although some functions described below are indicated as 
taking place on a single computing device having a single 
processor, Various aspects of the Subject matter described 
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herein can be implemented by a plurality of computing 
devices, for example, communicating information over net 
work 160. 

0044. Each of the computing devices 110 can be at differ 
ent nodes of a network 160 and capable of directly and indi 
rectly communicating with other nodes of network 160. 
Although only a few computing devices are depicted in FIGS. 
1-2, it should be appreciated that a typical system can include 
a large number of connected computing devices, with each 
different computing device being at a different node of the 
network 160. The network 160 and intervening nodes 
described herein can be interconnected using various proto 
cols and systems. Such that the network can be part of the 
Internet, World WideWeb, specific intranets, wide area net 
works, or local networks. The network can utilize standard 
communications protocols, such as Ethernet, WiFi and HTTP, 
protocols that are proprietary to one or more companies, and 
various combinations of the foregoing. Although certain 
advantages are obtained when information is transmitted or 
received as noted above, other aspects of the subject matter 
described herein are not limited to any particular manner of 
transmission of information. 

0045. As an example, each of the computing devices 110 
may include web servers capable of communicating with 
storage system 150 as well as computing devices 120, 130, 
and 140 via the network. For example, one or more of server 
computing devices 110 may use network 160 to transmit and 
present information to a user, such as user 220, 230, or 240, on 
a display, such as displays 122, 132, or 142 of computing 
devices 120, 130, or 140. In this regard, computing devices 
120, 130, and 140 may be considered client computing 
devices and may performall or some of the features described 
herein. 

0046 Each of the client computing devices 120, 130, and 
140 may be configured similarly to the server computing 
devices 110, with one or more processors, memory and 
instructions as described above. Each client computing 
device 120, 130 or 140 may be a personal computing device 
intended for use by a user 220, 230, 240, and have all of the 
components normally used in connection with a personal 
computing device Such as a central processing unit (CPU), 
memory (e.g., RAM and internal hard drives) storing data and 
instructions, a display Such as displays 122, 132, or 142 (e.g., 
a monitor having a screen, a touch-screen, a projector, a 
television, or other device that is operable to display informa 
tion), and user input device 124 (e.g., a mouse, keyboard, 
touch-screen or microphone). The client computing device 
may also include a camera for recording video streams, 
speakers, a network interface device, and all of the compo 
nents used for connecting these elements to one another. 
0047 Although the client computing devices 120, 130 and 
140 may each comprise a full-sized personal computing 
device, they may alternatively comprise mobile computing 
devices capable of wirelessly exchanging data with a server 
over a network Such as the Internet. By way of example only, 
client computing device 120 may be a mobile phone or a 
device such as a wireless-enabled PDA, a tablet PC, or a 
netbook that is capable of obtaining information via the Inter 
net. In another example, client computing device 130 may be 
a head-mounted computing system. As an example the user 
may input information using a small keyboard, a keypad, 
microphone, using visual signals with a camera, or a touch 
SCC. 
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0048. As with memory 114, storage system 150 can be of 
any type of computerized storage capable of storing informa 
tion accessible by the server computing devices 110, such as 
a hard-drive, memory card, ROM, RAM, DVD, CD-ROM, 
write-capable, and read-only memories. In addition, storage 
system 150 may include a distributed storage system where 
data is stored on a plurality of different storage devices which 
may be physically located at the same or different geographic 
locations. Storage system 150 may be connected to the com 
puting devices via the network 160 as shown in FIG. 1 and/or 
may be directly connected to any of the computing devices 
110, 120, 130, and 140 (not shown). 
0049 Storage system 150 may store geometry data. The 
geometry data may be predetermined for different areas, 
users, client computing devices, etc. as described below. The 
geometry data may include a plurality of three dimensional 
points or vectors defining the geographic locations of features 
as well as other information Such as color or colors, feature 
type (chair, window, etc.), textures, etc. FIG. 3 is an example 
300 of a table of geometry data and a three-dimensional 
representation of that geometry data. In this example, the 
geometry data corresponds to a room and includes informa 
tion identify the shape and location of various items or fea 
tures including desk 310, computer monitor 311, keyboard 
312, chair 313, lamp 314, garbage can 315, and white board 
316. The geometry data itself may be stored as a series of 
points, as shown in the example 300, or vectors or various 
other formats. This geometry data may also be associated 
with map information, for example, that may be displayed to 
a user in order to indicate location. 
0050 Although the geometry demonstrated in example 
300 appears to be well represented, the geometry may actu 
ally comprise probabilistic models generated by using a 
structure from motion (SfM) technique to estimate three 
dimensional geometry from two-dimensional images. In 
addition, there may be multiple models, or different 
'guesses' at the geometry of different objects. 

Example Methods 
0051. In order to take advantage of the techniques 
described herein, the user may installan application, select a 
setting, and/or the like. After this, the client computing device 
may request the geometry data described above from a server 
computing device. As an example, this request may be made 
automatically by client computing device 120 as user 220 
enters a particular geographic location, for example, when the 
user enters a particular building or indoor space. Alterna 
tively, the user may download the geometry data before vis 
iting the particular geographic location. 
0052. In response to the request, the server computing 
device may retrieve the geometry data from a storage system 
and sendit to the requesting client device. For example, server 
computing device 110 may retrieve geometry data from Stor 
age system 150 and send the geometry data to client comput 
ing device 120. 
0053. The user may then take his or her computing device 
to the particular geographic location. In some examples, the 
client computing device may be a mobile client computing 
device Such those as described with regard to client comput 
ing devices 120, 130, and 140 such that the current location of 
the user's client computing device may change as the user 
moves the client computing device to different locations. 
FIG. 4 is an example of a room 400 in which user 220 is 
standing holding client computing device 120. Room 400 
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corresponds to the area of geometry data 300 and includes 
various objects such as desk 410, computer monitor 411, 
keyboard 412, chair 413, lamp 414, garbage can 415, and 
white board 416. In this example, there are several smaller 
objects such as cup 417, eraser 418, and marker 419. 
0054 The user may access the application in order to 
determine the current location of the user's client computing 
device. In response, the client computing device may prompt 
the user to capture an image or a video. If the user chooses to 
do so, he or she may move the mobile computing device 
around the indoor space to capture a video or a series of still 
images of the indoor space. Alternatively, the user may sim 
ply capture a single image of the indoor space. FIG. 5 is an 
example 500 of a screen shot on client device 120 of a cap 
tured image 510. 
0055. The client computing device may process one or 
more frames of the video or the image to identify features. 
The features may be extracted on the mobile computing 
device and/or the image or one or more video frames may be 
sent to one or more other computing devices in order to 
identify features and their relative locations. As noted above, 
this process may utilizean SfM technique. For example, the 
client computing device 120 may process image 510 in order 
to identify the shape of lamp 520. The client computing 
device 120 may also determine location of lamp 520 relative 
to other features in the image such as computer monitor 530. 
0056. The identified features may be compared to the 
geometry data in order to identify matching features. Again, 
this comparison may be achieved by using an SfM technique. 
For example, client computing device may access the geom 
etry data and compare it to the identified features as shown in 
the example 600 of FIG. 6. In this example, geometry data 
310-16 may be compared to the features identified from 
image 510. The client computing device may thus compare 
and match the lamp 520 of image 510 to the lamp 314 of 
geometry data 300. Similarly, the client computing device 
may compare and match the computer monitor 530 of image 
510 to the computer monitor 311 of the geometry data 300. 
0057. Using the matched features, the client computing 
device may determine the location of the client computing 
device when the video or image was captured. For example, 
the client computing device may use the locations of the 
matched features to determine the orientation and location of 
the client computing device without requiring other location 
cues such as accelerometer or gyroscope data, GPS, WiFi, etc. 
In this regard, the client computing device may determine the 
location and orientation of the client computing device when 
the video or the image was captured 
0.058. Once the location has been determined, this infor 
mation may be provided to the user. As an example, informa 
tion identifying the determined location may be displayed to 
a user as shown in the screenshot of FIG. 7. In this example, 
client computing device 120 identifies a marker 710 with text 
bubble 720 indicating the client computing device's current 
location relative to a map 730. 
0059. In some examples, if the mobile computing device is 
unable to make a location determination, the device may 
prompt the user for assistance. As an example, the mobile 
computing device may ask the user to pan around the room to 
capture another video or to take another image. For example, 
FIG. 8 is a screenshot of client computing device 120 prompt 
ing the user to take another image. In this example, the user 
may select to take the image using option 810 or not to take 
the image using option 820. 
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0060. The mobile computing device may also prompt the 
user to take an image of a unique object in that room. For 
example, the client computing device may prompt the user to 
capture an image of an object which is special or unlikely to 
be found in other nearby areas. As an example, if the user were 
standing in a conference room at a hotel. Such rooms may 
appear somewhat similar in different locations. However, if 
the user captures an image of a logo unique to that location, 
Such as a sign indicating the city or name of the hotel, a piece 
of art in the lobby, this sign (or art) may assist the client 
computing device or other computing device to determine the 
user's location. 
0061 Although the examples above relate to indoor 
spaces, the features discussed herein may also be used to find 
locations at outdoor spaces, such as those where GPS signals 
are weak, too few, or unavailable. As an example, a user may 
capture an image of the horizon, the skyline, etc. and request 
the current location as the geometry of a horizonline, skyline, 
etc. may be different in different locations. 
0062 Flow diagram 900 of FIG.9 is an example of some 
of the aspects above that may be performed by one or more 
computing devices such as client computing device 120, 130, 
140 and/or server computing devices 110. In this example, an 
image of a location is received at block 902. The image is 
processed to identify one or more features at block 904. 
Pre-stored geometry data is accessed at block 906. This pre 
stored geometry data identifies a plurality of features and 
associated locations. A matching location is determined by 
comparing the identified one or more features to pre-stored 
geometry data at block 908. 
0063. The geometry data provided to the client computing 
device as described above may be pre-determined. In order to 
do, information about the geometry of an area must be cap 
tured or recorded. In some examples, the interior of a building 
may be captured using lasers and/or cameras. This data may 
then be processed to identify the various features of the loca 
tion as well as their relative locations again using a SfM 
technique. 
0064. The identified features may be used to generate the 
geometry data stored, for example, at the storage system 150. 
As an example, features and their associated locations may be 
included or excluded from the geometry data depending upon 
the features value in matching and determining locations as 
described above. Thus, features or locations of features that 
are unique to a particular location within a given area may be 
more useful in determining and matching locations. In this 
regard, objects that have unique geometric shapes, arrange 
ments of colors, or locations may be included in the geometry 
data. Particular groups of objects, their placement relative to 
one another (or other patterns of placement may also be 
included in the geometry data. In addition, enough features 
and associated locations may be included in the geometry 
data for a particular area in order to satisfy some minimum 
number of directions a camera of a client computing device is 
likely to be pointed in from any given location. 
0065 Returning to the examples of room 400 and example 
300 of geometry data, certain features of room 400 may not be 
included in the geometry data. For example, Smaller objects 
which are likely to be moved around or removed such as cup 
417. eraser 418, and marker 419 are not represented in the 
geometry data. In another example, if there are multiple 
rooms in a building like room 400 that include a particular 
desk and particular chair, such as desk 410 and chair 413. 
these features may be excluded from the geometry data. 
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0066. More unique features such as lamp 414 may be 
included in the geometry data because they are less likely to 
appear in other rooms or be moved to a new location. In 
addition, the geometry of lamp 414 may be considered unique 
because lamp 414 is the only lamp included in the collected 
data or because it is one of a small number of identical or 
similarly shaped or positioned lamps. For example, there may 
be no or very few other lamps like lamp 414 or located within 
x feet of a desk shaped like desk 410, or located withinx feet 
of a door or wall, etc. Similarly, in the case of an outdoor 
situation the geometry and features of a set of identical build 
ings may be less unique, but the same building standing alone 
in another location may be very unique. 
0067. In one example, features and feature geometry may 
be ranked or valued by uniqueness. Using the examples 
above, the location and geometry of cup 417, eraser 418, and 
marker 419 may be ranked lower than the location and geom 
etry of lamp 414. In this regard, features and their geometry 
may be ranked relative to one another or simply given a 
uniqueness value on a scale, for example, from 0-1. As an 
example, cup 417 may have a value of 0.01 while lamp 414 
has a value of 0.89. 

0068. The highest-ranking or valued features and feature 
geometry may then be selected for the geometry data. In this 
regard, low ranking features (or those that are less unique) 
may be excluded from the geometry data. Again, low raking 
or valued features and feature geometry Such as cup 417. 
eraser 418, and marker 419 may be excluded from the geom 
etry data, while data for higher ranking features, such as lamp 
414, may be included. The goal of this ranking is to provide 
useful geometry data within a wide a radius as possible for 
storage in limited memory of a client computing device. 
0069 Flow diagram 1000 of FIG. 10 is an example flow 
diagram of some of the aspects described above that may be 
performed by one or more computing devices such as com 
puting devices 110. In this example, information collected at 
a particular area is received at block 1002. One or more 
features and associated locations are identified from the 
received information at block 1004. The identified one or 
more features are ranked according to relative uniqueness 
among the identified one or more features at block 1006. A set 
of geometry data is generated for the particular area based on 
selected one of the ranked features and the associated loca 
tions at block 1008. 

0070 Features may also be included or excluded, or oth 
erwise filtered, from the geometry databased on characteris 
tics associated with a user. In one example, features and 
feature geometry may be excluded or included based on 
whether those features are in locations where users are likely 
to be or where users are likely to get lost. For example, map 
1100 of FIG. 11 is an example of a floor of an office building. 
Features and feature data for locations such as Restroom, 
Hallway 1, Lobby, Conference Room A, and Conference 
Room B may represent areas where visiting users are likely to 
be located. Thus, it may be helpful to include features and 
feature geometry associated with this area in the geometry 
data. However, features and feature geometry corresponding 
to private areas such as Storage, File Room, and Offices 1-4 
may not be include in the geometry data if visiting users are 
unlikely to go to these areas. Similarly, if visiting users are 
likely to become lost in Hallways 2 and 3, features and feature 
geometry associated with these areas may also be included in 
the feature data. 

May 14, 2015 

0071 Geometry data may also be filtered based on the 
type of user who will need to be located. For example, as part 
of a registration for the application, a user may provide infor 
mation about when or for what he or she expects to use the 
application or what hobbies or interests he or she has. If the 
user is a tourist, geometry related to signs or the shape of 
buildings may be more important, whereas if the user is an 
athlete (such as a runner), geometry data related to roads or 
Vegetation (Such as trees) may be more important. Returning 
to the example of map 1100, as noted above, geometry data 
designated for visiting users, tourists, etc. may include fea 
tures and feature geometry for each of Hallways 1-3, 
Restroom, Lobby, Conference Room A, and Conference 
Room B. However, for someone who is an employee at the 
office building, the geometry data may include features and 
feature geometry for Hallways 1-3, Restroom, Offices 1-4, 
Conference Room A, and Conference Room B, but not File 
Room or Storage as these may still be considered private 
aaS. 

0072. In another example, the geometry data may be deter 
mined based on the limitations of a user's client computing 
device. For instance, the geometry data needed for determin 
ing and matching locations may be compressed only So far. 
Thus, certain client computing devices which have greater 
bandwidth, storage, processing power, etc. may be provided 
with geometry data for larger areas or with more features and 
feature geometry. Similarly, computing devices which have 
lesser bandwidth, storage, processing power, etc. may be 
provided with geometry data for smaller areas or with less 
features and feature geometry. In addition display capability 
of the client computing device may also affect the geometry 
data sent to the client computing device. 
(0073. Flow diagram 1200 of FIG. 12 is an example flow 
diagram of some of the aspects described above that may be 
performed by one or more computing devices such as com 
puting devices 110. In this example, information collected at 
a particular area is received at block 1202. One or more 
features and associated locations are identified from the 
received information at block 1204. Selecting given ones of 
the identified one or more features based on a characteristic of 
a user at block 1206. A set of geometry data is generated for 
the particular area based on selected one of the ranked fea 
tures and the associated locations at block 1208. This geom 
etry data may then be sent to one or more client computing 
devices in order to determine locations as described above at 
block 1210. 

0074. In situations in which the systems discussed here 
collect personal information about users, or may make use of 
personal information, the users may be provided with an 
opportunity to control whether programs or features collect 
user information (e.g., information about a user's Social net 
work, Social actions or activities, profession, a user's prefer 
ences, or a user's current location), or to control whether 
and/or how to receive content from the content server that 
may be more relevant to the user. In addition, certain data may 
be treated in one or more ways before it is stored or used, so 
that personally identifiable information is removed. For 
example, a user's identity may be treated so that no personally 
identifiable information can be determined for the user, or a 
user's geographic location may be generalized where loca 
tion information is obtained (such as to a city, ZIP code, or 
state level), so that a particular location of a user cannot be 
determined. Thus, the user may have control over how infor 
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mation is collected about the user and used by a content 
server, Such as one or more of server computing devices 110. 
0075 Most of the foregoing alternative examples are not 
mutually exclusive, but may be implemented in various com 
binations to achieve unique advantages. As these and other 
variations and combinations of the features discussed above 
can be utilized without departing from the subject matter 
defined by the claims, the foregoing description of the 
embodiments should be taken by way of illustration rather 
than by way of limitation of the subject matter defined by the 
claims. As an example, the preceding operations do not have 
to be performed in the precise order described above. Rather, 
various steps can be handled in a different order or simulta 
neously. Steps can also be omitted unless otherwise Stated. In 
addition, the provision of the examples described herein, as 
well as clauses phrased as “such as,” “including and the like, 
should not be interpreted as limiting the subject matter of the 
claims to the specific examples; rather, the examples are 
intended to illustrate only one of many possible embodi 
ments. Further, the same reference numbers in different draw 
ings can identify the same or similar elements. 

1. A computer-implemented method comprising: 
receiving, by one or more computing devices, information 

collected at a particular area; 
identifying, by the one or more computing devices, one or 
more features and associated locations from the received 
information; 

ranking, by the one or more computing devices, the iden 
tified one or more features according to relative unique 
ness among the identified one or more features; and 

generating, by the one or more computing devices, a set of 
geometry data for locating a mobile device at the par 
ticular area based on selected ones of the ranked features 
and the associated locations. 

2. The method of claim 1, wherein the set of geometry data 
is generated further based on a threshold ranking percentile. 

3. The method of claim 1, wherein the set of geometry data 
is generated further based on a number of directions a camera 
of a mobile computing device is likely to be pointed in from 
a given location at the particular area. 

4. The method of claim 1, wherein the set of geometry data 
is generated Such that the set of geometry data does not 
include duplicate features. 

5. The method of claim 1, wherein the set of geometry data 
is generated further based on a size of the set of geometry data 
when the geometry data is compressed. 

6. The method of claim 1, wherein the set of geometry data 
is generated further based on expected locations of people at 
the particular area. 

7. The method of claim 1, further comprising sending the 
set of geometry data to a client computing device. 

8. The method of claim 1, wherein the particular area is an 
indoor space. 

9. A system comprising one or more computing devices 
configured to: 

receive information collected at a particular area; 
identify, by the one or more computing devices, one or 
more features and associated locations from the received 
information; 
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rank the identified one or more features according to rela 
tive uniqueness among the identified one or more fea 
tures; and 

generate a set of geometry data for locating a mobile device 
at the particular area based on selected ones of the 
ranked features and the associated locations. 

10. The system of claim 9, wherein the one or more com 
puting devices are further configured to generate the set of 
geometry data further based on a threshold ranking percen 
tile. 

11. The system of claim 9, wherein the one or more com 
puting devices are further configured to generate the set of 
geometry data further based on a number of directions a 
camera of a mobile computing device is likely to be pointed in 
from a given location at the particular area. 

12. The system of claim 9, wherein the one or more com 
puting devices are further configured to generate the set of 
geometry data Such that the set of geometry data does not 
include duplicate features. 

13. The system of claim 9, wherein the one or more com 
puting devices are further configured to generate the set of 
geometry data further based on a size of the set of geometry 
data when the geometry data is compressed. 

14. The system of claim 9, wherein the one or more com 
puting devices are further configured to generate the set of 
geometry data further based on expected locations of people 
at the particular area. 

15. The system of claim 9, wherein the one or more com 
puting devices are further configured to send the set of geom 
etry data to a client computing device. 

16. The system of claim 9, wherein the particular area is an 
indoor space. 

17. A non-transitory, computer-readable storage device on 
which computer readable instructions of a program are 
stored, the instructions, when executed by one or more pro 
cessors, cause the one or more processors to perform a 
method, the method comprising: 

receiving information collected at a particular area; 
identifying one or more features and associated locations 

from the received information; 
ranking the identified one or more features according to 

relative uniqueness among the identified one or more 
features; and 

generating a set of geometry data for locating a mobile 
device at the particular area based on selected ones of the 
ranked features and the associated locations. 

18. The method of claim 1, wherein the set of geometry 
data is generated further based on a threshold ranking percen 
tile. 

19. The method of claim 1, wherein the set of geometry 
data is generated further based on a size of the set of geometry 
data when the geometry data is compressed. 

20. The method of claim 1, wherein the set of geometry 
data is generated further based on expected locations of 
people at the particular area. 
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