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IMAGE PROCESSING METHOD, IMAGE 
PROCESSING PROGRAM, IMAGE 

PROCESSING DEVICE, AND IMAGING 
DEVICE 

TECHNICAL FIELD 

0001. The present invention relates to an image-process 
ing method and an image-processing program which are 
applied to a digital camera, image-processing software, or the 
like. Further, the present invention relates to an image-pro 
cessing apparatus which is applied to a digital camera and to 
an imaging apparatus Such as a digital camera. 

BACKGROUND ART 

0002 Image stabilization by digital processing detects a 
motion vector between plural images which are photo 
graphed continuously, and position-adjusts and composes the 
images according to the motion vector. A method of detecting 
the motion vector is disclosed in the Patent Document 1 or the 
like, which detects, for example, a motion vector (local 
motion vector) from each block of plural images and obtains 
one motion vector of the entire image based on the local 
motion vector of each block. 
0003 Patent Document 1: Japanese Unexamined Patent 
Application Publication No. H07-38800 

DISCLOSURE OF THE INVENTION 

Problems to be Solved by the Invention 
0004. However, a local motion vector with low reliability 

is mixed in the local motion vectors. Thus, the number of 
blocks needs to be increased so as to improve accuracy of 
detecting the motion vector by this method, and the operation 
amount increases by the quantity of increased blocks. More 
over, depending on a manner of movement between images, 
there may be a case that the motion vector does not represent 
the motion precisely. 
0005 Accordingly, an object of the present invention is to 
provide an image-processing method, an image-processing 
program, an image-processing apparatus, and an imaging 
apparatus which are capable of detecting motion between 
plural images with high precision without increasing the 
number of blocks. 

Means for Solving the Problem 
0006. A first image-processing method according to the 
present invention is an image-processing method which 
detects motion between plural images, and is characterized by 
including a searching operation of searching for a local 
motion vector from each of blocks in the plural images, an 
electing operation of electing a representative motion vector 
from the local motion vectors of the respective blocks, and an 
approximating operation of approximating a motion vector 
distribution on the images based on the representative motion 
Vector. 

0007. In addition, it is preferable that at least three of the 
representative motion vectors are elected, and the motion 
vector distribution is approximated by a linear function of a 
position on the images. 
0008 Further, it is preferable that in searches of the 
respective blocks, two types of projected data made by adding 
in two directions feature quantities of reference areas in the 
blocks are used. 
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0009. Further, it is preferable that in searches of the 
respective blocks, two types of cumulative added images are 
created in advance, which are made by cumulatively adding 
in the two directions the feature quantities of the blocks, and 
the two types of projected data are created from a part of the 
two types of cumulative added images. 
0010 Further, a calculating processing of the motion vec 
tor distribution by the searching operation, the electing opera 
tion, and the approximating operation may be performed on 
plural coarse images made by performing resolution-reduc 
ing conversion of the plural images. 
0011 Furthermore, using the motion vector distribution 
calculated from the plural coarse images, motion between 
plural detailed images before being subjected to the resolu 
tion-reducing conversion may be detected. 
0012. Further, the plural detailed images may be position 
adjusted and configured based on the detected motion. 
0013 Further, a first image-processing program according 
to the present invention is characterized by being configured 
to cause a computer to execute any one of the first image 
processing methods according to the present invention. 
0014 Further, a first image-processing apparatus accord 
ing to the present invention is characterized by including a 
unit which executes any one of the first image-processing 
methods according to the present invention. 
0015. Further, a first imaging apparatus according to the 
present invention is characterized by including an imaging 
unit capable of continuously imaging a subject to obtain 
plural images, and any one of the first image-processing appa 
ratuses according to the present invention. 
0016 (Second Invention) 
0017. A second image-processing method according to 
the present invention is an image-processing method which 
searches for a motion vector between plural images, and is 
characterized by including a calculating operation of calcu 
lating a correlation between reference areas in the plural 
images while shifting positions of the reference areas 
between the images, in which a correlation between two types 
of projected data made by adding in two directions feature 
quantities of the reference areas is calculated as the correla 
tion between the reference areas. 
0018. In addition, it is preferable that in the calculating 
operation, two types of cumulative added images are created 
inadvance, which are made by cumulatively adding in the two 
directions the feature quantities of the reference areas, and the 
two types of projected data are created from a part of the two 
types of cumulative added images. 
0019. Further, it is preferable that the feature quantities of 
the reference areas are extracted by performing two or more 
processings on the reference areas. Further, it is preferable 
that one of the two or more processings is an edge-detecting 
filter processing. 
0020. Further, the motion vector may be a motion vector of 
a block made by dividing the images. 
0021. Further, the motion vector may be a motion vector of 
the entire images. Further, a second image-processing pro 
gram according to the present invention is characterized by 
being configured to cause a computer to execute any one of 
the second image-processing methods according to the 
present invention. 
0022. Further, a second image-processing apparatus 
according to the present invention is characterized by includ 
ing a unit which executes any one of the second image 
processing methods according to the present invention. 
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0023. Further, a second imaging apparatus according to 
the present invention is characterized by including an imag 
ing unit capable of continuously imaging a Subject to obtain 
plural images, and the second image-processing apparatus 
according to the present invention. 

EFFECTS OF THE INVENTION 

0024. According to the present invention, there are real 
ized an image-processing method, an image-processing pro 
gram, an image-processing apparatus, and an imaging appa 
ratus which are capable of detecting motion between plural 
images with high precision. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0025 FIG. 1 is a block diagram showing a structure of an 
electronic still camera of a first embodiment. 
0026 FIG. 2 is a flowchart showing a flow of an image 
stabilization processing. 
0027 FIG. 3 is a view explaining the principle of step S3. 
0028 FIG. 4 is a view explaining the step S3 when using 
projected data. 
0029 FIG. 5 is a view explaining the step S3 when using 
cumulative added images. 
0030 FIG. 6 is a view explaining step S4. 
0031 FIG. 7 is a view showing representative motion vec 
tors V. V. V. 
0032 FIG. 8 is a view showing an approximate plane Sx of 
AX. 
0033 FIG.9 is a view showing an approximate plane Sy of 
Ay. 
0034 FIG. 10 is a view showing an example of local 
motion vectors V, after replacement. 
0035 FIG. 11 is a flowchart showing a flow of a detection 
processing in a second embodiment. 
0036 FIG. 12 is a view explaining a concept of a method 
of calculating a correlation value d of the second embodiment 
(and the first embodiment). 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

First Embodiment 

0037 Hereinafter, a first embodiment of the present inven 
tion will be explained. This embodiment is an embodiment of 
an electronic still camera having an image-stabilizing func 
tion. 
0038 FIG. 1 is a block diagram showing the structure of an 
electronic still camera. As shown in FIG. 1, in the electronic 
still camera 10, there are arranged an imaging sensor 12, a 
signal-processing circuit 13, a memory 14, a companding 
circuit 15, a recording part 16, and an image-processing cir 
cuit 17. 
0039. A shooting lens 11 attached to the electronic still 
camera10 forms an optical image of a subject on the imaging 
sensor 12. The imaging sensor 12 images the optical image of 
the Subject to obtain an image. This image is processed in the 
signal-processing circuit 13 and thereafter stored temporarily 
in the memory 14. The image-processing circuit 17 performs 
an image-processing on the image, and the image after the 
image-processing is Subjected to a compression processing in 
the companding circuit 15 and thereafter recorded in the 
recording part 16. 
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0040 Particularly, when the electronic still camera 10 is 
set to an image stabilization mode, the imaging sensor 12 
obtains 2xn number of images at infinitesimal time intervals 
with underexposure of n levels relative to a proper exposure 
time or an exposure time set in advance. The image-process 
ing circuit 17 inputs the plural images and executes an image 
stabilization processing to obtain a stabilized image. The 
stabilized image is recorded in the recording part 16 via the 
companding circuit 15. 
0041. Next, an overall flow of the image stabilization pro 
cessing by the image-processing circuit 17 will be explained. 
0042 FIG. 2 is a flowchart showing a flow of the image 
stabilization processing. As shown in FIG. 2, when plural 
images are inputted (Step S1), the image-processing circuit 
17 performs resolution-reducing conversion of the plural 
images to obtain plural coarse images (step S2), and searches 
for a local motion vector from each block of the coarse images 
(step S3). 
0043. Thereafter, the image-processing circuit 17 elects 
representative motion vectors (step S4) from the local motion 
vectors, and approximates a motion vector distribution on 
images based on the representative motion vectors (step S5). 
The processing of the aforementioned steps S2 to S5 is detec 
tion based on coarse images, and hence corresponds to 
“coarse detection'. 

0044) Then, the image-processing circuit 17 uses the 
motion vector distribution obtained by the coarse detection to 
search for a local motion vector freshly from each block of 
plural detailed images before being subjected to the resolu 
tion-reducing conversion (step S6). The processing of this 
step S6 is based on detailed images, and hence corresponds to 
“detail detection. 
0045. Furthermore, the image-processing circuit 17 posi 
tion-adjusts and composes the plural detailed images based 
on the local motion vector obtained in the step S6 (step S7), 
and outputs the image after the composition as the stabilized 
image (step S8). 
0046) Next, steps S3 to S7 will be explained in detail. 
Here, for simplicity, it is assumed that the number of images 
is two. 

0047 (Step S3) 
0048 FIG. 3 is a view explaining the principle of step S3. 
0049. As shown in FIG. 3, in this step, an edge-detecting 

filter processing is performed on each of the coarse images f. 
f to obtain edge images g1 g2. Then, each of the edge images 
gig is divided in plural blocks R. The number of blocks Ris 
24 in total for example, that is, 6 blocks in a horizontal 
direction of an image and 4 blocks in a vertical direction of an 
image. Hereinafter, the horizontal direction of an image (left 
and right direction in the drawings) will be called an “x-di 
rection', and the vertical direction of an image (upward and 
downward direction in the drawings) will be called a “y-di 
rection'. A search for a local motion vector from the blocks R 
is performed as follows. 
0050 First, as shown by enlargement in FIG. 3, reference 
areas E. E. in blockSR of the edge images g g are referred 
respectively, and the absolute value of a difference between 
the reference areas E. E. is calculated as a correlation value 
d between the reference areas E. E. The calculation of the 
correlation value d is repeated while varying a position shift 
amount (x-direction: C, y-direction: B) between the reference 
areas E. E. A variation range (search range) of this position 
shift amount (C., B) is set sufficiently wide. For example, when 
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the size of each of the reference areas E. E. is 75 pixelsx75 
pixels, the search range is set to C.: +15 pixels, B: it 15 pixels. 
0051. Then, in this search range, values (AX, Ay) of the 
position shift amount (C., B) with which the correlation value 
d becomes a minimum are found out. These values (AX, Ay) 
are considered as a local motion vector V of the blocks R. 

0052. However, in the above search, the operation amount 
increases when the reference areas E, E, which are two 
dimensional data, are used as they are in the operation, and 
thus it is preferable to use, instead of the reference areas E. 
E, one-dimensional projected data created by adding the 
reference areas E. E. in the y-direction and one-dimensional 
projected data created by adding the reference areas E. E. in 
the X-direction. 

0053 FIG. 4 is a view explaining the step S3 when using 
the projected data. 
0054 As shown in FIG. 4, in this case, the edge-detecting 

filter processing in the X-direction is performed on the coarse 
images f. f. to obtain edge images giv, gav, and the edge 
detecting filter processing in the y-direction is performed on 
the coarse images f. f. to obtain edge images gh, gah. Note 
that edge components of the y-direction appear in the edge 
images giv, gav, and edge components of the X-direction 
appear in the edge images gh, gh. 
0055 Among them, as shown by enlargement in FIG. 4, a 
reference area E of the edge image gV is added in the 
y-direction to create projected data Lh. 
0056 Further, a reference area E, of the edge image givis 
added in the y-direction to create projected data Lah. 
0057. Further, a reference area E of the edge image ghis 
added in the x-direction to create projected data L.V. 
0058. Further, a reference area E, of the edge image ghis 
added in the X-direction to create projected data L.V. 
0059. In this case, the correlation value d between the 
reference areas E. E. is represented by the sum of the abso 
lute value of a difference between the projected data Lh, Lh 
and the absolute value of a difference between the projected 
data LV, LV. 
0060 Here, the projected data Lh, Lh, LV, LV need to 
be created every time the position shift amount (C., B) of the 
reference areas E. E. changes. However, the operation 
amount becomes large when the reference areas E. E. are 
added every time the position shift amount (C., B) changes, 
and hence cumulative added images of the edge images giv, 
g-V, gh, gh may be created in advance. 
0061 FIG. 5 is a view explaining the step S3 when the 
cumulative added images are used. 
0062. As shown in FIG. 5, also in this case, the edge 
images gh, gh, giv, gav are obtained from the coarse images 
f, f, similarly to the case in FIG. 4. 
0063 Among the edge images, the edge image gV is 
cumulatively added in the y-direction to create a cumulative 
added image h. 
0064. Further, the edge image g-V is cumulatively added in 
the y-direction to create a cumulative added image h. 
0065. Further, the edge image ghis cumulatively added in 
the X-direction to create a cumulative added image V. 
0066 Further, the edge image ghis cumulatively added in 
the x-direction to create a cumulative added image V. 
0067. To denote specifically, calculation equations for 
these cumulative added imagesh, h, V, V are as follows. 
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X y Equation 1 

h(x, y) =X giv(x, y) vi(x, y) =Xgi (x, y) 

0068. Then, as shown by enlargement in FIG. 5, the afore 
mentioned projected data Lih are created by taking a differ 
ence between two top and bottom lines in a reference area E, 
of the cumulative added image hi. 
0069. Further, the aforementioned projected data Lah are 
created by taking a difference between two top and bottom 
lines in a reference area E of the cumulative added image h. 
0070 Further, the aforementioned projected data LV are 
created by taking a difference between two left and right lines 
in a reference area E of the cumulative added image V. 
0071. Further, the aforementioned projected data L-V are 
created by taking a difference between two left and right lines 
in a reference area E of the cumulative added image V. 
0072 Therefore, in this case, the correlation value d 
between the reference areas E. E. is calculated by a small 
operation amount with the following equation. Here, B is the 
block size. 

y ... ". Equation 2 d(a, B) = -- 
|{h}(i, B+ 6)-h:(i, 6) 

i=f3 

0073 (Step S4) 
0074 FIG. 6 is a view explaining step S4. In FIG. 6, 
denoted by reference letters R. R. . . . . Ra are respective 
blocks in an image, and denoted by reference letters V,V2,. 
.., V are images of local motion vectors searched individu 
ally from the blocks R. R. . . . . R. In this manner, here 
inafter, the explanation will be given with the number of 
blocks R being 24, and a Subscript denoting a block number 
being attached to each of amounts related to each of the 
blocks. 
0075. In this step, first the local motion vectors V, V, .. 
..V are evaluated. AS evaluated values of each local motion 
vector V, for example, the following two types of evaluated 
values AE, e, are used: 
0076 First Evaluated Value AE, 
0077. This value is the sum of correlation values d, d, .. 
., d of the respective blocks R. R. ..., R when a position 
shift amount Substantially equivalent to values (AX, Ay,) of 
the local motion vector V, are applied tentatively to all the 
blocks R, R2, ..., R. It can be considered that the Smaller 
the first evaluated value AE, the higher the reliability of the 
local motion vector V. 
0078 However, when obtaining a correlated value d of 
blocks R, it is desirable to perform the following search. 
Specifically, the correlation value d is calculated while vary 
ing the position shift amount (C., B) of the blocks R in a 
narrow range in the vicinity of the values (AX, Ay,) equivalent 
to the local motion vector V, and the smallest value of the 
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correlation valued at this time is assumed as the correlation 
value d of the blocks R. A variation range (search range) 
thereofis, for example, C.: AX,+2 pixels, 3: Ay-t2 pixels. 
0079. Note that to denote specifically, a calculation equa 
tion for the first evaluated value AE, is as follows (however, 
the number of blocks is 24). 

24 Equation 3 

0080 Second Evaluated Value e, 
I0081. This value is an edge amount of the block R, which 
is the source for search of the local motion vector V. For 
example, this value is the mean value of the absolute values of 
two edge components of the block R. obtained by the edge 
detecting filter processing in the X-direction and the edge 
detecting filter processing in the y-direction. It can be con 
sidered that the larger the second evaluated value e, the 
higher the reliability of the local motion vector V. 
0082 Now, in this step, the first evaluated value AE, is 
generated for each of the local motion vectors V, V, . . . . 
V, and the local motion vectors V, V, ..., V are sorted 
in ascending numeric order of the first evaluated values AE. 
However, regarding local motion vectors having the same 
first evaluated values AE, as each other, second evaluated 
values e, are generated further, and the local motion vectors 
are sorted in descending numeric order of the second evalu 
ated values e. 
0083. The local motion vector which is ranked first as a 
result of the above sorting is elected as a first representative 
motion vector V (refer to FIG. 7). 
0084. Further, from the local motion vector which is 
ranked second or later local motion vectors, there are elected 
a second representative motion vector V, and a third repre 
sentative motion vector V (refer to FIG. 7) which satisfy the 
following conditions: 
0085. The center coordinates of the blocks R. R. R., 
which are sources of searches for the representative motion 
vectors V, V, V, do not exist on the same straight line. 
I0086) Area of a triangle connecting center coordinates of 
the blocks R. R. R}*{Sum of second evaluated values e. 
ea, e, of the representative motion vectors V, V, V} is the 
largest. 
I0087. The sum of the first evaluated values AE, AE, AE 
of the representative vectors V, V, V is the same as the Sum 
of the first evaluated values of the local motion vectors at the 
top three ranks. 
0088 (Step S5) 
I0089 FIG. 8, FIG. 9 are views explaining step S5. 
0090. In this step, as shown in FIG. 8, a distribution of an 
X-component AX of a local motion vector V on an image is 
approximated based on X-components AX, AX, Ax of the 
representative motion vectors V, V, V. 
0.091 FIG. 8 shows three-dimensional coordinates 
includes two-dimensional coordinates (x, y) and a one-di 
mensional coordinate in the AX direction on the image. At this 
time, the distribution of AX is approximated by a plane SX as 
shown by dotted lines in FIG. 8. 
0092. This plane SX is a plane that passes three sets of 
coordinates (x, y, AX), (x, y, AX), (x, y, AX) when the 
center coordinates of the block R are (x, y, 0), the center 
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coordinates of the block R are (x, y, 0), and the center 
coordinates of the block Rare (x,y,0). That is, the plane SX 
is specified by the following linear equation with three con 
stants A, A, A, which are determined from the aforemen 
tioned three sets of coordinates. 

0093 Similarly, in this step, as shown in FIG. 9, a distri 
bution of a y-component Ay of the local motion vector V on 
the image is approximated based on y-components Ay, Ay, 
Ay of the representative motion vectors V, V, V. 
0094 FIG. 9 shows three-dimensional coordinates 
includes two-dimensional coordinates (x, y) and a one-di 
mensional coordinate in the Ay direction on the image. At this 
time, the distribution of Ay is approximated by a plane Sy as 
shown by dotted lines in FIG.9. 
0.095 This plane Sy is a plane that passes three sets of 
coordinates (Xy. Ay), (x, y, Ayr), (x, y, Ay). The plane 
Sy is specified by the following linear equation with three 
constants B. B. B., which are determined from the afore 
mentioned three sets of coordinates. 

0096. By the two planes SX, Sy as above, the motion vector 
distribution on the image is represented. 
0097 Here, when the values of the aforementioned local 
motion vectors V,V2,..., V are replaced according to the 
motion vector distribution represented by the two planes SX, 
Sy, results are as shown in FIG. 10 for example. The distri 
bution in the x-direction and the distribution in they-direction 
of the local motion vectors V, V.,..., V. after the replace 
ment both become linear. 
0.098 (Step S6) 
0099. In this step, the local motion vectors V,V2,..., Va. 
after the replacement are used to search for the local motion 
vectors V,V2,..., V freshly from the blocks R, R2, ..., 
R of the two detailed images before being subjected to the 
resolution-reducing conversion. 
0100. Upon the search, the same processings (edge-de 
tecting filter processing, conversion into cumulative added 
images) as those performed on the two coarse images are 
performed on the two detailed images. 
0101. Further, since the general search is already finished 
by the coarse detection with the coarse images, a search range 
(variation range of the position shift amount (C., B)) of each 
block R, is limited to the vicinity of values (AX, Ay) of the 
local motion vector V, after the replacement. For example, 
when the sizes of the reference areas E. E. are 200 pixelsx 
200 pixels, the search range is set to C.: AX,+6 pixels, B. Ay-tó 
pixels. Thus, when the search range is limited to a narrow 
range, the operation amount required for the search can be 
reduced. 
0102) However, since the local motion vector V, after the 
replacement is obtained from the coarse images, it is counted 
by a small size. Therefore, the values (AX, Ay) need to be 
corrected before the search. In this correction, the values (AX, 
Ay) may be multiplied by a coefficient equal to the size ratio 
of the detailed image to the coarse image. 
(0103 Under the above conditions, the local motion vec 
tors V, V, ..., V are searched freshly from the respective 
blocks R. R. . . . . R. The local motion vectors V, V, ... 
, V2 searched in this step are definitive local motion vectors. 
0104 (Step S7) 
0105. In this step, the blocks R. R. . . . . R. of the two 
detailed images are position-adjusted and configured accord 
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ing to the definitive local motion vectors V, V. . . . . V. 
Accordingly, one stabilized image is completed. Note that in 
this composition, necessary positions of the image are inter 
polated with pixels. 
0106. In this manner, when the position adjustment of an 
image is performed for every block, the definitive local 
motion vectors V, V, . . . . V2 are used effectively, and 
thereby it becomes possible to handle cases such that a rotor 
component is generated in motion between two images, that 
Zoom component is generated, and the like (end of step S7). 
0107 As above, in the image stabilization processing of 

this embodiment, since the motion vector distribution is 
approximated based on the representative motion vectors 
having high reliability (steps S3 to S5), motion between 
images can be represented precisely without increasing the 
number of blocks. Moreover, since the approximate surface is 
a plane, the operation amount for approximating the motion 
vector distribution and the information amount for represent 
ing the motion vector distribution can be minimized. 
0108 Further, in the image stabilization processing of this 
embodiment, since the projected data are used to search for 
the local motion vector, the operation amount related to the 
search can be reduced more than by using the edge images as 
they are. Moreover, since the cumulative added images are 
created in advance, the operation amount related to creation 
of the projected data can be reduced as well. 
0109 Further, in the image stabilization processing of this 
embodiment, the general motion vector distribution is 
obtained based on the coarse images (step S2 to S5) in 
advance, and motion in detailed images is detected using the 
general motion vector distribution with a small operation 
amount (step S6). Therefore, not only the motion can be 
detected with high precision, but also the operation amount 
required for the detection can be reduced. 
0110 (Other Matters) 
0111. Note that in the steps S3, S6, since the edge-detect 
ing filterprocessing is adopted as the type offilter processing, 
the edge information are the feature quantity extracted from 
the blocks, but another type of filter processing may be 
adopted so as to replace the feature quantity extracted from 
the blocks with another feature quantity indicating a pattern 
in the blocks. 
0112 Further, in the step S4, the combination of the 
above-described first evaluated value and second evaluated 
value is used for electing the representative motion vectors 
V, V, V, but the combination may be replaced with another 
combination as long as it indicates the reliability of a local 
motion vector. 
0113. Further, in the steps S4, S5, the three representative 
motion vectors V, V, V are used for approximating the 
motion vector distribution by a plane, but four or more rep 
resentative motion vectors may be used. 
0114. Further, in the steps S4, S5, the approximated sur 
face for the motion vector distribution is a plane, but it may be 
a curved surface. With a curved surface, motion between 
images can be represented in more detail. However, as the 
number of order of the approximated Surface increases, the 
number of representative motion vectors to be elected in the 
step S4 increases as well. 
0115 Further, in the image stabilization processing of this 
embodiment, the motion vector distributions of the coarse 
images are approximated (steps S3 to S5), and then the 
motion vectors for the detailed images are searched freshly 
(step S6), but the similar approximation processing (steps S3 
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to S5) may be performed on the detailed images directly. 
However, dividing in two phases as in this embodiment is 
more efficient. 
0116 Further, in this embodiment, the image stabilization 
processing is executed by a circuit (image-processing circuit 
17) in the electronic still camera, but a part or all of the image 
stabilization processing may be executed by another imaging 
apparatus such as a video camera, various types of image 
input apparatuses, a computer, or the like. In addition, when 
using a computer to execute the processing, a program for 
executing the processing may be installed in the computer. 

Second Embodiment 

0117. Hereinafter, a second embodiment of the present 
invention will be explained. This embodiment is an embodi 
ment of a motion vector detection processing. Here, again for 
simplicity, the number of images are two, and the target of 
detection is a motion vector in a block in the two images. 
Further, the coordinates and size of the block are arbitrary. 
Therefore, when the size of the block is set large, motion 
vectors of the entire two images can be detected. In addition, 
when the block is divided into plural blocks and a motion 
vector (-local motion vector) of each block is detected, this 
detection processing can be applied to the step S3 in the first 
embodiment. 
0118 FIG. 11 is a flowchart showing the flow of the detec 
tion processing of this embodiment. The respective steps will 
be explained in detail. 
0119 (Steps S11, S21) 
0120 In these steps, two images f(x, y), f(x, y) obtained 
at an infinitesimal time interval are inputted. 
I0121 (Steps S12, S22) 
0122. In these steps, an edge-detecting filter processing is 
performed on each of the two images f(x, y), f(x, y). Filter 
outputs giv(x, y), ghox, y) in the vertical/horizontal direc 
tions (x/y-directions) for the first image f(x, y), and filter 
outputs gav(x, y), gah(x, y) in the vertical/horizontal direc 
tions (x/y-directions) for the second image f(x, y) are repre 
sented by the following equations respectively: 

I0123. In these equations, the filter output giv(x,y) corre 
sponds to the edge image giv(x, y) explained in the first 
embodiment (FIG. 5), the filter output gav(x, y) corresponds 
to the edge image g-V(x,y) explained in the first embodiment, 
the filter output ghox, y) corresponds to the edge image 
gh (x, y) explained in the first embodiment, and the filter 
output ghox, y) corresponds to the edge image ghox, y) 
explained in the first embodiment. 
0.124 However, the edge-detecting filter processing with 
the above equations Supposes edge filters Fa, Fb as shown in 
FIG. 12, which have different sizes from the edge filters 
shown in FIG. 5. 
0.125 Furthermore, in these steps, another processing is 
combined with Such an edge-detecting filter processing. For 
example, a noise-reducing processing is combined. The 
noise-reducing processing compares respective pixel values 
of the aforementioned filter outputs giv(x, y), gh (x, y), gav 
(x, y), gh (x, y) with a predetermined threshold value, and 
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replaces a pixel value that is equal to or lower than the thresh 
old value with Zero. Thus, noise in the filter outputs giv(x, y), 
ghox, y), gav(x, y), gah(x, y) is reduced. 
0126 (Steps S13, S23) 
0127. In these steps, images are created by the filter out 
puts giv(x,y), gav(x,y), ghox, y), gah(x, y) respectively after 
the noise reduction. Hereinafter, the created images are 
referred to as feature-quantity images giv(x, y), g-V(x, y), 
gh (x, y), gah(x, y). However, for reducing the amount of the 
memory to be used, it is also possible to omit these steps and 
use the filter outputs giv(x, y), gav(x, y), ghox, y), gah(x, y) 
as they are in the next step. 
0128 (Steps S14, S24) 
0129. In these steps, cumulative added images h(x, y), 
h(X, Y), V(x, y), V(x, y) are created based on the feature 
quantity images giv(x, y), g2V(x, y), ghox, y), g2.htx, y) 
respectively. Calculation equations for the cumulative added 
images h(x, y), h(x, y), V(x, y), V(x, y) are the same as 
those explained in the first embodiment and are as follows. 

X y Equation 4 

h(x, y) = X giv(x, y) v. (x, y) =Xgin(x, y) 

x=0 y’=0 

0130 (Step S35) 
0131. In this step, center coordinates (cx, cy) of a block to 
be a source of search for a motion vector and sizes (Bx. By) 
thereofare determined. Bx is a size in the x-direction, and By 
is a size in they-direction. In addition, when setting the Source 
of search for a motion vector to the entire image, the center 
coordinates of the block may be set as the center coordinates 
of the image, and match the size of the block with the size of 
the entire image. 
(0132 (Step S36) 
I0133. In this step, a reference area E, in a block in the first 
image fanda reference area Eina block in the second image 
f(x, y) are set. However, sizes of the reference areas E. E. 
are in common and the coordinates of the reference area E in 
the block are fixed, and hence only a position shift amount (C. 
B) of the reference area E with the reference area E being the 
basis needs to be set here. 

0134) (Step S37) 
0135) In this step, a correlation value d(C., B) between the 
reference areas E. E. is calculated. The method of calculat 
ing the correlation value d(C., B) is basically the same as in the 
first embodiment. Specifically, in this step, as shown concep 
tually in FIG. 12, projected data Lh, Liv in the x/y directions 
of the reference area E are created, similar projected data 
LV, Lah are created also for the reference area E, and these 
four types of projected data L. L. L. L are added and/or 
subtracted to calculate the correlation value d(C., B). 
0136. Then, also in this step, the cumulative added images 
h(x, y), h(x, y), V(x,y), V(x,y) are used for calculating the 
projected data L. L. L2 L2. However, in this step, since 
the center coordinates (cx, cy) and the sizes (Bx. By) of the 
block are arbitrary, the following equation, which is made by 
generalizing the calculation equation explained in the first 
embodiment, is used for calculating the correlation value d(C. 
B): 
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v1 (i, cy+ By/2) - equation 5 
c +Baf2 v1 (i, cy - By/2) 

d(a, B) = -- 
v2 (i+ a, cy + By/2 + f3) - 

i=c-Bf 2 
v2(i+a, cy- By/2+ f3) 

h1(c. + B f2., ii) - 

h1(c. - B, f2., ii) 

X. ("...C.) 
0.137 (Steps S38, S39) 
0.138. The calculation of the correlation value d(C., B) as 
above is repeated while varying the position shift amount (C. 
B). 
0.139 (Step S40) 
0140. In this step, values (AX, Ay) of the position shift 
amount (C., B) with which the correlation value d(C., B) 
becomes a minimum are found out, and these values (AX, Ay) 
are outputted as the motion vector V. Thus, the motion vector 
detection processing is completed. 
0.141. As above, also in this embodiment, since the pro 
jected data L. L. L. L are used in the search for the 
motion vector V (steps S36 to S39), the operation amount 
related to the search can be reduced more than by using the 
feature-quantity images giv(x, y), g-V(x,y), ghox, y), gah(X, 
y) as they are. Moreover, since the cumulative added images 
h(x, y), h(x, y), V(x, y), VGX, y) are created in advance in 
the steps S14, S24, the operation amount related to creation of 
the projected data L. L. L. L and further to calculation 
of the correlation value d(C., f) (step S37) can be reduced as 
well. 
0142. Therefore, in this embodiment, the search for the 
motion vector V (steps S36 to S39) are performed quickly. 
0.143 Further, in the steps S12, S22 of this embodiment, 
since two or more processings including the edge-detecting 
filter processing are performed on the images f(x,y), f(x, y), 
feature-quantity images giv(x, y), g-V(x,y), ghox, y), gah(X, 
y) can be obtained in good state. Therefore, in this embodi 
ment, the motion vector V can be detected with high preci 
S1O. 

(Other Matters) 
0144. Note that in the above-described steps S12, S22, the 
edge-detecting filter processing is adopted for extracting the 
edge information, but another type offilter processing may be 
adopted as long as it is capable of extracting the feature 
quantity. 
0.145) Further, the detecting method of this embodiment 
processes plural inputted images, but images made by reso 
lution-reducing conversion of plural inputted images may be 
processed similarly. 
0146 Further, the detecting method of this embodiment is 
applicable to an image stabilization method which position 
adjusts and composes two images based on motion vectors of 
these images. 
0147 Further, the detecting method of this embodiment or 
an image stabilization method to which the detecting method 
is applied are executed by an imaging apparatus, an image 
input apparatus, a computer, or the like. When executing in a 
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computer, a program for executing the processing thereof 
may be installed in the computer. 

1. An image-processing method which detects motion 
between plural images, the method comprising: 

a searching operation of searching for a local motion vector 
from each of blocks in the plural images; 

an electing operation of electing a representative motion 
vector from the local motion vectors of said respective 
blocks; and 

an approximating operation of approximating a motion 
vector distribution on said images based on said repre 
sentative motion vector. 

2. The image-processing method according to claim 1, 
wherein: 

at least three of said representative motion vectors are 
elected; and 

said motion vector distribution is approximated by a linear 
function of a position on said images. 

3. The image-processing method according to claim 1, 
wherein two types of projected data made by adding in two 
directions feature quantities of reference areas in said blocks 
are used in searches of said respective blocks. 

4. The image-processing method according to claim 3, 
wherein two types of cumulative added images are created in 
advance, which are made by cumulatively adding in said two 
directions the feature quantities of said blocks, and said two 
types of projected data are created from a part of said two 
types of cumulative added images, in searches of said respec 
tive blocks. 

5. The image-processing method according to claim 1, 
wherein a calculating processing of said motion vector dis 
tribution by said searching operation, said electing operation, 
and said approximating operation is performed on plural 
coarse images made by performing resolution-reducing con 
version of said plural images. 

6. The image-processing method according to claim 5. 
further comprising a re-detecting operation of detecting, 
using said motion vector distribution calculated from said 
plural coarse images, motion between plural detailed images 
before being Subjected to said resolution-reducing conver 
Sion. 

7. The image-processing method according to claim 6. 
further comprising a composing operation of position-adjust 
ing and composing said plural detailed images based on said 
detected motion. 

8. A computer-readable recording medium storing an 
image-processing program configured to cause a computer to 
execute the image-processing method according to claim 1. 

Feb. 26, 2009 

9. An image-processing apparatus comprising a unit which 
executes the image-processing method according to claim 1. 

10. An imaging apparatus, comprising: 
an imaging unit capable of continuously imaging a subject 

to obtain plural images; and 
the image-processing apparatus according to claim 9. 
11. An image-processing method which searches for a 

motion vector between plural images, the method comprising 
a calculating operation of calculating a correlation between 
reference areas in said plural images while shifting positions 
of the reference areas between said images, wherein a corre 
lation between two types of projected data made by adding in 
two directions feature quantities of said reference areas is 
calculated as the correlation between said reference areas. 

12. The image-processing method according to claim 11, 
wherein in said calculating operation, two types of cumula 
tive added images are created in advance, which are made by 
cumulatively adding in said two directions the feature quan 
tities of said reference areas, and said two types of projected 
data are created from a part of said two types of cumulative 
added images. 

13. The image-processing method according to claim 11, 
wherein the feature quantities of said reference areas are 
extracted by performing two or more processings on said 
reference areas. 

14. The image-processing method according to claim 13, 
wherein one of said two or more processings is an edge 
detecting filter processing. 

15. The image-processing method according to claim 11, 
wherein said motion vector is a motion vector of a block made 
by dividing said images. 

16. The image-processing method according to claim 11, 
wherein said motion vector is a motion vector of said entire 
images. 

17. A computer-readable recording medium storing an 
image-processing program configured to cause a computer to 
execute the image-processing method according to claim 11. 

18. An image-processing apparatus comprising a unit 
which executes the image-processing method according to 
claim 11. 

19. An imaging apparatus, comprising: 
an imaging unit capable of continuously imaging a subject 

to obtain plural images; and 
the image-processing apparatus according to claim 18. 
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