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(57) ABSTRACT 

A method for linking related data, Such as metadata, from at 
least two data sources. The method includes formatting 
items of data of the data sources according to attributes. The 
method also executes a scoring algorithm for one or more of 
the attributes to generate a score for one or more sets of the 
formatted items of data, each of the sets includes an item of 
data from one data source and an item of data from another 
data source. Finally the method identifies related items of 
data of the separate data sources based upon the generated 
scores to facilitate linking related data of the two data 
sources. The method may also provide a link between data 
items of the data sources. 
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METHODS, COMPUTER READABLE MEDIUMS 
AND SYSTEMIS FOR LINKING RELATED DATA 
FROM AT LEAST TWO DATA SOURCES BASED 

UPON A SCORING ALGORTHM 

TECHNICAL FIELD 

0001 Embodiments of the present invention relate to the 
field of linking related data sources, such as metadata 
Sources, which may be associated with media content, 
located in multiple sources. In particular, embodiments of 
this invention relate to formatting items of data of metadata 
Sources according to attributes, executing a scoring algo 
rithm for one or more of the attributes for generating a score 
for combinations of data comprising an item of data from 
differing data Sources, and identifying related items of data 
of the differing data sources based upon the generated 
SCOS. 

BACKGROUND OF THE INVENTION 

0002 The present invention is directed to linking related 
data sources, in particular those data sources comprising 
metadata, although linking data sources of any type is 
contemplated as within the scope of the claimed invention. 
Generally, metadata is defined as data about data. Metadata 
commonly describes a tangible thing, such as a movie, or 
motion picture, an audio compact disc (CD), a digital video 
disc (DVD), a theatrical performance, or a concert, to name 
a few. Metadata sources often comprise multiple items of 
data. For example, a movie data Source. Such as a database, 
may include data describing multiple movies. The collection 
of information about a particular movie in the data source 
comprises a separate item of data. Moreover, each of these 
items of data representing a movie may then be divided into 
a common set of distinct attributes. Each of these attributes 
describes a particular feature of the data item, or movie. For 
a movie data source, of which there may be several, 
attributes might include movie title, release year, director, 
running time, and cast, among others. For a data source 
containing theaters showing movies, attributes might 
include theater name, address, city, state, and Zip code, 
among others. These common attributes of any one data 
Source typically apply to each of the data items contained in 
the source. 

0003 Conventional search algorithms use sophisticated 
searching techniques to find relevant metadata about a 
particular tangible thing, such as a movie. Although the 
searching methods are computationally Sophisticated. Such 
searching methods are prone to error because they often rely 
upon insufficient data, which may be mistakenly assumed to 
be correct. Moreover, such techniques require a great deal of 
processing capacity, which increases the cost of locating 
information and the time required to locate Such informa 
tion. 

0004 Such techniques are particularly prone to errors and 
Subject to unreasonable processing costs and delay where 
metadata is located in several data sources. Accordingly, a 
Solution that effectively uses simpler computational methods 
to match data items of multiple data sources by linking the 
information of the data sources together is desired. 

SUMMARY OF THE INVENTION 

0005 Embodiments of the invention overcome one or 
more deficiencies in the prior art by providing, among other 
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things, identification of common data items among many 
data sources, thereby leading to a more comprehensive, and 
ultimately correct, picture of the data sought to be under 
stood. The methods or systems of the present invention 
utilize as many identifiable attributes of the data sources as 
possible, thereby minimizing reliance upon any single piece 
of potentially erroneous data. One or more of the attributes 
of the metadata in a given data source may be matched, or 
interlinked, to the corresponding attributes of one or more 
other data sources. The interlinking of many attributes of 
several data sources differentiates Such a process from 
conventional search algorithms, in that such interlinking 
uses simpler computational methods, requiring less comput 
ing power and time, yet including as many attributes as can 
be identified to increase precision in making a match by 
reducing the reliance on any one piece of potentially erro 
neous data to Support a match. Thus, with each additional 
attribute identified and utilized in comparing the data 
Sources, match quality increases. This way, computationally 
quick and simple algorithms may yield high quality results 
with relatively little processing, compared to the traditional 
searching algorithms. Moreover, by matching data items of 
one data source with related data items of other data sources, 
the overall amount of metadata available to a user regarding 
each data item increases, effectively linking the information 
of two or more data Sources together. 
0006. Accordingly, a method (or a computer-readable 
media or a system) for linking related data from at least two 
data sources—the method comprising formatting items of 
data of a first data source according to attributes; formatting 
items of data of a second data source according to the 
attributes; executing a scoring algorithm for one or more of 
the attributes for generating a score for combinations of data 
comprising an item of data from the first data source and an 
item of data from the second data source; and identifying 
related items of data of the first and second data sources 
based upon the generated scores—is desired to address one 
or more of these and other disadvantages. For example, Such 
a method may be well-suited for merging metadata data 
bases or data streams relating to motion pictures or music, 
generally as set forth above. 
0007. In accordance with one aspect of the invention, a 
method for linking related data from at least two data 
Sources comprises formatting items of data of a first data 
Source according to attributes and formatting items of data 
of a second data source according to the attributes. The 
method further comprises executing a scoring algorithm for 
one or more of the attributes to generate a score for one or 
more sets of the formatted items of data. Each of the sets 
comprise an item of data from the first data Source and an 
item of data from the second data source. The method further 
comprises identifying related items of data of the first and 
second data sources based upon the generated scores. 
0008. In accordance with still another aspect of the 
present invention, one or more computer-readable media 
have computer-executable components for linking related 
data from at least two sources of data. The components 
comprise an attribute component for formatting items of 
data of a first data source according to a plurality of 
predetermined attributes. The attribute component further 
formats items of data of a second data source according to 
the attributes. The components also comprise an engine 
component for executing a scoring algorithm for one or 
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more of the attributes for generating a score for sets of data. 
The sets of data each comprise an item of data of the first 
data Source formatted by the attribute component and an 
item of data from the second data source formatted by the 
attribute component. The components also comprise a filter 
component identifying related items of data formatted by the 
attribute component based upon the scores generated by the 
engine component. 

0009. In accordance with yet another aspect of the 
present invention, a system for linking related data from at 
least two sources of data comprises a first data feed, a second 
data feed, and a processor for receiving the first and second 
data feeds. The processor is configured to format items of 
data of the first data feed according to attributes and format 
items of data of the second data feed according to the 
attributes. The processor is also configured to execute a 
scoring algorithm for one or more of the attributes to 
generate a score for one or more sets of the formatted items 
of data. Each of the sets comprises an item of data from the 
first data feed and an item of data from the second data feed. 
The processor is also configured to identify related items of 
data of the first and second data feeds based upon the 
generated scores. 
0010. In accordance with still another aspect of the 
present invention, a method for establishing a link between 
related metadata from at least two sources of metadata, the 
metadata including property data associated with a media 
file accessible by a client, comprises formatting items of data 
of a first metadata source according to attributes and for 
matting items of data of a second metadata Source according 
to the attributes. The method further comprises executing a 
scoring algorithm identifying related items of data generally 
as set forth above. The method also establishes at least one 
link between data items of the first metadata source related 
to data items of the second metadata source identified as 
being related and generates a user interface displaying the 
established link. 

0011 Alternatively, the invention may comprise various 
other methods and apparatuses. 
0012. Other features will be in part apparent and in part 
pointed out hereinafter. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 FIG. 1 is a generic arrangement of two data 
Sources comprising data items with multiple attributes; 
0014 FIG. 2 is an exemplary arrangement of two data 
Sources comprising data items with multiple attributes; 
0.015 FIG. 3 is an exemplary scoring table depicting the 
scoring of potentially related data items from the two data 
sources of FIG. 2; 
0016 FIG. 4 is a diagram of a computer-readable media 
(CRM) of the present invention; 
0017 FIG. 5 is a diagram of a system of the present 
invention; and 
0018 FIG. 6 is a block diagram illustrating one example 
of a Suitable computing system environment in which the 
invention may be implemented. 
0.019 Corresponding reference characters indicate corre 
sponding parts throughout the drawings. 
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DETAILED DESCRIPTION OF THE 
INVENTION 

0020. The inventions disclosed herein may be applied to 
any data sources having related data, such as metadata, 
sought to be linked. One application of this invention is for 
producing identification mappings, or match lists, interlink 
ing similar data items from different metadata sources, such 
as databases. These data items may relate to movies, music 
albums, movie theaters, etc. In one example, the metadata 
Sources may comprise property data associated with media 
files, such as at least one of video files, audio files, movies, 
music, executable files, and document files. This mapping of 
similar data items allows for aggregation of multiple data 
Sources, by linking related items, to create a more complete 
and accurate directory linking the data items being mapped. 
Overlapping data can be compared for errors, and utilized as 
a tool for determining the strength, or Veracity, of the link 
itself. Also, since no one data source is comprehensive, 
interlinking allows for creating a distinct union of informa 
tion by consolidating overlapping items. Lastly, interlinking 
can ease data provider transition since it allows for diver 
sification of information Sources. Systems based on inter 
linking generate aggregates of information from multiple 
Sources. Such that loss of a single data source (due to 
contract expiration, data source delivery failure, etc.) is no 
longer catastrophic. And a new data source can be readily 
added to Supplement areas where information coverage is 
lost. 

0021. In one embodiment, depicted in FIG. 1, the inven 
tion comprises a method for linking related data from at least 
two data sources. The at least two data sources may be 
constructed with various data structures comprising at least 
one of a database file, an Xml document, and a delimited text 
file, among others. The terms data source and metadata 
Source are used interchangeably throughout this application 
and may encompass any type of data Supply, whatever 
format or method of delivery. In addition, a data feed, 
discussed in detail below, comprises a stream of data items 
coming from a data source. Data feeds may be utilized in 
much the same manner as will be described below with 
respect to data sources. FIG. 1 depicts a generic layout of 
Such a first data source, generally indicated 21, and a second 
data source, generally indicated 23, for use with Such a 
method. Each data source 21, 23 comprises multiple data 
items, generally indicated 27, only some of which are 
depicted. For example, the first data source 21 includes a 
first data item, a second data item, and a third data item, 
while the second data source 23 also includes a first data 
item, a second data item, and a third data item. It should be 
understood that each data source 21, 23 may be comprised 
of additional data items 27 not shown in FIG. 1. Each data 
item 27 of a given data source 21, 23, is composed of a set 
of attributes 29. First, second, and third attributes are 
depicted in FIG. 1, although one skilled in the art would 
readily understand that additional attributes 29 may be 
included without departing from the scope of the claimed 
invention. These attributes 29 may further include a set of 
base attributes common to most, or some, of the data sources 
21, 23 under consideration for linking potentially related 
data items 27. Base attributes are those which will be 
utilized in the method for linking related data. A data source 
21, 23 may have a number of attributes 29, but only a portion 
of those attributes will be relied upon for linking data items 
27. In one example, the data items 27 relate to movies and 
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the attributes 29 are at least two of movie title, movie run 
time, Motion Picture Association of America (MPAA) rat 
ing, movie genre, releasing studio, cast listing, cast member, 
release date, release year, and director. Derived attributes 
can also be defined by algorithmic processing of one or more 
of the other attributes 29. For example, two attributes 29 
may be joined to one another (e.g., joining a city attribute 
and a state attribute of a particular movie theater), or an 
attribute may be split into more than one string (e.g., 
splitting multiple word attributes into separate words). 
Examples of such attribute formatting will be discussed in 
greater detail below. 
0022. Before the potentially related data items 27 from 
different data sources 21, 23 can be compared with one 
another, the data may be formatted to bring the data items 
into a readily comparable format. For example, items of data 
27 of a first data source 21 may be formatted according to 
the attributes 29, as with items of data of the second data 
source 23. For each of the first and second data sources 21, 
23, the attributes 29 may be different. For example, FIG. 2 
depicts an exemplary layout of two data sources, a fictional 
Jones movie data source, generally indicated 31, and a 
fictional Smith movie data source, generally indicated 33. 
each data source having multiple data items 27 with multiple 
attributes 29. Such formatting may take many forms, but in 
one example comprises parsing items of data 27 into data 
strings having a pre-defined format. Such pre-defined for 
mats might include removing portions of data Strings that are 
unrelated to the data item, related to formatting only, or more 
closely related to another attribute of the data item. In 
another example, attributes having different names, but 
corresponding to the same type of information, may be 
compared with one another. For example, data source 31 
refers to “Title” and “MPAA Rating attributes, which 
correlate to the “Movie Name” and “Rating attributes of 
data source 33. As will be made apparent in further discus 
sion below and would be readily understood by one skilled 
in the art, the method may further comprise formatting items 
of data 27 of a third data source according to the attributes. 
0023. Once the data items 27 are formatted for ready 
comparison of the data sources 21, 23 and 31, 33, the method 
further comprises executing a scoring algorithm for one or 
more of the attributes 29 to generate a score for one or more 
sets of the formatted items of data comprising an item of 
data from one of the data sources and an item of data from 
another of the data sources. In one example, each of the sets 
comprises an item of data 27 from the first data source 21, 
31 and an item of data from the second data source 23, 33. 
For each base attribute 29, those attributes relied upon for 
linking related data from at least two data sources, a match 
function is defined Such that an integer score is returned for 
the chosen base attribute values of any two data items 27, 
each from a different data source. The integer score is the 
attribute match score for the chosen attribute 29 for a 
particular pair of data items 27, one from each data source. 
The attribute match score is calculated for all base attributes 
in turn for the selected pair of data items 27. 
0024 For example, FIG. 3 depicts an exemplary scoring 
table, generally indicated 37, depicting the scoring of poten 
tially related data items 27 from the two data sources 31, 33 
depicted in FIG. 2. In this example, executing the scoring 
algorithm may be separated into multiple Sub-steps. As 
shown generally in FIG. 1, a first attribute of the one or more 
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of the attributes 29 of a first data item of the first data source 
21 comprises a first string. Similarly, a corresponding first 
attribute of a first data item of the second data source 23 
comprises a second string. Such strings may comprise data 
of many types within the scope of the claimed invention. 
Once the strings are identified, executing the scoring algo 
rithm for the first attributes comprises performing a string 
comparison between the first string and the second string 
and scoring the comparison of the first attribute of the first 
data item of the first data source 21 and the corresponding 
first attribute of the first data item of the second data source 
23 according to the scoring algorithm. In other words, this 
string comparison compares a single data item from each 
data source 21, 23 based upon a first attribute. The details of 
the comparison and scoring will be discussed in greater 
detail below, but FIG. 3 depicts an exemplary score of 100 
for the comparison of the first attribute (i.e., Title and Movie 
Name Score) of the first data item of the first data source, or 
Jones movie data source 31, and the corresponding first 
attribute of the first data item of the second data source, or 
Smith movie data source 33, utilizing the data from the data 
sources of FIG. 2. 

0025. Once a score is calculated for the first attribute of 
this set of data items 27, a second attribute of the one or more 
of the attributes 29 of the first data item of the first data 
source 21 comprises a third string (FIG. 1) and a corre 
sponding second attribute of the first data item of the second 
data source 23 comprises a fourth String. Executing the 
scoring algorithm for the second attributes comprises per 
forming a string comparison between the third string and the 
fourth String and scoring the comparison of the second 
attribute of the first data item of the first data source 21 and 
the corresponding second attribute of the first data item of 
the second data source 23 according to the scoring algo 
rithm. In other words, this step compares the same first data 
items from each data source 21, 23 based upon a second 
attribute. As with the first attribute, FIG. 3 depicts an 
exemplary score of 5 for the comparison of the second 
attribute (e.g., Release Date Score) of the first data item of 
the first data source, or Jones movie data source 31, and the 
corresponding second attribute of the first data item of the 
second data source, or Smith movie data source 33, utilizing 
the data from the data sources of FIG. 2. Such steps of 
comparing the potentially related data items 27 may be 
repeated for additional attributes 29, but the present descrip 
tion will be limited to two attributes for simplicity in 
describing the invention. 
0026. Once each of the attributes 29 for the first data 
items 27 are compared (e.g., first and second attributes), the 
executing the scoring algorithm comprises combining the 
score from the string comparison between the first string and 
the second string and from the string comparison between 
the third string and the fourth String to produce a total match 
score for the first data items. This total match score is 
indicative of the relative likelihood that the first data item of 
the first data source 21 and the first data item of the second 
data source 23 correspond to one another. 
0027. To further facilitate understanding the relationship 
between such potentially related data items 27, executing the 
scoring algorithm may further comprise weighting the score 
for the first attribute of the first data items before the 
combining, and weighting the score for the second attribute 
of the first data items before the combining. By weighting 
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the scores for each attribute 29 before combining them to 
produce the total match score for the selected pair of data 
items 27, the relative influence of the attributes in the total 
match score may be controlled. Considering the movie 
metadata example of FIGS. 2 and 3, an attribute 29 with 
ample detail and low repetition among different data items 
27, such as movie title, may be a better indicator of poten 
tially matched items than another attribute that provides 
little detail and high repetition among different data items, 
Such as MPAA ratings. In such an example, the score for the 
movie title attribute may merit a larger weighting than the 
score for the MPAA rating attribute, such that the total match 
score reflects the likely match of the more complex title over 
the simpler MPAA rating. Exemplary weighting coefficients 
will be discussed in detail below along with an example of 
the scoring algorithm. 
0028. The previous substeps of the executing the scoring 
algorithm compared two attributes 29 for a single set of data 
items comprising a first data item of the first data source 21 
and a first data item of a second data source 23. Other data 
items of the first and second data sources 21, 23 must also 
be compared. For example, the first attribute of a second data 
item of the second data source comprises a fifth string (FIG. 
1). Such that executing the scoring algorithm for the first 
attributes further comprises performing a string comparison 
between the first string and the fifth string and scoring the 
comparison of the first attribute of the first data item of the 
first data source 21 and a corresponding first attribute of the 
second data item of the second data source 23 according to 
the scoring algorithm. This substep compares the first 
attribute of the first data item of the first data source 21 with 
the corresponding first attribute of the second data item of 
the second data source 23. The details of the comparison and 
scoring will be discussed in greater detail below, but FIG. 3 
depicts an exemplary score of 51 for the comparison of the 
first attribute (e.g., Title and Movie Name Score) of the first 
data item of the first data source, or Jones movie data source 
31, and the corresponding first attribute of the second data 
item of the second data source, or Smith movie data source 
33, utilizing data from the data sources 31, 33 of FIG. 2. 
0029. Similarly, the second attribute of the second data 
item of the second data source 23 comprises a sixth string 
(FIG. 1). Executing the scoring algorithm for the second 
attributes further comprises performing a string comparison 
between the third string and the sixth string and scoring the 
comparison of the second attribute of the first data item of 
the first data source 21 and a corresponding second attribute 
of the second data item of the second data source 23 
according to the scoring algorithm. As with the first 
attribute, FIG. 3 depicts an exemplary score of 5 for the 
comparison of the second attribute (e.g., Release Date 
Score) of the first data item of the first data source, or Jones 
movie data source 31, and the corresponding second 
attribute of the second data item of the second data source, 
or Smith movie data source 33, utilizing the data from the 
data sources of FIG. 2. 

0030. As with the scores for the first and second attributes 
of the first data items, executing the scoring algorithm may 
further comprise combining the score from the String com 
parison between the first string and the fifth string (e.g., 
score of 51) and from the string comparison between the 
third string and the sixth string (e.g., score of 5) to produce 
a total match score for the first data item of the first data 
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Source 21 and the second data item of the second data source 
23. In addition, the executing the scoring algorithm further 
comprises weighting the score for the first attribute of the 
first and second data items of the first and second data 
Sources 21, 23, respectively, before the combining, and 
weighting the score for the second attribute of the first and 
second data items of the first and second data sources, 
respectively, before the combining. As discussed above, 
weighting the scores for each attribute 29 before combining 
them into the total match score influences the relative 
importance of the attributes. FIG. 3 depicts an exemplary 
weighted score of 10.995 for the comparison of four 
attributes of the first data item of the first data source, or 
Jones movie data source 31, and the corresponding four 
attributes of the first data item of the second data source, or 
Smith movie data source 33, utilizing the data from the data 
sources of FIG. 2. The other weighted scores for each of the 
sets of potentially related data items comprising a data item 
from the first data source, or Jones movie data source 31, and 
the second data source, or Smith movie data source 33, are 
also depicted in the chart of FIG. 3. 
0031. Once each of the sets of potentially related data 
items is assigned a total match score, the method may further 
comprise identifying related items of data 27 of the first and 
second data sources 21, 23 based upon the generated scores. 
In one example, the total match scores are calculated for 
multiple data sets for comparison to identify related items of 
data. Again, the present example discusses relatively few 
sets, but many additional sets comprising an item of data 27 
from the first data source 21 and an item of data from the 
second data source 23 may be considered using the same 
scoring algorithm discussed above. In any event, identifying 
related items of data 27 of the first and second data sources 
21, 23 based upon the generated scores further comprises 
linking the first data item of the first data source with the first 
data item of the second data source when two criteria are 
met. The first criterion requires that the total match score for 
the first data items of each of the first and second data 
sources 21, 23 is greater than the total match score for the 
first and second data items of the first and second data 
Sources. The second criterion requires that the total match 
score for the first data items is greater than a threshold 
matching criterion. If both of these criteria are met, then the 
first data item of the first data source 21 is identified as 
related to the first data item of the second data source 23. 

0032 Similarly, identifying related items of data 27 of the 
first and second data sources 21, 23 based upon the gener 
ated scores also comprises linking the first data item of the 
first data source with the second data item of the second data 
source when two criteria are met. The first criterion requires 
that the total match score for the first and second data items 
27 of the first and second data sources 21, 23, respectively, 
is greater than the total match score for first data items of 
each of the first and second data sources. The second 
criterion requires that the total match score for the first and 
second data items of the first and second data sources, 
respectively, is greater than a threshold matching criterion. 
0033 More generally speaking, identifying related items 
of data 27 of the first and second data sources 21, 23 based 
upon the generated scores comprises linking the first data 
item of the first data source with the first data item of the 
second data source when two criteria are met. First, the total 
match score for the first data items must be greater than the 
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total match score for the first data item of the first data source 
21 and any other data item of the second data source 23. 
Second, the total match score for the first data items must be 
greater than a threshold matching criterion. 
0034) Even more generally, identifying related items of 
data 27 of the first and second data sources 21, 23 based 
upon the generated scores comprises linking a data item of 
the first data source with a data item of the second data 
Source when a total match score for the data items is greater 
than any total match score for the data item of the first data 
Source and any other data item of the second data source and 
the total match score for the data items is greater than a 
threshold matching criterion. This more general recitation of 
the identification process is helpful in understanding that 
each of the data sources 21, 23 can comprise a large number 
of data items 27. To link any two related data items 27, one 
from each data source 21, 23, the total match score of those 
data items must be larger than any total match score from a 
set including one of the data items. 
0035. The two criteria are each important to the identi 
fying process. The first criterion, that the related data set 
have a total match score greater than any other data set 
sharing a data item of the related set, ensures that the set of 
data items identified is the most likely to be related. This 
criterion identifies the set with the highest score, which 
should correspond to the set of data items 27 most likely to 
be related. The second criterion requires that the match score 
be larger than a particular threshold matching criterion, 
thereby minimizing the likelihood of identifying a related set 
of data items 27 where the data items are merely the most 
similar to one another, but clearly do not share enough 
attributes 29 in common to create a match. It should also be 
noted here that in Some cases, two data items 27 found in a 
single data source 21, 23 may contain identical, or nearly 
identical, information, such that the matching scores for sets 
of data containing one of those two data items may be 
identical. For example, in a comparison of movie data 
Sources, the same movie may be listed twice, once for a 
United States release, and again for a European release. 
Other movies in the same data source may also be listed 
twice. In this scenario, it may be beneficial to add a third 
criterion, whereby some Subset of the data source. Such as 
only those movies released in the United States, is evaluated, 
rather than the entire data source. This selection of a subset 
of the data source may also be incorporated into the for 
matting of the items of data 27 discussed above, whereby a 
particular Subset of the data source is evaluated, rather than 
the entire data source. 

0.036 Specific examples will help demonstrate the impor 
tance of the two criteria. Referring again to the specific 
example depicted in FIG. 3, identifying related items of data 
27 of the data sources 31, 33 based upon the generated 
scores comprises linking a data item of the Jones movie data 
source with a data item of the Smith movie data source when 
a total match score for the data items is greater than any total 
match score for the data item of the Jones movie data source 
and any other data item of the Smith movie data source and 
the total match score for the data items is greater than a 
threshold matching criterion. In particular, the first three 
rows of the table of FIG. 3 disclose the total match score for 
each data set including the first data item of the Jones movie 
data source 31. The first criterion requires comparing the 
scores of each of these sets to see which score is the largest. 
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In this case, the score of 10.995 for the data set comprising 
the first data item of the Jones movie data source 31 and the 
first data item of the Smith movie data source 33 is clearly 
larger than the 5,905 score for the data set comprising the 
first data item of the Jones movie data source and the second 
data item of the Smith movie data source and the 80 score 
for the data set comprising the first data item of the Jones 
movie data source and the third data item of the Smith movie 
data source. The second criterion requires that the total 
match score be greater than a particular threshold matching 
criterion, such as 8,500 for this particular algorithm. 
Because the score of 10.995 for the data set comprising the 
first data item of the Jones movie data source 31 and the first 
data item of the Smith movie data source 33 surpasses the 
threshold matching criterion of 8,500, the scoring algorithm 
will deem the data set comprising the first data item of the 
Jones movie data source and the first data item of the Smith 
movie data source as a match, as indicated in the final 
column of the table of FIG. 3. This result is as intended, as 
the first data item 27 of both data sources 31, 33 is the movie 
“The 20th Century with Mike Wallace: Ourselves, Our 
Bodies. 

0037 Similarly, the next three rows of the table of FIG. 
3 disclose the total match score for each data set including 
the second data item of the Jones movie data source 31. The 
first criterion requires comparing the scores of each of these 
sets to see which score is the largest. In this case, the score 
of 10,375 for the data set comprising the second data item 
of the Jones movie data source 31 and the third data item of 
the Smith movie data source 33 is clearly larger than the 80 
score for the data set comprising the second data item of the 
Jones movie data source and the first data item of the Smith 
movie data source and the 80 score for the data set com 
prising the second data item of the Jones movie data source 
and the second data item of the Smith movie data source. 
The second criterion requires that the total match score be 
greater than a particular threshold matching criterion, Such 
as the 8,500 threshold introduced above. Because the score 
of 10,375 for the data set comprising the second data item 
of the Jones movie data source and the third data item of the 
Smith movie data source Surpasses the threshold matching 
criterion of 8,500, the scoring algorithm will deem the data 
set comprising the second data item of the Jones movie data 
source and the third data item of the Smith movie data 
Source as a match, as indicated in the final column of the 
table of FIG. 3. This result is also as intended, as the second 
data item of the Jones movie data source and the third data 
item of the Smith movie data source is the movie “Dial M 
for Murder.’ 

0038 Finally, the last three rows of the table of FIG. 3 
disclose the total match score for each data set including the 
third data item of the Jones movie data source 31. Applying 
the first criterion, the score of 7,050 for the data set com 
prising the third data item of the Jones movie data source 
and the third data item of the Smith movie data source 33 is 
clearly larger than the 80 score for the data set comprising 
the third data item of the Jones movie data source and the 
first data item of the Smith movie data source and the 80 
score for the data set comprising the third data item of the 
Jones movie data source and the second data item of the 
Smith movie data source. The second criterion requires that 
the total match score be greater than a particular threshold 
matching criterion, such as the 8,500 threshold introduced 
above. Unlike the previous examples, the score of 7,050 for 
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the data set comprising the third data item of the Jones 
movie data source and the third data item of the Smith movie 
data source is less than the threshold matching criterion of 
8,500, such that the scoring algorithm will not deem any data 
set as indicative of a match, as indicated in the final column 
of the table of FIG. 3. This result is also as intended, as the 
third data item of the Jones movie data source, the movie 
“Murder, does not match any of the data items of the Smith 
movie data source. The data items 27 share the word 
“Murder” in their titles, as well as an MPAA rating, and have 
run lengths differing by only 8 minutes, but the threshold 
matching criterion is set at a high enough level to correctly 
exclude the potential match. 
0039. As would be readily understood by one skilled in 
the art, the identifying related items of data 27 may identify 
related items based upon the generated scores when more 
than two data sources are interlinked, such as items of data 
of the first, second, and a third data source. In particular, 
with third data source, the identifying related items of data 
27 comprises linking a data item of the first data source 21 
with a data item of the second data source 23 when a total 
match score for the data items is greater than any total match 
score for the data item of the first data source and any other 
data item of the second data source and the total match score 
for the data items of the first and second data sources is 
greater than a threshold matching criterion. In addition, the 
identifying related items of data 27 comprises linking the 
data item of the first data source 21 with a data item of the 
third data source when a total match score for the data items 
is greater than any total match score for the data item of the 
first data source and any other data item of the third data 
source and the total match score for the data items of the first 
and third data sources is greater than a threshold matching 
criterion. 

0040. Once any matches between data items 27 have 
been identified, the method may further comprise providing 
a link between data items of the first data source 21 and data 
items of the second data source 23 identified as being 
related. Providing Such a link may be in response to receiv 
ing an item selection from a user. Such a link may be made 
accessible via at least one of a web browser, a media player, 
a handheld electronic device, or a personal computer, among 
others. 

0041 Interlinking of multiple data sources 21, 23, can 
occur in any number of ways. In the standard, or simple, 
interlinking model, a total match score is calculated for 
every possible set of data items 27 from any two data 
sources 21, 23. Each set of data items 27 is considered a 
potential match candidate. The executing a scoring algo 
rithm process described above is performed on every poten 
tial set of data items 27 across every potential pairing of data 
Sources 21, 23, generating a score for each set of data items 
comprising an item of data from the first data source and an 
item of data from the second data source. Executing a 
scoring algorithm for each of these sets can require a large 
processing capacity. Consider a relatively simple example 
including three data sources, each having two data items, A 
and B, C and D, and E and F, respectively. To interlink each 
of these three data Sources to one another using the simple 
interlinking model, a total of 24 sets of data would need to 
be evaluated as potential matches, according to the follow 
ing calculation: 
0.042 2 data items in the first data sourcex 
0043. 2 data items in the second data sourcex 
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0044) 2 data items in the third data sourcex 

0045 3 total data sources=24 sets, 

0046 including the combinations of AC, AD. AE, AF, 
BC, BD, BE, BF, CA, CB, CE, CF, DA, DB, DE, DF, EA, 
EB, EC, ED, FA, FB, FC, and FD. This simple interlinking 
model reviews each potential set of data items, even those 
that are redundant, such as AE and E.A. Simple interlinking 
is appropriate in those applications where the computational 
processing available can readily handle the sometimes large 
number of individual sets produced by the interlinking, but 
may be less appropriate where the number of data items is 
very large and processing capacity is limited. 

0047 Because the unoptimized, or standard, interlinking, 
model can potentially produce an exponential number of 
match operations due to a large number of data items 27 in 
one or more data sources 21, 23, optimizations to minimize 
processing are valuable tools. One of these optimizations is 
to only perform match calculations on sets of data items 27 
that are preliminarily identified as potential best match pairs. 
Such an optimization selects one or two high-cardinality 
attributes 29 and executes a preliminary match calculations 
on all possible sets of data items 27. High-cardinality 
attributes 29 are those attributes that include many different 
potential values, such that differentiation among data items 
27 is relatively high. The optimization excludes all match 
candidate sets of data items 27 that return Zero scores for all 
the selected high-cardinality attributes 29, such that the 
group of remaining sets of data items is of a smaller, more 
manageable, size. Such an optimization may reduce the total 
number of potentially related sets of data items 27 by ninety 
percent or more when compared with all the possible sets of 
the unoptimized, or standard, interlinking model. Once the 
number of sets of data items 27 is reduced be excluding 
those clearly non-related sets, the full execution of the 
scoring algorithm may be processed on the remaining sets of 
data items. 

0048. In particular, the executing of the method com 
prises executing a preliminary matching algorithm for one or 
two high-cardinality attributes 29 to generate a preliminary 
score for sets of data items 27 comprising an item of data 
from the first data source 21 and an item of data from the 
second data source 23. The method then identifies clearly 
unrelated sets of data items 27 of the first and second data 
Sources 21.23 based upon the generated preliminary scores 
and excludes the clearly unrelated sets of data from the 
process of executing the scoring algorithm. The preliminary 
matching algorithm acts as a filter for excluding those sets 
of data items 27 that are clearly unrelated to one another so 
that those sets need not be further screened. 

0049. In addition to determining what sets are clearly 
non-related and excluding those sets from the calculation by 
utilizing high-cardinality attributes 29, another optimization 
useful in limiting processing is serial interlinking. Serial 
interlinking is particularly appropriate when considering the 
association of data items 27 between many data sources, 
Such as more than three sources. Rather than interlinking 
every data source to every other data source and performing 
potentially redundant calculations, an interlinking chain can 
be formed by interlinking a data source that has not been 
previously interlinked to a data source that has been. Spe 
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cifically, executing the scoring algorithm of the method 
comprises generating a score for each set of data comprising 
an item of data from the first data source, and an item of data 
from the second data Source, and generating a score for each 
set of data comprising an item of data from the second data 
source and an item of data from the third data source. With 
serial interlinking, the executing generates a score between 
the first and second data sources, and the second and third 
data sources, but does not require generating a score for each 
set of data comprising an item of data from the first data 
Source and an item of data from the third data source. 

0050 Consider a relatively simple example including 
four data sources, each having one hundred data items. To 
interlink each of these four data sources to one another using 
the simple interlinking model, a total of 120,000 sets of data 
would need to be evaluated as potential matches, many of 
them duplicates, according to the following calculation: 

0051) 
0052) 

100 data items in one data sourcex 

100 data items in another data sourcex 

0053 3 interlinking associations per data sourcex 
0054 4 total data sources =120,000 sets. 
0.055 Considering the same example with serial inter 
linking, however, the first data source is interlinked with the 
second data source, the third data source with the second 
data source, and the fourth data source with the third data 
source, yielding a total of 30,000 sets of data to be evaluated, 
according to the following calculation: 

0056) 
0057) 
0.058 3 interlinking associations in total=30,000 sets. 

100 data items in one data sourcex 

100 data items in another data sourcex 

0059 By interlinking a data source that has not been 
interlinked to a data source that has been interlinked, the 
newly interlinked data source can be considered interlinked 
to every other interlinked data source, thereby forming an 
interlinked chain. In the example noted above, when the 
third data source is interlinked with the second data source, 
it is also interlinked with the first data source, which has 
already been interlinked with the second data source. 
0060. There are limitations to the serial interlinking 
model. An incorrect interlink between two data Sources can 
be propagated by following the interlink chain, thereby 
propagating the error. Also, interlink candidate sets of data 
items may be missed if data sources being interlinked have 
different data coverage. This particular limitation can be 
mitigated by specifying the interlink order. Thus, for a large 
number of data sources with similar data coverage, the 
error/loss from serial interlinking may be Small and accept 
able. 

0061. In addition to excluding clearly non-related sets of 
data items from the calculation and serial interlinking, 
another optimization useful in limiting processing is trunk 
interlinking. With trunk interlinking, one data source is 
selected as the trunk data source and all other data sources 
are interlinked to it. Trunk interlinking has the same perfor 
mance benefits as serial interlinking, discussed above. Trunk 
interlinking is particularly useful where the trunk data 
Source has broad coverage, or many data items, such that 
few potential data set matches may be missed. In one 
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example, the executing of the present method comprises 
generating a score for each set of data comprising an item of 
data from the first data source and an item of data from the 
second data source, and generating a score for each set of 
data comprising an item of data from the first data source 
and an item of data from the third data source. In this 
example, the first data source is considered the trunk data 
Source. In another example, the first data source comprises 
a canonical source, having a substantially cumulative listing 
of most data items. 

0062) Returning to the details of the scoring algorithm, 
the execution of the scoring algorithm is designed to utilize 
relatively simple comparator operations. An individual scor 
ing algorithm need not provide a high degree of differen 
tiation on its own, but due to the number of Scoring 
operations that are needed, the operation must be computa 
tionally quick. Another requirement of the scoring algorithm 
is that they be symmetrical. That is, the algorithm should 
return the same value regardless of the order in which values 
are passed. This simplifies the resultant matches and pre 
vents circular match paths in a particular pair of data 
SOUCS. 

0063. In one example, the scoring algorithm assigns a 
particular score to each string comparison based upon the 
following criteria. For the example comparison between the 
first and second strings (FIG. 1), the method assigns a high 
score when the string comparison yields an exact match. The 
method instead assigns a neutral score less than the high 
score when at least one of the first string and the second 
string contains no value. The method further assigns a low 
score less than the neutral score when the String comparison 
between the first string and the second string yields a partial 
match. Finally, the method assigns a Zero score when none 
of the high score, the neutral score, and the low score is 
assigned. 

0064. In another example, the results of which are 
depicted in FIG. 3, a slightly more sophisticated scoring 
algorithm is utilized. The first attribute forming part of the 
execution step is the Title or Movie Name attribute. Gen 
erally speaking, to generate a score indicative of the simi 
larity of Title or Movie Name attributes 29 of a given set of 
data items 27, the average percentage of shared words 
between the data strings is calculated. To facilitate this 
comparison, the data associated with the Title or Movie 
Name attribute 29 is split into individual words. During this 
operation, any punctuation characters are removed and text 
translations may also be made. 
0065. Once the strings are split into words, the algo 
rithm's first step requires finding shared words between the 
data items. Each occurrence of a particular shared word is 
counted only once. For example, in comparing the first data 
item of the Jones movie data source 31 and the second data 
item of the Smith movie data source 33, six words are 
shared, namely: “The”, “20th”, “Century”, “with, “Mike', 
and “Wallace. 

0066. After the shared words are determined, common 
words may be excluded. Common words to be excluded may 
be readily determined at execution time by selecting the top 
five most common words from all the movie titles. In a small 
set of data items 27, or movies, this exclusion of common 
words may inadvertently exclude useful words. Therefore, 
in another example, an exclusion list of common words may 



US 2006/0089948 A1 

be determined beforehand, independent of the data items 27, 
to avoid this. For this example, assume that the common 
words “The”, “and”, and “With are excluded. Because 
“The' and “With are each shared words, the number of 
shared words between the data items drops from six to four. 

0067. With the shared words determined, the percentage 
of words in each title that match may be calculated. For the 
first data item of the Jones movie data source 31, seven 
words are counted in the title, namely: “20th”, “Century”. 
“Mike”, “Wallace”, “Ourselves”, “Our', and “Bodies', 
while “The’ and “with are excluded as common. Thus the 
percentage of common words for the first data item of the 
Jones movie data source 31 is 77 or 57.1%. For the second 
data item of the Smith movie data source 33, nine words are 
counted in the title, namely: “20th”, “Century”, “Mike”, 
“Wallace”, “Feminist”, “Movement”, “Battle”, “Over, and 
“Abortion', while “The”, “and”, and “with are excluded as 
common. Thus the percentage of common words for the 
second data item of the Smith movie data source is % or 
44.4%. 

0068. Once the percentage of common words in each data 
item is calculated, the average of the percentages may be 
calculated as (/7+%)/2, or 50.8%, which may be rounded to 
the nearest whole integer to yield a final score of 51, as 
depicted in the table of FIG. 3. The other scores in the “Title 
and Movie Name Score” column of the table are calculated 
similarly. The generalized calculation is set forth below for 
reference, along with the detailed calculation for the first 
data item of the Jones movie data source 31 and the second 
data item of the Smith movie data source 33: 

Calculation: 

w = {The with 20th Century Mike Wallace Ourselves Our Bodies} 

ws = {The with and 20th Century Mike 

Wallace Feminist Movement Battle Over Abortion 

CW = {The With And 

cw 5 = wa? ws - CW = {20th Century Mike Wallace} 

N(S) = number of elements in a set 

SCOee 

N(cw 5)f N (wi - CW) + N(cw 5)f N (ws - CW) 
2 

x 100 = 

2 x 100 = 51 

The other scores in the “MPAA Rating Score' column of the 
table are calculated similarly. Although the present example 
utilizes the number of matching words to facilitate scoring, 
it is also contemplated that the number of matching char 
acters, or character Strings, could be utilized without depart 
ing from the scope of the claimed invention. 
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0069. Next, the score for the MPAA rating comparison 
may be assigned based upon the following criteria: 

Rule Score 

Both data items have identical, non-null MPAA ratings. 5 (high) 
Either or both of the data items has an empty or null 2 (neutral) 
MPAA rating. 
Both movies have dissimilar, non-null MPAA ratings. O 

0070 Thus, in comparing the first data item of the Jones 
movie data source 31 and the second data item of the Smith 
movie data source 33, both data items have a “null MPAA 
rating, yielding a score of 2. Comparing the third data item 
of the Jones movie data source 31, an item with a "Not 
rated rating, and the third data item of the Smith movie data 
source 33, an item with a “Not rated rating, however, yields 
a score of 5. The other scores in the “MPAA Rating Score” 
column of the table are calculated similarly. 
0071 Executing the scoring algorithm next comprises 
comparing the run length of each movie to assign a score 
based on the similarity of the run length of the data items 27. 
The goal of this portion of the algorithm is to sharply 
decrease the score as run lengths diverge. The algorithm 
assigns a score of 5 for perfect matches. For imperfect 
matches, a quickly degrading formula is utilized to calculate 
the score, dropping one score point for each mismatch and 
one more score point for every 5 minutes difference between 
the data items 27. The generalized equations are set forth 
below, as well as the calculation for the first data item of the 
Jones movie data source 31 and the second data item of the 
Smith movie data source 33. 

Calculation 

ld = length of the first data item 

is = length of the second data item 

if (la = ls) - Scorelength = 5 

else Scorelength = 
bS(la -l bS(50 - 47 4-round All-4-round AD)=3 

The other scores in the “Run Length Score” column of the 
table are calculated similarly. 

0072. In addition, executing the scoring algorithm com 
prises comparing the release date of each movie to assign a 
score based upon the similarity of the release date of the data 
items 27. As with run length, the algorithm for release date 
ideally decreases sharply as dates diverge. This calculation 
is complicated because some data items 27 include partial 
dates, while others include detailed dates. For example, one 
data item 27 may include only the year, while another may 
include the year, month, and day of release. The table below 
shows the calculation for each case and the functions 
assigned to each table of the case. The one exception to the 
table below is that when the dates exactly match one another 
(i.e., d. (first date)=d (second date)), an automatic score of 
5 is assigned. The release date score has a limited range from 
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0 to 5, so that if the calculation yields a result greater than 
five, a score of five is returned. Similarly, a negative score 
will result in a zero score. 

da has 
d is null da has yy da has yy/mm yyimmidd 

d is null Scoredate = 2 Scoredate = 0 Scoredate = 0 Scoredate = 0 
d has yy Scoredate = 0 Scoredate = Scoredate = Scoredate = 

f(da, d.) f(da, d.) fola, d) 
di has Scoredate = 0 Scoredate = Scoredate = Scoredate = 
yyimm f(da, d.) f(da, d) + fola, d) 

g(da, d) 
di has Scoredate = 0 Scoredate = Scoredate = Scoredate = 
yyimmidd f(d. d) f(da, d.) fold) + 

g(da, d) + 
h(da, d) 

0073) 

Functions 

f(d., d)-5-2bs year'da-yearh) 

g(da, db) = |: almonth monia) 
h(da, db) = f -abidyl- so 

The other scores in the "Release Date Score” column of the 
table are calculated similarly. 

0074 For the first data item of the Jones movie data 
source 31 and the second data item of the Smith movie data 
source 33, both data items 27 have an identical release date 
of “1996-01-01 01:01:00, yielding an automatic score of 5. 
In contrast, the third data item of the Jones movie data 
source 31 has a release year of 1930, and the third data item 
of the Smith movie data source 33 has a release year of 1954, 
yielding a score of 0, according to the following function: 

fidd)=5-290-19-5-22-1.6E7->0 

0075 Once scores for each of the attributes are calcu 
lated, executing the scoring algorithm process continues 
with weighting each of the attribute scores according to their 
relative importance in identifying related data items 27, as 
discussed above. The weighting fine tunes the model based 
upon the score calculations and the type of data contained in 
each attribute 29. For the exemplary data of FIG. 3, the 
following weights were utilized: 

Field Weight 

Name 100 
MPAA Rating 40 
Run Length 75 
Release Date 100 

0.076 Taking the scores for the first data item of the Jones 
movie data source 31 and the second data item of the Smith 
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movie data source 33 derived above, the total match score 
may be calculated as follows: 

Calculation 

SCOetti w; Score; 
i 

F (Warne SCOrename) + (wnpaa SCOrenpaa) + 
(wlength SCOrelength) + (wdate Scoredate) 

= (100. 51) + (40.2) + (75.3) + (100.5) = 5905 

0077. Other algorithms are also contemplated as within 
the scope of the claimed invention. Various scoring schemes 
may be utilized without departing from the scope of the 
claimed invention. 

0078. In another embodiment depicted in FIG. 4, the 
present invention may comprise one or more computer 
readable media (CRM), generally indicated 51, having com 
puter-executable components for linking related data from at 
least two sources of data. The components comprise an 
attribute component for formatting items of data of a first 
data source according to a plurality of predetermined 
attributes. The attribute component further formats items of 
data of a second data source according to the attributes. An 
engine component executes a scoring algorithm for one or 
more of the attributes for generating a score for sets of data, 
the sets of data each comprising an item of data of the first 
data source formatted by the attribute component and an 
item of data from the second data source formatted by the 
attribute component. A filter component identifies related 
items of data formatted by the attribute component based 
upon the scores generated by the engine component. The one 
or more computer-readable media may further comprise an 
aggregation component for generating a total match score 
for each set of data comprising an item of data from the first 
data source and an item of data from the second data source 
by combining the scores for each of the attributes generated 
by the engine component for each of the sets. In addition, the 
filter component links a data item of the first data source 
formatted by the attribute component with a data item of the 
second data source formatted by the attribute component 
when the total match score generated by the aggregation 
component for the data items is greater than any total match 
score for the data item of the first data source and any other 
data item of the second data source and the total match score 
for the data items is greater than a threshold matching 
criterion. 

0079. In another embodiment depicted in FIG. 5, a 
system, generally indicated 61, for linking related data from 
at least two sources of data comprises a first data feed 63 
from a first data source 64, a second data feed 65 from a 
second data source 66, and a processor 67 for receiving 
information from the first and second data feeds. The 
processor 67 is configured to format items of data of the first 
data feed 63 according to attributes and format items of data 
of the second data feed 65 according to the attributes. The 
processor 67 is further configured to execute a scoring 
algorithm for one or more of the attributes to generate a 
score for one or more sets of the formatted items of data. 
Each of the sets comprises an item of data from the first data 
feed 63 and an item of data from the second data feed 65. 
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The processor 67 is also configured to identify related items 
of data of the first and second data feeds 63, 65 based upon 
the generated scores. The system 61 may further comprise a 
data service 71 for providing a data link 73 between a data 
item of the first data feed 63 and a data item of the second 
data feed 65 identified as being related. In one example of 
the system 61, the data service 71 is a web service. The data 
service 71 provides a data link 73 between a data item of the 
first data feed 63 and a data item of the second data feed 65 
when a total match score for the data items is greater than 
any total match score for the data item of the first data feed, 
and any other data item of the second data feed, and the total 
match score for the data items is greater than a threshold 
matching criterion. 
0080. In still another embodiment, a method is disclosed 
for establishing a link between related metadata from at least 
two sources of metadata. The metadata includes property 
data associated with a media file accessible by a client. The 
method comprises formatting items of data of a first meta 
data source 21 according to attributes 29 and formatting 
items of data of a second metadata source 23 according to 
the attributes. The method further comprises executing a 
scoring algorithm for one or more of the attributes 29 to 
generate a score for one or more sets of the formatted items 
of data 27, each of the sets comprising an item of data from 
the first data source 21 and an item of data from the second 
data source 23. The method further comprises identifying 
related items of data 27 of the first and second data sources 
21, 23 based upon the generated scores and establishing at 
least one link 73 between data items of the first metadata 
Source related to data items of the second metadata source 
identified as being related. The method also generates a user 
interface, such as the monitor 188 discussed below, display 
ing the established link. In another example, the method may 
further comprise determining that a media file associated 
with an item of data 27 located in one of the metadata 
Sources is accessed by the client and presenting a link 73 
associated with the item of data to the client. 

0081 FIG. 6 shows one example of a general purpose 
computing device in the form of a computer 130. In one 
embodiment of the invention, a computer Such as the com 
puter 130 is suitable for use in the other figures illustrated 
and described herein. For example, processor 67 and/or data 
service 71 may be embodied by computer 130. Computer 
130 has one or more processors or processing units 132 and 
a system memory 134. In the illustrated embodiment, a 
system bus 136 couples various system components includ 
ing the system memory 134 to the processors 132. The bus 
136 represents one or more of any of several types of bus 
structures, including a memory bus or memory controller, a 
peripheral bus, an accelerated graphics port, and a processor 
or local bus using any of a variety of bus architectures. By 
way of example, and not limitation, Such architectures 
include Industry Standard Architecture (ISA) bus, Micro 
Channel Architecture (MCA) bus, Enhanced ISA (EISA) 
bus, Video Electronics Standards Association (VESA) local 
bus, and Peripheral Component Interconnect (PCI) bus also 
known as Mezzanine bus. 

0082 The computer 130 typically has at least some form 
of computer readable media. Computer readable media, 
which include both volatile and nonvolatile media, remov 
able and non-removable media, may be any available 
medium that can be accessed by computer 130. By way of 
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example and not limitation, computer readable media com 
prise computer storage media and communication media. 
Computer storage media include Volatile and nonvolatile, 
removable and non-removable media implemented in any 
method or technology for storage of information Such as 
computer readable instructions, data structures, program 
modules or other data. For example, computer storage media 
include RAM, ROM, EEPROM, flash memory or other 
memory technology, CD-ROM, digital versatile disks 
(DVD) or other optical disk storage, magnetic cassettes, 
magnetic tape, magnetic disk storage or other magnetic 
storage devices, or any other medium that can be used to 
store the desired information and that can be accessed by 
computer 130. Communication media typically embody 
computer readable instructions, data structures, program 
modules, or other data in a modulated data signal Such as a 
carrier wave or other transport mechanism and include any 
information delivery media. Those skilled in the art are 
familiar with the modulated data signal, which has one or 
more of its characteristics set or changed in Such a manner 
as to encode information in the signal. Wired media, Such as 
a wired network or direct-wired connection, and wireless 
media, such as acoustic, RF, infrared, and other wireless 
media, are examples of communication media. Combina 
tions of the any of the above are also included within the 
Scope of computer readable media. 
0083. The system memory 134 includes computer stor 
age media in the form of removable and/or non-removable, 
volatile and/or nonvolatile memory. In the illustrated 
embodiment, System memory 134 includes read only 
memory (ROM) 138 and random access memory (RAM) 
140. A basic input/output system 142 (BIOS), containing the 
basic routines that help to transfer information between 
elements within computer 130. Such as during start-up, is 
typically stored in ROM 138. RAM 140 typically contains 
data and/or program modules that are immediately acces 
sible to and/or presently being operated on by processing 
unit 132. By way of example, and not limitation, FIG. 6 
illustrates operating system 144, application programs 146. 
other program modules 148, and program data 150. 
0084. The computer 130 may also include other remov 
able/non-removable, Volatile/nonvolatile computer storage 
media. For example, FIG. 6 illustrates a hard disk drive 154 
that reads from or writes to non-removable, nonvolatile 
magnetic media. FIG. 6 also shows a magnetic disk drive 
156 that reads from or writes to a removable, nonvolatile 
magnetic disk 158, and an optical disk drive 160 that reads 
from or writes to a removable, nonvolatile optical disk 162 
such as a CD-ROM or other optical media. Other removable/ 
non-removable, Volatile/nonvolatile computer storage media 
that can be used in the exemplary operating environment 
include, but are not limited to, magnetic tape cassettes, flash 
memory cards, digital versatile disks, digital video tape, 
solid state RAM, solid state ROM, and the like. The hard 
disk drive 154, and magnetic disk drive 156 and optical disk 
drive 160 are typically connected to the system bus 136 by 
a non-volatile memory interface, such as interface 166. 
0085. The drives or other mass storage devices and their 
associated computer storage media discussed above and 
illustrated in FIG. 6, provide storage of computer readable 
instructions, data structures, program modules and other 
data for the computer 130. In FIG. 6, for example, hard disk 
drive 154 is illustrated as storing operating system 170, 
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application programs 172, other program modules 174, and 
program data 176. Note that these components can either be 
the same as or different from operating system 144, appli 
cation programs 146, other program modules 148, and 
program data 150. Operating system 170, application pro 
grams 172, other program modules 174, and program data 
176 are given different numbers here to illustrate that, at a 
minimum, they are different copies. 

0.086 A user may enter commands and information into 
computer 130 through input devices or user interface selec 
tion devices such as a keyboard 180 and a pointing device 
182 (e.g., a mouse, trackball, pen, or touchpad). Other input 
devices (not shown) may include a microphone, joystick, 
game pad, camera, Scanner, or the like. These and other input 
devices are connected to processing unit 132 through a user 
input interface 184 that is coupled to system bus 136, but 
may be connected by other interface and bus structures. Such 
as a parallel port, game port, or a Universal Serial Bus 
(USB). A monitor 188 or other type of display device is also 
connected to System buS 136 via an interface. Such as a video 
interface 190. In addition to the monitor 188, computers 
often include other peripheral output devices (not shown) 
Such as a printer and speakers, which may be connected 
through an output peripheral interface (not shown). 

0087. The computer 130 may operate in a networked 
environment using logical connections to one or more 
remote computers, such as a remote computer 194. The 
remote computer 194 may be a personal computer, a server, 
a router, a network PC, a peer device or other common 
network node, and typically includes many or all of the 
elements described above relative to computer 130. The 
logical connections depicted in FIG. 6 include a local area 
network (LAN) 196 and a wide area network (WAN) 198, 
but may also include other networks. LAN 136 and/or WAN 
138 can be a wired network, a wireless network, a combi 
nation thereof, and so on. Such networking environments are 
commonplace in offices, enterprise-wide computer net 
works, intranets, and global computer networks (e.g., the 
Internet). 
0088. When used in a local area networking environment, 
computer 130 is connected to the LAN 196 through a 
network interface or adapter 186. When used in a wide area 
networking environment, computer 130 typically includes a 
modem 178 or other means for establishing communications 
over the WAN 198, such as the Internet. The modem 178, 
which may be internal or external, is connected to system 
bus 136 via the user input interface 184, or other appropriate 
mechanism. In a networked environment, program modules 
depicted relative to computer 130, or portions thereof, may 
be stored in a remote memory storage device (not shown). 
By way of example, and not limitation, FIG. 6 illustrates 
remote application programs 192 as residing on the memory 
device. It will be appreciated that the network connections 
shown are exemplary and other means of establishing a 
communications link between the computers may be used. 
0089 Generally, the data processors of computer 130 are 
programmed by means of instructions stored at different 
times in the various computer-readable storage media of the 
computer. Programs and operating systems are typically 
distributed, for example, on floppy disks or CD-ROMs. 
From there, they are installed or loaded into the secondary 
memory of a computer. At execution, they are loaded at least 
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partially into the computer's primary electronic memory. 
The invention described herein includes these and other 
various types of computer-readable storage media when 
Such media contain instructions or programs for implement 
ing the operations described below in conjunction with a 
microprocessor or other data processor. 
0090 For purposes of illustration, programs and other 
executable program components, such as the operating sys 
tem, are illustrated herein as discrete blocks. It is recognized, 
however, that such programs and components reside at 
various times in different storage components of the com 
puter, and are executed by the data processor(s) of the 
computer. 

0091 Although described in connection with an exem 
plary computing system environment, including computer 
130, the invention is operational with numerous other gen 
eral purpose or special purpose computing system environ 
ments or configurations. The computing system environ 
ment is not intended to suggest any limitation as to the scope 
of use or functionality of the invention. Moreover, the 
computing system environment should not be interpreted as 
having any dependency or requirement relating to any one or 
combination of components illustrated in the exemplary 
operating environment. Examples of well known computing 
systems, environments, and/or configurations that may be 
suitable for use with the invention include, but are not 
limited to, personal computers, server computers, hand-held 
or laptop devices, multiprocessor Systems, microprocessor 
based systems, set top boxes, programmable consumer elec 
tronics, mobile telephones, network PCs, minicomputers, 
mainframe computers, distributed computing environments 
that include any of the above systems or devices, and the 
like. 

0092. Those skilled in the art will note that the order of 
execution or performance of the methods illustrated and 
described herein is not essential, unless otherwise specified. 
That is, it is contemplated by the inventors that elements of 
the methods may be performed in any order, unless other 
wise specified, and that the methods may include more or 
less elements than those disclosed herein. 

0093. When introducing elements of the present inven 
tion or the embodiment(s) thereof, the articles “a,”“an, 
'the' and "said are intended to mean that there are one or 
more of the elements. The terms “comprising,”“including.” 
and “having are intended to be inclusive and mean that 
there may be additional elements other than the listed 
elements. 

0094) In view of the above, it will be seen that the several 
objects of the invention are achieved and other advantageous 
results attained. 

0095. As various changes could be made in the above 
products and methods without departing from the scope of 
the invention, it is intended that all matter contained in the 
above description and shown in the accompanying drawings 
shall be interpreted as illustrative and not in a limiting sense. 

What is claimed is: 
1. A method for linking related data from at least two data 

Sources, said method comprising: 
formatting items of data of a first data source according to 

attributes; 
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formatting items of data of a second data source according 
to said attributes; 

executing a scoring algorithm for one or more of the 
attributes to generate a score for one or more sets of the 
formatted items of data, each of said sets comprising an 
item of data from the first data source and an item of 
data from the second data source; and 

identifying related items of data of the first and second 
data sources based upon the generated scores. 

2. The method as set forth in claim 1 further comprising 
providing a link between data items of the first data source 
and data items of the second data source identified as being 
related. 

3. The method as set forth in claim 2 wherein said 
providing a link is in response to receiving an item selection 
from a user. 

4. The method as set forth in claim 2 wherein said link is 
accessible via at least one of a web browser, a media player, 
a handheld electronic device, or a personal computer. 

5. The method as set forth in claim 1 wherein a first 
attribute of said one or more of the attributes of a first data 
item of the first data source comprises a first string and a 
corresponding first attribute of a first data item of the second 
data source comprises a second string, and 

wherein said executing the scoring algorithm for said first 
attributes comprises performing a string comparison 
between the first string and the second string and 
scoring the comparison of the first attribute of the first 
data item of the first data source and the corresponding 
first attribute of the first data item of the second data 
Source according to said scoring algorithm. 

6. The method as set forth in claim 5 wherein a second 
attribute of said one or more of the attributes of the first data 
item of the first data source comprises a third string and a 
corresponding second attribute of the first data item of the 
second data source comprises a fourth String, and 

wherein said executing the scoring algorithm for said 
second attributes comprises performing a string com 
parison between the third string and the fourth String 
and scoring the comparison of the second attribute of 
the first data item of the first data source and the 
corresponding second attribute of the first data item of 
the second data source according to said scoring algo 
rithm. 

7. The method as set forth in claim 6 wherein said 
executing the scoring algorithm comprises combining the 
score from the string comparison between the first String and 
the second string and from the string comparison between 
the third string and the fourth String to produce a total match 
score for said first data items. 

8. The method as set forth in claim 7 wherein said 
executing the scoring algorithm further comprises 

weighting the score for said first attribute of the first data 
items before said combining, and 

weighting the score for said second attribute of the first 
data items before said combining. 

9. The method as set forth in claim 7 wherein the first 
attribute of a second data item of the second data source 
comprises a fifth string, and 

wherein executing the scoring algorithm for said first 
attributes further comprises performing a string com 
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parison between the first string and the fifth string and 
scoring the comparison of the first attribute of the first 
data item of the first data Source and a corresponding 
first attribute of the second data item of the second data 
Source according to said scoring algorithm. 

10. The method as set forth in claim 9 wherein the second 
attribute of the second data item of the second data source 
comprises a sixth String, and 

wherein executing the scoring algorithm for said second 
attributes further comprises performing a string com 
parison between the third string and the sixth string and 
scoring the comparison of the second attribute of the 
first data item of the first data source and a correspond 
ing second attribute of the second data item of the 
second data source according to said scoring algorithm. 

11. The method as set forth in claim 10 wherein said 
executing the scoring algorithm comprises 

combining the score from the string comparison between 
the first string and the fifth string and from the string 
comparison between the third string and the sixth string 
to produce a total match score for said first data item of 
the first data source and the second data item of the 
second data source. 

12. The method as set forth in claim 11 wherein said 
executing the scoring algorithm further comprises 

weighting the score for said first attribute of the first and 
second data items of the first and second data sources, 
respectively, before said combining, and 

weighting the score for said second attribute of the first 
and second data items of the first and second data 
Sources, respectively, before said combining. 

13. The method as set forth in claim 11 wherein said 
identifying related items of data of the first and second data 
Sources based upon the generated scores further comprises, 

linking the first data item of the first data source with the 
first data item of the second data source when the total 
match score for the first data items of each of the first 
and second data sources is greater than the total match 
score for the first and second data items of the first and 
second data sources, respectively, and the total match 
score for the first data items is greater than a threshold 
matching criterion, and 

linking the first data item of the first data source with the 
second data item of the second data source when the 
total match score for the first and second data items of 
the first and second data sources, respectively, is greater 
than the total match score for first data items of each of 
the first and second data sources and the total match 
score for the first and second data items of the first and 
second data sources, respectively, is greater than a 
threshold matching criterion. 

14. The method as set forth in claim 11 wherein said 
identifying related items of data of the first and second data 
Sources based upon the generated scores further comprises, 

linking the first data item of the first data source with the 
first data item of the second data source when the total 
match score for the first data items is greater than the 
total match score for the first data item of the first data 
Source and any other data item of the second data 
source and the total match score for the first data items 
is greater than a threshold matching criterion. 
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15. The method as set forth in claim 5 wherein said 
scoring the comparison comprises, 

assigning a high score when the string comparison 
between the first string and the second string yields an 
exact match, 

assigning a neutral score less than said high score when at 
least one of said first string and said second string 
contains no value, 

assigning a low score less than said neutral score when the 
string comparison between the first string and the 
second string yields a partial match, and 

assigning a Zero score when none of the high score, the 
neutral score, and the low score is assigned. 

16. The method as set forth in claim 1 wherein said 
identifying related items of data of the first and second data 
Sources based upon the generated scores further comprises, 

linking a data item of the first data source with a data item 
of the second data source when a total match score for 
said data items is greater than any total match score for 
the data item of the first data source and any other data 
item of the second data source and the total match score 
for said data items is greater than a threshold matching 
criterion. 

17. The method as set forth in claim 1 wherein said 
executing comprises generating a score for each set of data 
items comprising an item of data from said first data source 
and an item of data from said second data source. 

18. The method as set forth in claim 17 wherein said 
executing comprises aggregating said sets of data compris 
ing an item of data from said first data source and an item 
of data from said second data source for at least two of said 
attributes to generate a total match score for each of said 
SetS. 

19. The method as set forth in claim 1 further comprising 
formatting items of data of a third data source according to 
said attributes; 

wherein said executing further comprises executing a 
scoring algorithm for one or more of the attributes to 
generate a score for sets of data comprising an item of 
data from one of said data sources and an item of data 
from another of said data Sources; and 

wherein said identifying related items further comprises 
identifying related items of data of the first, second, and 
third data sources based upon the generated scores. 

20. The method as set forth in claim 19 wherein said 
identifying related items of data of the first and second data 
Sources based upon the generated scores further comprises, 

linking a data item of the first data source with a data item 
of the second data source when a total match score for 
said data items is greater than any total match score for 
the data item of the first data source and any other data 
item of the second data source and the total match score 
for said data items of the first and second data sources 
is greater than a threshold matching criterion, and 

linking the data item of the first data source with a data 
item of the third data source when a total match score 
for said data items is greater than any total match score 
for the data item of the first data source and any other 
data item of the third data source and the total match 
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score for said data items of the first and third data 
Sources is greater than a threshold matching criterion. 

21. The method as set forth in claim 19 wherein said 
executing comprises generating a score for each set of data 
comprising an item of data from said first data source and an 
item of data from said second data source, and 

generating a score for each set of data comprising an item 
of data from said second data source and an item of data 
from said third data source. 

22. The method as set forth in claim 19 wherein said 
executing comprises generating a score for each set of data 
comprising an item of data from said first data source and an 
item of data from said second data source, and 

generating a score for each set of data comprising an item 
of data from said first data source and an item of data 
from said third data source. 

23. The method as set forth in claim 22 wherein said first 
data source comprises a canonical source. 

24. The method as set forth in claim 1 further comprising 
executing a preliminary matching algorithm for one or two 
high-cardinality attributes to generate a preliminary score 
for sets of data comprising an item of data from the first data 
Source and an item of data from the second data source: 

identifying clearly unrelated sets of data of the first and 
second data sources based upon the generated prelimi 
nary scores; and 

excluding said clearly unrelated sets of data from said 
executing said scoring algorithm. 

25. The method as set forth in claim 1 wherein said data 
Sources comprise property data associated with media files. 

26. The method as set forth in claim 1 wherein the data is 
data relating to at least one of video files, audio files, movies, 
music, executable files, and document files. 

27. The method as set forth in claim 26 wherein when said 
data relates to movies said attributes are at least two of 
movie title, movie run time, Motion Picture Association of 
America (MPAA) rating, movie genre, releasing studio, cast 
listing, cast member, release date, release year, and director. 

28. The method as set forth in claim 1 wherein said 
formatting comprises parsing items of data into data strings 
having a pre-defined format. 

29. The method as set forth in claim 1 wherein said first 
and second data sources are at least one of a database file, 
an Xml document, and a delimited text file. 

30. One or more computer-readable media having com 
puter-executable components for linking related data from at 
least two sources of data, said components comprising: 

an attribute component for formatting items of data of a 
first data source according to a plurality of predeter 
mined attributes, said attribute component further for 
matting items of data of a second data source according 
to said attributes; 

an engine component for executing a scoring algorithm 
for one or more of the attributes for generating a score 
for sets of data, said sets of data each comprising an 
item of data of the first data source formatted by the 
attribute component and an item of data from the 
second data source formatted by the attribute compo 
nent; and 
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a filter component identifying related items of data for 
matted by the attribute component based upon the 
scores generated by the engine component. 

31. The one or more computer-readable media set forth in 
claim 30 further comprising an aggregation component for 
generating a total match score for each set of data compris 
ing an item of data from said first data source and an item 
of data from said second data source by combining said 
scores for each of said attributes generated by the engine 
component for each of said sets. 

32. The one or more computer-readable media set forth in 
claim 31 wherein said filter component links a data item of 
the first data source formatted by the attribute component 
with a data item of the second data source formatted by the 
attribute component when said total match score generated 
by said aggregation component for said data items is greater 
than any total match score for the data item of the first data 
Source and any other data item of the second data source and 
the total match score for said data items is greater than a 
threshold matching criterion. 

33. A system for linking related data from at least two 
Sources of data, said system comprising: 

a first data feed; 
a second data feed; 
a processor for receiving said first and second data feeds, 

wherein the processor is configured to: 
format items of data of the first data feed according to 

attributes, 
format items of data of the second data feed according 

to said attributes, 
execute a scoring algorithm for one or more of the 

attributes to generate a score for one or more sets of 
the formatted items of data, each of said sets com 
prising an item of data from the first data feed and an 
item of data from the second data feed, and 

identify related items of data of the first and second data 
feeds based upon the generated scores. 

34. The system as set forth in claim 33 wherein said 
system comprises a data service for providing a data link 
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between a data item of the first data feed and a data item of 
the second data feed identified as being related. 

35. The system as set forth in claim 34 wherein said data 
service is a web service. 

36. The system as set forth in claim 34 wherein said data 
service provides a data link between a data item of the first 
data feed and a data item of the second data feed when a total 
match score for said data items is greater than any total 
match score for the data item of the first data feed and any 
other data item of the second data feed and the total match 
score for said data items is greater than a threshold matching 
criterion. 

37. A method for establishing a link between related 
metadata from at least two sources of metadata, said meta 
data including property data associated with a media file 
accessible by a client, comprising: 

formatting items of data of a first metadata source accord 
ing to attributes; 

formatting items of data of a second metadata source 
according to said attributes; 

executing a scoring algorithm for one or more of the 
attributes to generate a score for one or more sets of the 
formatted items of data, each of said sets comprising an 
item of data from the first data source and an item of 
data from the second data source: 

identifying related items of data of the first and second 
data sources based upon the generated scores; 

establishing at least one link between data items of the 
first metadata source related to data items of the second 
metadata source identified as being related; and 

generating a user interface displaying the established link. 
38. The method as set forth in claim 37 further comprising 

determining that a media file associated with an item of data 
located in one of said metadata sources is accessed by said 
client and presenting a link associated with said item of data 
to said client. 


