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Method for automated quality check of chromatographic and/or mass spectral data

Technical Field

The invention relates to a method for automated quality check of chromatographic and/or
mass spectral data, a test system, a computer program and a computer program product.
The proposed methods and devices can be used in the technical field of mass spectrometry,

specifically for liquid chromatography-mass spectrometry.
Background art

Current Mass Spectrometry (MS) data processing usually requires manual data review of
all acquired data and subsequent manual correction of about 5 -20 % of the results due to
high error rates. It is performed by trained operators through tedious visual analysis of
hundreds of plots. Manually flagging of untrustworthy data obtained by using MS instru-
ments such as liquid chromatography coupled with mass spectrometry (LC-MS) or tandem
mass spectrometry (LC-MS/MS) is time consuming. However, there are only a few solu-
tions to flagging untrustworthy results generated by automated peak integration. The inten-
tion of the suggested approaches is to reduce the amount of manual review by focusing on
problematic results. However, still a substantial portion of data has to be revised and poten-

tially manually re-integrated.

Further, some of these approaches rely on machine learning approaches. However, since
these approaches depend on real training datasets they are tailored to specific laboratory

settings, subjectively labeled as “good” or “bad”, and limited in sample size.
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For example, www.indigobio.com/ascent/ describes an ASCENT’s peak processor which
may still run into instances where manual inspection is required. ASCENT notifies you of
those peaks which should be reviewed, and presents them with a set of peak-focused flags.
This approach may reduce, but not replace manual peak review. Similarly Yu M, Bazydlo
LAL, Bruns DE, Harrison JH Jr., “Streamlining Quality Review of Mass Spectrometry
Data in the Clinical Laboratory by Use of Machine Learning”, Arch Pathol Lab Med. 2019
Aug;143(8):990-998. doi: 10.5858/arpa.2018-0238-OA describes to determine whether a
classification model created by using standard machine learning algorithms can verify ana-
lytically acceptable MS results and thereby reduce manual review requirements. The pro-
posed technique may reduce but not replacing manual peak review. Toghi Eshghi S, Auger P,
Mathews WR, “Quality assessment and interference detection in targeted mass spectrometry data
using machine learning”, Clin Proteomics. 2018 Oct 6;15:33. doi: 10.1186/s12014-018-9209-x
describe that the algorithm takes advantage of supervised machine learning to identify peaks with
interference or poor chromatography based on a set of peaks that have been annotated by an expert
analyst. Using TargetedMSQC to analyze targeted proteomics data reduces the time spent on man-
ual inspection of peaks and improves both speed and accuracy of interference detection. Again, the

proposed technique may reduce but not replacing manual peak review.

Problem to be solved

It is therefore an objective of the present invention to provide a method for automated
quality check of chromatographic and/or mass spectral data, a test system, a computer pro-
gram and a computer program product, which avoid the above-described disadvantages of
known methods, devices, computer programs and computer program products. In particu-

lar, the method and devices shall be provided allowing replacing manual peak review.

Summary

This problem is addressed by a method for automated quality check of chromatographic
and/or mass spectral data, a test system, a computer program and a computer program
product, with the features of the independent claims. Advantageous embodiments which
might be realized in an isolated fashion or in any arbitrary combinations are listed in the

dependent claims as well as throughout the specification.
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As used in the following, the terms “have”, “comprise” or “include” or any arbitrary
grammatical variations thereof are used in a non-exclusive way. Thus, these terms may
both refer to a situation in which, besides the feature introduced by these terms, no further
features are present in the entity described in this context and to a situation in which one or
more further features are present. As an example, the expressions “A has B”, “A comprises
B” and “A includes B” may both refer to a situation in which, besides B, no other element
is present in A (i.e. a situation in which A solely and exclusively consists of B) and to a
situation in which, besides B, one or more further elements are present in entity A, such as

element C, elements C and D or even further elements.

Further, it shall be noted that the terms “at least one”, “one or more” or similar expressions
indicating that a feature or element may be present once or more than once typically will
be used only once when introducing the respective feature or element. In the following, in
most cases, when referring to the respective feature or element, the expressions “at least
one” or “one or more” will not be repeated, non-withstanding the fact that the respective

feature or element may be present once or more than once.

"non
2

Further, as used in the following, the terms "preferably”, "more preferably", "particularly"”,
"more particularly", "specifically", "more specifically" or similar terms are used in con-
junction with optional features, without restricting alternative possibilities. Thus, features
introduced by these terms are optional features and are not intended to restrict the scope of
the claims in any way. The invention may, as the skilled person will recognize, be per-
formed by using alternative features. Similarly, features introduced by "in an embodiment
of the invention" or similar expressions are intended to be optional features, without any
restriction regarding alternative embodiments of the invention, without any restrictions
regarding the scope of the invention and without any restriction regarding the possibility of
combining the features introduced in such way with other optional or non-optional features

of the invention.

In a first aspect a computer implemented method for automated quality check of chroma-

tographic and/or mass spectral data is proposed.

The term “computer implemented method” as used herein is a broad term and is to be giv-
en its ordinary and customary meaning to a person of ordinary skill in the art and is not to
be limited to a special or customized meaning. The term specifically may refer, without
limitation, to a method involving at least one computer and/or at least one computer net-

work. The computer and/or computer network may comprise at least one processor which



10

15

20

25

30

35

WO 2023/031447 PCT/EP2022/074552

-4 -

is configured for performing at least one of the method steps of the method according to
the present invention. Preferably each of the method steps is performed by the computer
and/or computer network. The method may be performed completely automatically, specif-
ically without user interaction. The terms “automatically” and “automated” as used herein
are broad terms and are to be given their ordinary and customary meaning to a person of
ordinary skill in the art and is not to be limited to a special or customized meaning. The
terms specifically may refer, without limitation, to a process which is performed complete-
ly by means of at least one computer and/or computer network and/or machine, in particu-

lar without manual action and/or interaction with a user.

The terms “mass spectral data” as used herein is a broad term and is to be given its ordi-
nary and customary meaning to a person of ordinary skill in the art and is not to be limited
to a special or customized meaning. The term specifically may refer, without limitation, to
data obtained by using at least one mass spectrometry device, in particular to at least one

mass spectrum.

The term “chromatographic data” as used herein is a broad term and is to be given its ordi-
nary and customary meaning to a person of ordinary skill in the art and is not to be limited
to a special or customized meaning. The term specifically may refer, without limitation, to
data obtained by using at least one chromatography device, e.g. at least one liquid chro-

matograph. The chromatographic data may comprise at least one chromatogram.

The term “mass spectrometry” as used herein is a broad term and is to be given its ordinary
and customary meaning to a person of ordinary skill in the art and is not to be limited to a
special or customized meaning. The term specifically may refer, without limitation, to an
analytical technique for determining a mass-to-charge ratio of ions. The mass spectrometry
may be performed using at least one mass spectrometry device. As used herein, the term
“mass spectrometry device”, also denoted “mass analyzer”, is a broad term and is to be
given its ordinary and customary meaning to a person of ordinary skill in the art and is not
to be limited to a special or customized meaning. The term specifically may refer, without
limitation, to an analyzer configured for detecting at least one analyte based on the mass-
to-charge ratio. The mass analyzer may be or may comprise at least one quadrupole ana-
lyzer. As used herein, the term “quadrupole mass analyzer” is a broad term and is to be
given its ordinary and customary meaning to a person of ordinary skill in the art and is not
to be limited to a special or customized meaning. The term specifically may refer, without
limitation, to a mass analyzer comprising at least one quadrupole as mass filter. The quad-

rupole mass analyzer may comprise a plurality of quadrupoles. For example, the quadru-
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pole mass analyzer may be a triple quadrupole mass spectrometer. As used herein, the term
“mass filter” is a broad term and is to be given its ordinary and customary meaning to a
person of ordinary skill in the art and is not to be limited to a special or customized mean-
ing. The term specifically may refer, without limitation, to a device configured for select-
ing ions injected to the mass filter according to their mass-to-charge ratio m/z. The mass
filter may comprise two pairs of electrodes. The electrodes may be rod-shaped, in particu-
lar cylindrical. In ideal case, the electrodes may be hyperbolic. The electrodes may be de-
signed identical. The electrodes may be arranged in parallel extending along a common
axis, e.g. a z axis. The quadrupole mass analyzer may comprise at least one power supply
circuitry configured for applying at least one direct current (DC) voltage and at least one
alternating current (AC) voltage between the two pairs of electrodes of the mass filter. The
power supply circuitry may be configured for holding each opposing electrode pair at iden-
tical potential. The power supply circuitry may be configured for changing sign of charge
of the electrode pairs periodically such that stable trajectories are only possible for ions
within a certain mass-to-charge ratio m/z. Trajectories of ions within the mass filter can be
described by the Mathieu differential equations. For measuring ions of different m/z values
DC and AC voltage may be changed in time such that ions with different m/z values can be

transmitted to a detector mass spectrometry device.

The mass spectrometry device may further comprise at least one ionization source. As used
herein, the term “ionization source”, also denoted as “ion source”, is a broad term and is to
be given its ordinary and customary meaning to a person of ordinary skill in the art and is
not to be limited to a special or customized meaning. The term specifically may refer,
without limitation, to a device configured for generating ions, e.g. from neutral gas mole-
cules. The ionization source may be or may comprise at least one source selected from the
group consisting of: at least one gas phase ionization source such as at least one electron
impact (EI) source or at least one chemical ionization (CI) source; at least one desorption
ionization source such as at least one plasma desorption (PDMS) source, at least one fast
atom bombardment (FAB) source, at least one secondary ion mass spectrometry (SIMS)
source, at least one laser desorption (LDMS) source, and at least one matrix assisted laser
desorption (MALDI) source; at least one spray ionization source such as at least one ther-
mospray (TSP) source, at least one atmospheric pressure chemical ionization (APCI)
source, at least one electrospray (ESI), and at least one atmospheric pressure ionization
(API) source.

The mass spectrometry device may comprise at least one detector. As used herein, the term

“detector”, is a broad term and is to be given its ordinary and customary meaning to a per-
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son of ordinary skill in the art and is not to be limited to a special or customized meaning.
The term specifically may refer, without limitation, to an apparatus configured for detect-
ing incoming ions. The detector may be configured for detecting charged particles. The

detector may be or may comprise at least one electron multiplier.

The mass spectrometry device, in particular the detector and/or at least one processing unit
of the mass spectrometry device, may be configured to determining at least one mass spec-
trum of the detected ions. As used herein, the term “mass spectrum” is a broad term and is
to be given its ordinary and customary meaning to a person of ordinary skill in the art and
is not to be limited to a special or customized meaning. The term specifically may refer,
without limitation, to a two dimensional representation of signal intensity vs the charge-to-
mass ratio m/z, wherein the signal intensity corresponds to abundance of the respective
ion. The mass spectrum may be a pixelated image. For determining resulting intensities of
pixels of the mass spectrum, signals detected with the detector within a certain m/z range
may be integrated. The analyte in the sample may be identified by the processing unit.
Specifically, the processing unit may be configured for correlating known masses to the

identified masses or through a characteristic fragmentation pattern.

The mass spectrometry device may be or may comprise a liquid chromatography mass
spectrometry device. The mass spectrometry device may be connected to and/or may com-
prise at least one liquid chromatograph. The liquid chromatograph may be used as sample
preparation for the mass spectrometry device. Other embodiments of sample preparation
may be possible, such as at least one gas chromatograph. As used herein, the term “liquid
chromatography mass spectrometry device” is a broad term and is to be given its ordinary
and customary meaning to a person of ordinary skill in the art and is not to be limited to a
special or customized meaning. The term specifically may refer, without limitation, to a
combination of liquid chromatography with mass spectrometry. The mass spectrometry
device may comprise at least one liquid chromatograph. The liquid chromatography mass
spectrometry device may be or may comprise at least one high performance liquid chroma-
tography (HPLC) device or at least one micro liquid chromatography (uLC) device. The
liquid chromatography mass spectrometry device may comprise a liquid chromatography
(LC) device and a mass spectrometry (MS) device, in the present case the mass filter,
wherein the LC device and the mass filter are coupled via at least one interface. The inter-
face coupling the LC device and the MS device may comprise the ionization source con-
figured for generating of molecular ions and for transferring of the molecular ions into the

gas phase. The interface may further comprise at least one ion mobility module arranged
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between the ionization source and the mass filter. For example, the ion mobility module

may be a high-field asymmetric waveform ion mobility spectrometry (FAIMS) module.

As used herein, the term “liquid chromatography (LC) device” is a broad term and is to be
given its ordinary and customary meaning to a person of ordinary skill in the art and is not
to be limited to a special or customized meaning. The term specifically may refer, without
limitation, to an analytical module configured to separate one or more analytes of interest
of a sample from other components of the sample for detection of the one or more analytes
with the mass spectrometry device. The LC device may comprise at least one LC column.
For example, the LC device may be a single-column LC device or a multi-column LC de-
vice having a plurality of LC columns. The LC column may have a stationary phase
through which a mobile phase is pumped in order to separate and/or elute and/or transfer
the analytes of interest. The liquid chromatography mass spectrometry device may further
comprise a sample preparation station for the automated pre-treatment and preparation of

samples each comprising at least one analyte of interest.

As used herein, the term “quality check” is a broad term and is to be given its ordinary and
customary meaning to a person of ordinary skill in the art and is not to be limited to a spe-
cial or customized meaning. The term specifically may refer, without limitation, to a pro-
cess of distinguishing trustworthy and untrustworthy automated peak integration. The qual-
ity check may comprise determining information if a peak integration process was com-
pleted, i.e. if a calculated nominal signal is available, if the data quality was suitable for
automated peak integration, and if the calculated nominal signal and readouts are trustwor-
thy.

The term “quality” as used herein is a broad term and is to be given its ordinary and cus-
tomary meaning to a person of ordinary skill in the art and is not to be limited to a special
or customized meaning. The term specifically may refer, without limitation, to a measure
for reliability of automated peak integration performed on data provided by the MS device
and/or LC device. The classified quality may be used for distinguishing between accepta-
ble and non-acceptable chromatographic and/or mass spectral data. Specifically, the quality
may be classified as good (acceptable) for reliable automated peak integration and as bad
(non-acceptable) for non-reliable automated peak integration. The classifying of quality
may comprise discriminating between reliable and non-reliable automated peak integra-
tion. The quality may depend on several factors such as noise level, background, interfer-
ences that could not be resolved from the target peak, shifts in retention time, peak width,

and presence or absence of internal standard signal.
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The method comprises the following steps which, as an example, may be performed in the
given order. It shall be noted, however, that a different order is also possible. Further, it is
also possible to perform one or more of the method steps once or repeatedly. Further, it is
possible to perform two or more of the method steps simultaneously or in a timely over-
lapping fashion. The method may comprise further method steps which are not listed.

The method comprises the following steps:

a)  providing processed chromatographic and/or mass spectral data obtained by
at least one mass spectrometry device;

b) classifying quality of the chromatographic and/or mass spectral data by ap-
plying at least one trained machine learning model on the chromatographic
and/or mass spectral data, wherein the trained machine learning model uses at
least one regression model, wherein the trained machine learning model is
trained on at least one training dataset comprising historical and/or semi-
synthetic chromatographic and/or mass spectral data, wherein the trained ma-

chine learning model is an analyte-specific trained machine learning model.

The term “processed chromatographic and/or mass spectral data” as used herein is a broad
term and is to be given its ordinary and customary meaning to a person of ordinary skill in
the art and is not to be limited to a special or customized meaning. The term specifically
may refer, without limitation, to chromatographic and/or mass spectral data which have
been subjected under automated peak integration. With respect to automated peak integra-
tion reference is made to WO 2021/023865 Al, the full content of which is included by

reference.

The term “providing” as used herein is a broad term and is to be given its ordinary and
customary meaning to a person of ordinary skill in the art and is not to be limited to a spe-
cial or customized meaning. The term specifically may refer, without limitation, to a pro-
cess of determining and/or generating and/or making available the processed chromato-
graphic and/or mass spectral data, in particular by performing at least one measurement
with the mass spectrometry device and subsequent processing of the data. Accordingly, the
term “providing processed chromatographic and/or mass spectral data” as used herein is a
broad term and is to be given its ordinary and customary meaning to a person of ordinary
skill in the art and is not to be limited to a special or customized meaning. The term specif-
ically may refer, without limitation, to retrieving, on particular receiving, data processed

chromatographic and/or mass spectral data obtained from the mass spectrometry device
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and/or performing at least one measurement and processing with the mass spectrometry

device thereby determining processed chromatographic and/or mass spectral data.

The term “classifying” as used herein is a broad term and is to be given its ordinary and
customary meaning to a person of ordinary skill in the art and is not to be limited to a spe-
cial or customized meaning. The term specifically may refer, without limitation, to a pro-
cess of categorizing the chromatographic and/or mass spectral data into at least two catego-
ries, such as good or trustworthy for reliable automated peak integration and as bad or un-
trustworthy for non-reliable automated peak integration. The classifying is performed by
applying at least one trained machine learning model. Thus, according to the present inven-
tion, the at least one machine learning model is used for predicting failure of peak integra-
tion and can provide for completely automated decision about result release. Therefore, the

proposed method allows for removing the need for manual inspection of the data.

The term “machine learning model” as used herein is a broad term and is to be given its
ordinary and customary meaning to a person of ordinary skill in the art and is not to be
limited to a special or customized meaning. The term specifically may refer, without limi-
tation, to a mathematical model which is trainable on at least one training dataset using
machine learning, in particular deep learning or other form of artificial intelligence. The
term “machine learning” as used herein is a broad term and is to be given its ordinary and
customary meaning to a person of ordinary skill in the art and is not to be limited to a spe-
cial or customized meaning. The term specifically may refer, without limitation, to a meth-
od of using artificial intelligence (Al) for automatically model building. The training may
be performed using at least one machine-learning system. The term “machine-learning
system” as used herein is a broad term and is to be given its ordinary and customary mean-
ing to a person of ordinary skill in the art and is not to be limited to a special or customized
meaning. The term specifically may refer, without limitation, to a system or unit compris-
ing at least one processing unit such as a processor, miCroprocessor, or computer system
configured for machine learning, in particular for executing a logic in a given algorithm.
The machine-learning system may be configured for performing and/or executing at least
one machine-learning algorithm, wherein the machine-learning algorithm is configured for
building the trained machine learning model. The machine-learning system may be part of
the mass spectrometry device and/or may be performed by an external processor such as by

a cloud.

The trained machine learning model uses at least one regression model. The term “regres-

sion model” as used herein is a broad term and is to be given its ordinary and customary
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meaning to a person of ordinary skill in the art and is not to be limited to a special or cus-
tomized meaning. The term specifically may refer, without limitation, to a prediction mod-
el configured for analyzing a relation between a target variable and independent variables
in a dataset. The target variable for chromatographic data may be the continuous deviation
from the expected result value. For mass spectral data the target variable may be a dichot-
omous information about whether the result is valid or not. The regression model may be at
least one regression model selected from the group consisting of: a Random Forest, e.g. as
described in Breiman L., Random forests, Machine Learning, 2001, 45(1): 5-32; a Gradi-
ent Boosting forest, as described in Friedman, J. H. (2001); a Greedy Function Approxima-
tion, e.g. as described in “A Gradient Boosting Machine”, The Annals of Statistics, 29(5):
1189-1232; a Partial Least Squares, e.g. as described in Wold, H. (1985), Partial least
squares, in Kotz, Samuel; Johnson, Norman L. (eds.), Encyclopedia of statistical sciences,
6. New York: Wiley. pp.581-591); a Lasso regression, e.g. as described in Tibshirani, R.
(1996), Regression Shrinkage and Selection via the lasso, Journal of the Royal Statistical
Society. Series B (methodological). Wiley.58(1): 267-88); a Logistic regression, e.g. as
described in Hosmer, D., Lemeshow, S.: Applied logistic regression, Wiley, New York
2000; or a Bayesian regression e.g. as described in Box, G. E. P, Tiao, G. C.
(1973), Bayesian Inference in Statistical Analysis. Wiley. For example, the regression
model is selected from a Gradient Boosting forest or a Random Forest. For example, the
regression model is a Gradient Boosting forest. For example, the regression model is a

Random Forest.

The trained machine learning model is an analyte-specific trained machine learning model.
For example, the analyte is at least one target substance selected from the group consisting
of vitamin D, drugs of abuse, therapeutic drugs, hormones, and metabolites which shall be
quantified from a sample. The term “sample” as used herein is a broad term and is to be
given its ordinary and customary meaning to a person of ordinary skill in the art and is not
to be limited to a special or customized meaning. The term specifically may refer, without
limitation, to an arbitrary test sample such as a biological sample and/or an internal stand-
ard sample. The sample may comprise one or more analytes of interest. For example, the
test sample may be selected from the group consisting of: a physiological fluid, including
blood, serum, plasma, saliva, ocular lens fluid, cerebral spinal fluid, sweat, urine, milk,
ascites fluid, mucous, synovial fluid, peritoneal fluid, amniotic fluid, tissue, cells or the
like. The sample may be used directly as obtained from the respective source or may be
subject of a pretreatment and/or sample preparation workflow. For example, the sample
may be pretreated by adding an internal standard and/or by being diluted with another solu-

tion and/or by having being mixed with reagents or the like. For example, analytes of in-
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terest may be vitamin D, drugs of abuse, therapeutic drugs, hormones, and metabolites in
general. The internal standard sample may be a sample comprising at least one internal
standard substance with a known concentration. For further details with respect to the sam-
ple, reference is made e.g. to EP 3 425 369 Al, the full disclosure is included herewith by

reference. Other analytes of interest are possible.

The machine learning model may use a feature set. The set of features considered informa-
tive for data and peak integration quality may comprise standard MS quality parameters
like peak asymmetry or ion ratios, ratios of parameters between different transitions, e.g.
retention time ratio between analyte quantifier and internal standard quantifier, features for
assessing the quality of peak fit, e.g. residual ratio or peak fit uncertainty, and further engi-
neered features describing noise, background and peak shape. The feature set may com-
prise at least one feature selected from the group consisting of: peak area, peak back-
ground, relative background, ion ratio, Q4 ratio, retention time ratio, peak asymmetry,
asymmetry ratio, peak width, peak width ratio, area of integration residuals, confidence
interval of peak area, mass shift, full width half maximum, signal to noise ratio, single cy-
cle ratio median, single cycle ion ratio median, peak height, peak fit mean squared error,
fit-intensity correlation, Earth Mover’s Distance, and a deviation of any of the mentioned
features mentioned when derived from the processed data, i.e. the integrated peak, and raw
data, e.g. the difference between retention time of the fitted peak and the raw signal. The
peak background may refer to an estimated background intensity in peak interval. The rela-
tive background may refer to a ratio of peak background and peak height. The ion ratio
may refer to an area of analyte or internal standard (ISTD) quantifier to an area of analyte
or ISTD qualifier area. The Q4 ratio may be given by Q4= (area of analyte quantifier/area
of analyte qualifier)/(area of ISTD quantifier/area of ISTD qualifier). The retention time
ratio may refer to one or more of RT analyte qualifier/RT analyte quantifier,
RT IStd qualifier/RT ISTD quantifier or RT analyte quantifier/RT ISTD quantifier,
with RT analyte qualifier being the retention time of the analyte qualifier,
RT analyte quantifier being the retention time of the analyte quantifier,
RT ISTD qualifier being the retention time of the ISTD qualifier, RT ISTD quantifier
being the retention time of the ISTD quantifier. The peak asymmetry may be defined ac-
cording to USP 40 guideline (also denoted as USP 40 herein), see:
http://pharmacopeia.cn/v29240/usp29nf24s0 c621 viewall. html, in particular Fig. 2. The

asymmetry ratio may refer to one or more of asym-
metry analyte qualifier/asymmetry analyte quantifier, asymmetry ISTD qualifier/
asymmetry ISTD quantifier, or asymmetry analyte quantifier / asym-

metry ISTD quantifier, wherein asymmetry analyte qualifier being the asymmetry of the
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peak of the analyte qualifier, asymmetry analyte quantifier being the asymmetry of the
peak of the analyte quantifier, asymmetry ISTD qualifier being the asymmetry of the peak
of the ISTD qualifier, asymmetry ISTD _quantifier being the asymmetry of the peak of
the ISTD quantifier. The peak width ratio may refer to one or more of
width_analyte qualifier/width_analyte quantifier,

width ISTD qualifier/width ISTD quantifier, or
width_analyte quantifier/width ISTD_ quantifier, wherein width_analyte qualifier is the
peak width of the analyte qualifier, width analyte quantifier is the peak width of the ana-
lyte quatifier, width ISTD _qualifier is the peak width of the ISTD qualifier, width ISTD
_quantifier is the peak width of the ISTD quatifier. The signal to noise ratio may be de-
fined in accordance to USP 40. The single cycle ratio median may refer to the median of a
ratio of intensity of the analyte quantifier and intensity of the ISTD quantifier. The single
cycle ion ratio median may refer to the median of one or more of a ratio of intensity of the
analyte quantifier and intensity of the analyte qualifier or a ratio of intensity of the ISTD
quantifier and intensity of the ISTD qualifier. The peak fit mean squared error may be giv-
en by mean[(smoothed intensity/area of fitted intensity/area)*2]. The fit-intensity correla-
tion may refer to one or more of cor(smoothed intensity, fitted intensity) or
cor(preprocessed intensity, fitted intensity). With respect to Earth Mover’s Distance refer-
ence is made to e.g. https://en.wikipedia.org/wiki/Earth mover%27s_distance. A rich set
of features can be derived from chromatographic and/or mass spectral data and can be used
for building the regression model. The training of the model may comprise determining a

feature ranking. The training of the model may comprise selection the features.

The features of the feature set may be combined in machine learning models for predicting
area ratio deviation as an equivalent for failure of peak integration. Regression models, e.g.
Random Forest and Gradient Boosting, were found to show good performance with rea-
sonable model complexity in terms of evaluation time and required disk space. Model pa-
rameters like type of algorithm, number of features, number and size of trees, may be tuned

by means of resampling techniques.

For the Random Forest, it was found that the Random Forest has better performance with
more features. For the Gradient Boosting forest it was found that the Gradient Boosting
forest has better performance with less features. The feature selection may be performed
such that features are chosen that are ,stable” high-ranking over many data splits and/or
models. The method may comprise feature engineering comprising evaluation of newly
created features. For example, for the Gradient Boosting forest 50 features may be used

with a minimum leave size 50 and 400 trees.
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The regression model outcome in step b) may be a percent deviation of area ratio from the
known true value. For classification at least one threshold may be used for generating a
binary outcome for classification. In case the regression model outcome is greater than the
threshold the data may be classified as bad, otherwise, in case the regression model out-

come is below the threshold as good. For example, the threshold may be 10%.

The method may comprise step c), at least one training step. The training step may com-

prise training the machine learning model based on the training dataset.

The term “training” as used herein is a broad term and is to be given its ordinary and cus-
tomary meaning to a person of ordinary skill in the art and is not to be limited to a special
or customized meaning. The term specifically may refer, without limitation, to a process of
building the trained machine learning model, in particular determining parameters, in par-
ticular weights, of the model. The training may comprise determining and/or updating pa-
rameters of the model. The trained machine learning model may be at least partially data
driven. As used herein, the term “at least partially data-driven model” is a broad term and
is to be given its ordinary and customary meaning to a person of ordinary skill in the art
and is not to be limited to a special or customized meaning. The term specifically may re-
fer, without limitation, to the fact that the model comprises data-driven model parts and
other model parts such as based on physico-chemical laws. The training may be performed
on historical and/or semi-synthetic chromatographic and/or mass spectral data. The train-
ing may comprise retraining a trained model, e.g. after obtaining additional chromato-

graphic and/or mass spectral data such as during operating the MS and/or LC-MS device.

The trained machine learning model is trained on at least one training dataset comprising
historical and/or semi-synthetic chromatographic and/or mass spectral data. The training
dataset may be generated by manual classification of the historical and/or semi-synthetic

chromatographic and/or mass spectral data into two categories.

The training step may comprise training of machine learning models for different analytes.
The training step may be performed during assay development for a plurality of different
assays, wherein the trained machine learning model for different assays are stored in at
least one databank. The databank may comprise data processing configuration files, ena-
bling automated flagging of peak integration results on the instrument. The method may
comprise at least one selection step performed before step b), wherein in the selection step

the one trained machine learning model is selected from the trained machine learning mod-
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els which was trained for the analyte used for obtaining the provided chromatographic

and/or mass spectral data.

The trained machine learning models may be suitable for different analytes with similar
chromatography. The training step may comprises training of machine learning models for
different chromatography types. For different chromatography types separate models may
be used, e.g. considering standard chromatography where peak fit can be applied, non-
standard chromatography where boundary detection needs to be applied and cases where
no internal standard is available that has exact same retention time as analyte and existence

of an offset in retention time between analyte and ISTD.

The term “historical chromatographic and/or mass spectral data” as used herein is a broad
term and is to be given its ordinary and customary meaning to a person of ordinary skill in
the art and is not to be limited to a special or customized meaning. The term specifically
may refer, without limitation, to measurement results obtained by using the at least one
mass spectrometry device. The historical data may be real data. The historical chromato-
graphic and/or mass spectral data may comprise data from different instruments, measuring
several analytes, and with different scenarios. An example for a historical training dataset
may comprise of around 500 chromatographic measurements, including five different ana-
lytes, measured on two instruments from one system and three instruments from an-other

system during a time period of 11 weeks.

The training dataset comprises semi-synthetic chromatographic and/or mass spectral data,
also denoted as semi-synthetic dataset. The term “semi-synthetic chromatographic and/or
mass spectral data” as used herein is a broad term and is to be given its ordinary and cus-
tomary meaning to a person of ordinary skill in the art and is not to be limited to a special
or customized meaning. The term specifically may refer, without limitation, to chromato-
graphic and/or mass spectral data simulated based on historical chromatographic and/or
mass spectral data. The semi-synthetic chromatographic and/or mass spectral data may be
generated by applying and/or simulating defined disturbances to real measured chromato-
graphic and/or mass spectral data. The semi-synthetic chromatographic and/or mass spec-
tral data may comprise modified historical chromatographic and/or mass spectral data. The
historical chromatographic and/or mass spectral data may be modified by one or more of
introducing at least one interference, introducing background, introducing at least one shift
in retention time, modifying peak width, replacing an internal standard signal by a chroma-
togram from a double blank sample. The semi-synthetic simulation approach combines the

benefit in simulation studies of knowing the truth with providing datasets with real world
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properties. Using simulated datasets for model training has several advantages over real
data such as objective definition of true status of a measurement, rare cases and “grey
zones” can be explored, scalable in terms of sample size. In order to resemble real data as
close as possible, a semi-synthetic approach is adopted, where real measurements are mod-

ified in a controlled way.

The semi-synthetic dataset may be generated as follows. Real chromatograms with clear
peaks and reliable integration results (manually curated) may be selected and subsequently
modified in order to resemble challenging situations for peak integration. The generating
of the semi-synthetic dataset may comprise considering one or more of the following situa-
tions interferences, background, shifts in retention time, peak width and missing of internal
standard signal. For example, for considering interferences, the fitted intensities for the real
internal standard peak are added to the raw intensities next to the analyte peak. By the dis-
tance between the peaks different resolutions can be explored. The height of the artificial
interference peak can be scaled up or down in order to simulate different relative peak
heights between the peak of interest and the interference. For example, for considering
background, for simulating varying background signal at first a step function is generated,
where step heights are drawn from a uniform distribution. By the maximal step height the
magnitude of the simulated background can be controlled. Next, a background fit is ap-
plied to the step function and the resulting curve is added to the real chromatogram intensi-
ties. The curvature parameter in the background fit allows manipulating the curvature of
the artificial background. For example, for considering shifts in retention time, variability
in retention time can easily be simulated by shifting the real signal along the time scale.
For example, for considering peak width, the peak fit is rescaled by changing respective
parameters of the fitting function. Intensities are rescaled in order to maintain the area un-
der the peak. Rescaled noise from the original data is then added to the new peak fit. For
example, for considering missing of internal standard signal, the chromatogram for the

internal standard is replaced by a chromatogram from a double blank sample.

Simulated data, i.e. the semi-synthetic chromatographic and/or mass spectral data, may
have much higher fraction of bad cases and much higher fraction of borderline cases than
real data, i.e. the historical synthetic chromatographic and/or mass spectral data. Better
performance of the model can be achieved when including part of the real data for training.
Other part of the real data may be used for testing the trained model. The real data may be

manually labeled true datasets.
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The method may comprise at least one test step, wherein the test step comprises testing the
trained model. The test step may comprise testing the trained model on at least one test
dataset. The test step may comprise obtaining performance characteristics of the trained
model, e.g. accuracy, false-positive-rate and false-negative-rate. For evaluation of predic-
tion performance, testing the models may be performed using simulated data and/or on real
data, in particular manually labeled true datasets. The test dataset may comprise simulated

data and/or real data.

For example, the training data set may comprise a first semi-synthetic dataset, such as
comprising 7062 measurements, and the test dataset may comprise a second semi-synthetic

dataset, such as of 3638 measurements.

For example, the training dataset may comprise both semi-synthetic datasets and part of
real data which were labelled as “good”. The training dataset may comprise another part of

real data labelled as “good” and real data labelled as “bad”.

An example machine learning model for analytes with standard peak shapes (e.g. Testos-
terone) was trained on semi-synthetic datasets. The machine learning model was trained on
241 manually labeled real measurements retrieved from ten sample runs on different in-
struments. 121 were manually labelled as bad and 120 were manually labelled as good.
The quality check of the peak integration using the trained machine learning model classi-
fied all 120-“good” measurements correctly. 5 out of the 121-“bad” measurement were
classified as “good” by the trained machine learning model. An accuracy of 0.9793, a

false-positive-rate of 0.0000 and a false-negative-rate of 0.0413 was determined.

The trained machine learning models may then be deployed for predicting the quality sta-
tus of new measurements, as performed in step b). The trained machine learning models
for different analytes and/or different chromatographic types may be transferred to data
processing configuration files. The data processing configuration files may be stored in at
least one data storage of the mass spectrometry device. This may allow enabling automated

flagging of peak integration results on the mass spectrometry device.

The method may comprise assigning a flag to the chromatographic and/or mass spectral
data as acceptable or non-acceptable based on the classified quality. A measure for how
much the data are affected by the introduced “disturbing factors” may be the percent devia-
tion of the area ratio results, as calculated for the created semi-synthetic data, from the area

ratios in the original real dataset. The area ratio deviation represents the continuous out-
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come for the regression models. A gold standard for error handling can then be defined by
flagging measurements with e.g. more than 10% area ratio deviation. The binary flag
serves as true status in the evaluation of the prediction performance in terms of accuracy
and false positive/negative rates. The method may comprise providing at least one infor-
mation depending on the flag of the chromatographic and/or mass spectral data to a user
via at least one user-interface. The term "user interface" as used herein is a broad term and
is to be given its ordinary and customary meaning to a person of ordinary skill in the art
and is not to be limited to a special or customized meaning. The term may refer, without
limitation, to an element or unit which is configured for interacting with its environment,
such as for the purpose of unidirectionally or bidirectionally exchanging information, such
as for exchange of one or more of data or commands. For example, the user interface may
be configured to share information with a user and to receive information by the user. The
user interface may be a feature to interact visually with a user, such as a display, or a fea-
ture to interact acoustically with the user. The user interface, as an example, may comprise
one or more of: a graphical user interface; a data interface, such as a wireless and/or a

wire-bound data interface.

In a further aspect, a test system configured for performing the method according to the
present invention is proposed. For definitions of the features of the test system and for op-
tional features of the test system, reference may be made to one or more of the embodi-
ments of the method as disclosed above or as disclosed in further detail below. The test

system may be part of the mass spectrometry device.

The test system comprises

- atleast one communication interface configured for receiving processed chromato-
graphic and/or mass spectral data obtained by at least one mass spectrometry de-
vice,

- atleast one processing device configured for classifying quality of the chromato-
graphic and/or mass spectral data by applying at least one trained machine learning
model on the chromatographic and/or mass spectral data, wherein the trained ma-
chine learning model uses at least one regression model, wherein the trained ma-
chine learning model is trained on at least one training dataset comprising historical
and/or semi-synthetic chromatographic and/or mass spectral data, wherein the
trained machine learning model is an analyte-specific trained machine learning
model;

- at least one user interface configured for providing information about the classified

quality to a user.
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The test system may be configured to carry out steps a) to b) and optionally step ¢) of the
method according to the present invention.

The term "communication interface" as used herein is a broad term and is to be given its
ordinary and customary meaning to a person of ordinary skill in the art and is not to be
limited to a special or customized meaning. The term specifically may refer, without limi-
tation, to an item or element forming a boundary configured for transferring information.
In particular, the communication interface may be configured for transferring information
from a computational device, e.g. a computer, such as to send or output information, e.g.
onto another device. Additionally or alternatively, the communication interface may be
configured for transferring information onto a computational device, e.g. onto a computer,
such as to receive information. The communication interface may specifically provide
means for transferring or exchanging information. In particular, the communication inter-
face may provide a data transfer connection, e.g. Bluetooth, NFC, inductive coupling or the
like. As an ex-ample, the communication interface may be or may comprise at least one
port comprising one or more of a network or internet port, a USB-port and a disk drive.

The communication interface may be at least one web interface.

Further disclosed and proposed herein is a computer program including computer-
executable instructions for performing the method according to the present invention in
one or more of the embodiments enclosed herein when the program is executed on a com-
puter or computer network, in particular of the test system. Specifically, the computer pro-
gram may be stored on a computer-readable data carrier and/or on a computer-readable

storage medium.

As used herein, the terms “computer-readable data carrier” and “computer-readable storage
medium” specifically may refer to non-transitory data storage means, such as a hardware
storage medium having stored thereon computer-executable instructions. The computer-
readable data carrier or storage medium specifically may be or may comprise a storage

medium such as a random-access memory (RAM) and/or a read-only memory (ROM).

Thus, specifically, one, more than one or even all of method steps a) to b) and optionally
step ¢) as indicated above may be performed by using a computer or a computer network,

preferably by using a computer program.
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Further disclosed and proposed herein is a computer program product having program code
means, in order to perform the method according to the present invention in one or more of
the embodiments enclosed herein when the program is executed on a computer or comput-
er network, in particular of the test system. Specifically, the program code means may be

stored on a computer-readable data carrier and/or on a computer-readable storage medium.

Further disclosed and proposed herein is a data carrier having a data structure stored there-
on, which, after loading into a computer or computer network, such as into a working
memory or main memory of the computer or computer network, may execute the method

according to one or more of the embodiments disclosed herein.

Further disclosed and proposed herein is a computer program product with program code
means stored on a machine-readable carrier, in order to perform the method according to
one or more of the embodiments disclosed herein, when the program is executed on a
computer or computer network, in particular of the test system. As used herein, a computer
program product refers to the program as a tradable product. The product may generally
exist in an arbitrary format, such as in a paper format, or on a computer-readable data car-
rier and/or on a computer-readable storage medium. Specifically, the computer program
product may be distributed over a data network.

Finally, disclosed and proposed herein is a modulated data signal which contains instruc-
tions readable by a computer system or computer network, for performing the method ac-
cording to one or more of the embodiments disclosed herein.

Referring to the computer-implemented aspects of the invention, one or more of the meth-
od steps or even all of the method steps of the method according to one or more of the em-
bodiments disclosed herein may be performed by using a computer or computer network.
Thus, generally, any of the method steps including provision and/or manipulation of data
may be performed by using a computer or computer network. Generally, these method
steps may include any of the method steps, typically except for method steps requiring
manual work, such as providing the samples and/or certain aspects of performing the actual

measurements.

Specifically, further disclosed herein are:
- a computer or computer network comprising at least one processor, wherein the
processor is adapted to perform the method according to one of the embodiments
described in this description,
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a computer loadable data structure that is adapted to perform the method according
to one of the embodiments described in this description while the data structure is
being executed on a computer,

a computer program, wherein the computer program is adapted to perform the
method according to one of the embodiments described in this description while the
program is being executed on a computer,

a computer program comprising program means for performing the method accord-
ing to one of the embodiments described in this description while the computer
program is being executed on a computer or on a computer network,

a computer program comprising program means according to the preceding embod-
iment, wherein the program means are stored on a storage medium readable to a
computer,

a storage medium, wherein a data structure is stored on the storage medium and
wherein the data structure is adapted to perform the method according to one of the
embodiments described in this description after having been loaded into a main
and/or working storage of a computer or of a computer network, and

a computer program product having program code means, wherein the program
code means can be stored or are stored on a storage medium, for performing the
method according to one of the embodiments described in this description, if the

program code means are executed on a computer or on a computer network.

Summarizing and without excluding further possible embodiments, the following embodi-

ments may be envisaged:

Embodiment 1 A computer implemented method for automated quality check of chro-
matographic and/or mass spectral data, wherein the method comprises the following
steps:

a)  providing processed chromatographic and/or mass spectral data obtained by
at least one mass spectrometry device;

b) classifying quality of the chromatographic and/or mass spectral data by ap-
plying at least one trained machine learning model on the chromatographic
and/or mass spectral data, wherein the trained machine learning model uses at
least one regression model, wherein the trained machine learning model is
trained on at least one training dataset comprising historical and/or semi-
synthetic chromatographic and/or mass spectral data, wherein the trained ma-

chine learning model is an analyte-specific trained machine learning model.
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Embodiment2  The method according to the preceding embodiment, wherein the ana-
lyte is at least one target substance selected from the group consisting of vitamin D,
drugs of abuse, therapeutic drugs, hormones, and metabolites which shall be quantified

from a sample.

Embodiment 3 The method according to any one of the preceding embodiments,
wherein the regression model is at least one regression model selected from the group
consisting of a Random Forest; a Gradient Boosting forest; a Partial Least Squares, a

Lasso regression; a Logistic regression; a Bayesian regression.

Embodiment4  The method according to any one of the preceding embodiments,
wherein the regression model is at least one regression model selected from the group

of a Gradient Boosting forest or a Random Forest.

Embodiment 5 The method according to any one of the preceding embodiments,

wherein the regression model is a Gradient Boosting forest.

Embodiment 6  The method according to any one of the preceding embodiments,

wherein the regression model is a Random Forest.

Embodiment 7  The method according to any one of the preceding embodiments,

wherein the method is performed completely automatic.

Embodiment 8 The method according to any one of the preceding embodiments,
wherein the classified quality is used for distinguishing between acceptable and non-
acceptable chromatographic and/or mass spectral data, wherein the method comprises
assigning a flag to the chromatographic and/or mass spectral data as acceptable or non-

acceptable based on the classified quality.

Embodiment9  The method according to the preceding embodiment, wherein the meth-
od comprises providing at least one information depending on the flag of the chroma-

tographic and/or mass spectral data to a user via at least one user-interface.

Embodiment 10 The method according to any one of the preceding embodiments,
wherein the machine learning model uses a feature set, wherein the feature set com-

prises at least one feature selected from the group consisting of: peak area, peak back-
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ground, relative background, ion ratio, Q4 ratio, retention time ratio, peak asymmetry,
asymmetry ratio, peak width, peak width ratio, area of integration residuals, confidence
interval of peak area, mass shift, full width half maximum, signal to noise ratio, single
cycle ratio median, single cycle ion ratio median, peak height, peak fit mean squared
error, fit-intensity correlation, Earth Mover’s Distance, and a deviation of any of the

mentioned features when derived from processed data and raw data.

Embodiment 11  The method according to any one of the preceding embodiments,
wherein the method comprises
c) at least one training step, wherein the training step comprises training the

machine learning model based on the training dataset.

Embodiment 12 The method according to the preceding embodiment, wherein the train-

ing step comprises training of machine learning models for different analytes.

Embodiment 13  The method according to the preceding embodiment, wherein the train-
ing step is performed during assay development for a plurality of different assays,
wherein the trained machine learning model for different assays are stored in at least

one databank.

Embodiment 14  The method according to any one of the two preceding embodiments,
wherein the method comprises at least one selection step performed before step b),
wherein in the selection step the one trained machine learning model is selected from
the trained machine learning models which was trained for the analyte used for obtain-

ing the provided chromatographic and/or mass spectral data.

Embodiment 15 The method according to any one of the preceding embodiments,
wherein the training dataset is generated by manual classification of the historical

and/or semi-synthetic chromatographic and/or mass spectral data into two categories.

Embodiment 16 The method according to any one of the preceding embodiments,
wherein the semi-synthetic chromatographic and/or mass spectral data comprises modi-
fied historical chromatographic and/or mass spectral data, wherein the historical chro-
matographic and/or mass spectral data is modified by one or more of introducing at

least one interference, introducing background, introducing at least one shift in reten-
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tion time, modifying peak width, replacing an internal standard signal by a chromato-
gram from a double blank sample.

Embodiment 17 A test system configured for performing the method according to any
one of the preceding embodiments, wherein the test system comprises

- at least one communication interface configured for receiving processed chromato-
graphic and/or mass spectral data obtained by at least one mass spectrometry de-
vice,

- at least one processing device configured for classifying quality of the chromato-
graphic and/or mass spectral data by applying at least one trained machine learning
model on the chromatographic and/or mass spectral data, wherein the trained ma-
chine learning model uses at least one regression model, wherein the trained ma-
chine learning model is trained on at least one training dataset comprising historical
and/or semi-synthetic chromatographic and/or mass spectral data, wherein the
trained machine learning model is an analyte-specific trained machine learning
model;

- at least one user interface configured for providing information about the classified

quality to a user.

Embodiment 18 The test system according to the preceding embodiment, wherein the
test system is configured to carry out steps a) to b) and optionally step c) of the method

according to any one of the preceding embodiments referring to a method.

Embodiment 19 A computer program comprising instructions which, when the program
is executed by a test system according to any one of the preceding embodiments refer-
ring to a test system, cause the test system to carry out steps a) to b) and optionally step
¢) of the method according to any one of the preceding embodiments referring to a
method.

Embodiment 20 A computer-readable storage medium comprising instructions which,
when executed by a test system according to any one of the preceding embodiments re-
ferring to a test system, cause the test system to carry out steps a) to b) and optionally
step ¢) of the method according to any one of the preceding embodiments referring to a
method.

Short description of the Figures
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Further optional features and embodiments will be disclosed in more detail in the subse-
quent description of embodiments, preferably in conjunction with the dependent claims.
Therein, the respective optional features may be realized in an isolated fashion as well as in
any arbitrary feasible combination, as the skilled person will realize. The scope of the in-
vention is not restricted by the preferred embodiments. The embodiments are schematically
depicted in the Figures. Therein, identical reference numbers in these Figures refer to iden-
tical or functionally comparable elements.

In the Figures:

Figure 1 shows an embodiment of a method for automated quality check of chroma-

tographic and/or mass spectral data according to the present invention;

Figure 2 shows a sketch of development and deployment of a trained machine learn-
ing model;

Figures3atoe show different simulation scenarios;

Figure 4 shows a definition of regression model outcome by percent deviation from

original area ratio;

Figure 5 shows an embodiment of a mass spectrometry device comprises a test sys-

tem according to the present invention; and

Figure 6 shows an example for model optimization.

Detailed description of the embodiments

Figure 1 shows a flow diagram of a computer implemented method for automated quality
check of chromatographic and/or mass spectral data. The method may comprise the fol-
lowing steps:
a) (denoted with reference number 110) providing processed chromatographic
and/or mass spectral data obtained by at least one mass spectrometry device
112;
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b) (denoted with reference number 114) classifying quality of the chromatographic
and/or mass spectral data by applying at least one trained machine learning
model on the chromatographic and/or mass spectral data, wherein the trained
machine learning model uses at least one regression model, wherein the trained
machine learning model is trained on at least one training dataset comprising
historical and/or semi-synthetic chromatographic and/or mass spectral data,
wherein the trained machine learning model is an analyte-specific trained ma-

chine learning model.

The mass spectral data may be data obtained by using the at least one mass spectrometry
device 112, in particular to at least one mass spectrum. The chromatographic data may be

at least one chromatogram.

The quality check may be a process of distinguishing trustworthy and untrustworthy auto-
mated peak integration. The quality check may comprise determining information if a raw
data reduction process was completed, if the data quality was suitable for automated peak
integration, and if the calculated nominal signal and readouts are trustworthy. The quality
may be a measure for reliability of automated peak integration performed on data provided
by the MS device and/or LC device 112. The classified quality may be used for distin-
guishing between acceptable and non-acceptable chromatographic and/or mass spectral
data. Specifically, the quality may be classified as good (acceptable) for reliable automated
peak integration and as bad (non-acceptable) for non-reliable automated peak integration.
The classifying of quality may comprise discriminating between reliable and non-reliable
automated peak integration. The quality may depend on several factors such as noise level,
background, interferences, shifts in retention time, peak width, and presence or absence of

internal standard signal.

The processed chromatographic and/or mass spectral data may be chromatographic and/or
mass spectral data which have been subjected under automated peak integration. With re-
spect to automated peak integration reference is made to WO 2021/023865 Al, the full

content of which is included by reference.

The providing in step a) 110 may comprise determining and/or generating and/or making
available the processed chromatographic and/or mass spectral data, in particular by per-
forming at least one measurement with the mass spectrometry device and subsequent pro-
cessing of the data. The providing of processed chromatographic and/or mass spectral data

may comprise retrieving, on particular receiving, data processed chromatographic and/or
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mass spectral data obtained from the mass spectrometry device 112 and/or performing at
least one measurement and processing with the mass spectrometry device 112 thereby de-

termining processed chromatographic and/or mass spectral data.

The classifying in step b) 114) may comprise categorizing the chromatographic and/or
mass spectral data into at least two categories, such as good or trustworthy for reliable au-
tomated peak integration and as bad or untrustworthy for non-reliable automated peak in-
tegration. The classifying is performed by applying at least one trained machine learning
model. Thus, according to the present invention, the at least one machine learning model is
used for predicting failure of peak integration and can provide for completely automated
decision about result release. Therefore, the proposed method allows for removing the need

for manual inspection of the data.

The trained machine learning model uses at least one regression model 116. The regression
model 116 may be a prediction model configured for analyzing a relation between a target
variable and independent variables in a dataset. The target variable for chromatographic
data may be the continuous deviation from the expected result value. For mass spectral
data the target variable may be a dichotomous information about whether the result is valid
or not. The regression model 116 may be at least one regression model selected from the
group consisting of: a Random Forest, e.g. as described in Breiman L., Random forests,
Machine Learning, 2001, 45(1): 5-32; a Gradient Boosting forest, as described in Fried-
man, J. H. (2001); a Greedy Function Approximation, e.g. as described in “A Gradient
Boosting Machine”, The Annals of Statistics, 29(5): 1189-1232; a Partial Least Squares,
e.g. as described in Wold, H. (1985), Partial least squares, in Kotz, Samuel; Johnson, Nor-
man L. (eds.), Encyclopedia of statistical sciences, 6. New York: Wiley. pp.581-591); a
Lasso regression, e.g. as described in Tibshirani, R. (1996), Regression Shrinkage and Se-
lection via the lasso, Journal of the Royal Statistical Society. Series B (methodological).
Wiley.58(1): 267-88); a Logistic regression, e.g. as described in Hosmer, D., Lemeshow,
S.: Applied logistic regression, Wiley, New York 2000; or a Bayesian regression e.g. as
described in Box, G. E. P., Tiao, G. C. (1973), Bayesian Inference in Statistical Analysis.
Wiley. For example, the regression model 116 is selected from a Gradient Boosting forest
or a Random Forest. For example, the regression model 116 is a Gradient Boosting forest.

For example, the regression model 116 is a Random Forest.

The trained machine learning model is an analyte-specific trained machine learning model.
For example, the analyte is at least one target substance selected from the group consisting

of vitamin D, drugs of abuse, therapeutic drugs, hormones, and metabolites which shall be
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quantified from a sample. The sample may be an arbitrary test sample such as a biological
sample and/or an internal standard sample. The sample may comprise one or more analytes
of interest. For example, the test sample may be selected from the group consisting of: a
physiological fluid, including blood, serum, plasma, saliva, ocular lens fluid, cerebral spi-
nal fluid, sweat, urine, milk, ascites fluid, mucous, synovial fluid, peritoneal fluid, amniotic
fluid, tissue, cells or the like. The sample may be used directly as obtained from the respec-
tive source or may be subject of a pretreatment and/or sample preparation workflow. For
example, the sample may be pretreated by adding an internal standard and/or by being di-
luted with another solution and/or by having being mixed with reagents or the like. For
example, analytes of interest may be vitamin D, drugs of abuse, therapeutic drugs, hor-
mones, and metabolites in general. The internal standard sample may be a sample compris-
ing at least one internal standard substance with a known concentration. For further details
with respect to the sample, reference is made e.g. to EP 3 425 369 A1, the full disclosure is

included herewith by reference. Other analytes of interest are possible.

The machine learning model may use a feature set 118. The feature set 118 considered
informative for data and peak integration quality may comprise standard MS quality pa-
rameters like peak asymmetry or ion ratios, ratios of parameters between different transi-
tions, e.g. retention time ratio between analyte quantifier and internal standard quantifier,
features for assessing the quality of peak fit, e.g. residual ratio or peak fit uncertainty, and
further engineered features describing noise, background and peak shape. The feature set
118 may comprise at least one feature selected from the group consisting of: peak area,
peak background, relative background, ion ratio, Q4 ratio, retention time ratio, peak
asymmetry, asymmetry ratio, peak width, peak width ratio, area of integration residuals,
confidence interval of peak area, mass shift, full width half maximum, signal to noise ratio,
single cycle ratio median, single cycle ion ratio median, peak height, peak fit mean squared
error, fit-intensity correlation, Earth Mover’s Distance, and a deviation of any of the men-
tioned features mentioned when derived from the processed data, i.e. the integrated peak,
and raw data, e.g. the difference between retention time of the fitted peak and the raw sig-
nal. The peak background may refer to an estimated background intensity in peak interval.
The relative background may refer to a ratio of peak background and peak height. The ion
ratio may refer to an area of analyte or internal standard (ISTD) quantifier to an area of
analyte or ISTD qualifier area. The Q4 ratio may be given by Q4= (area of analyte quanti-
fier/area of analyte qualifier)/(area of ISTD quantifier/area of ISTD qualifier). The reten-
tion time ratio may refer to one or more of RT analyte qualifier/RT analyte quantifier,
RT _ISTD qualifier/RT ISTD quantifier or RT analyte quantifier/RT ISTD quantifier,

with RT analyte qualifier being the retention time of the analyte qualifier,
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RT analyte quantifier being the retention time of the analyte quantifier,
RT ISTD qualifier being the retention time of the ISTD qualifier, RT ISTD quantifier
being the retention time of the ISTD quantifier. The peak asymmetry may be defined ac-
cording to USP 40. The asymmetry ratio may refer to one or more of asym-
metry_analyte qualifier/asymmetry analyte quantifier, asymmetry ISTD qualifier/
asymmetry ISTD quantifier, or asymmetry analyte quantifier / asym-
metry ISTD quantifier, wherein asymmetry analyte qualifier being the asymmetry of the
peak of the analyte qualifier, asymmetry analyte quantifier being the asymmetry of the
peak of the analyte quantifier, asymmetry ISTD qualifier being the asymmetry of the peak
of the ISTD qualifier, asymmetry ISTD _quantifier being the asymmetry of the peak of
the ISTD quantifier. The peak width ratio may refer to one or more of
width_analyte qualifier/width_analyte quantifier,

width ISTD qualifier/width ISTD quantifier, or
width_analyte quantifier/width ISTD_ quantifier, wherein width_analyte qualifier is the
peak width of the analyte qualifier, width analyte quantifier is the peak width of the ana-
lyte quatifier, width ISTD _qualifier is the peak width of the ISTD qualifier, width ISTD
_quantifier is the peak width of the ISTD quatifier. The signal to noise ratio may be de-
fined in accordance to USP 40. The single cycle ratio median may refer to the median of a
ratio of intensity of the analyte quantifier and intensity of the ISTD quantifier. The single
cycle ion ratio median may refer to the median of one or more of a ratio of intensity of the
analyte quantifier and intensity of the analyte qualifier or a ratio of intensity of the ISTD
quantifier and intensity of the ISTD qualifier. The peak fit mean squared error may be giv-
en by mean[(smoothed intensity/area of fitted intensity/area)*2]. The fit-intensity correla-
tion may refer to one or more of cor(smoothed intensity, fitted intensity) or
cor(preprocessed intensity, fitted intensity). With respect to Earth Mover’s Distance refer-
ence is made to e.g. https://en.wikipedia.org/wiki/Earth mover%27s_distance. A rich set
of features can be derived from chromatographic and/or mass spectral data and can be used
for building the regression model. The training of the model may comprise determining a

feature ranking. The training of the model may comprise selection the features.

Figure 2 shows a sketch of development and deployment of a trained machine learning
model, in this case a regression model 116. The features of the feature set 118 may be
combined in regression models 116 for predicting area ratio deviation as an equivalent for
failure of peak integration. The trained regression models may then be deployed for pre-
dicting the quality status of new measurements, as performed in step b) 114. In Figure 2
from left to right the features set 118, exemplary regression models 116 and application of

the trained regression model 116 on exemplary processed chromatographic and/or mass
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spectral data is shown. In the upper right plot the processed chromatographic and/or mass

spectral data is classified in step b) as good and in the lower right plot as bad.

Regression models 116, e.g. Random Forest and Gradient Boosting, were found to show
good performance with reasonable model complexity in terms of evaluation time and re-
quired disk space. Model parameters like type of algorithm, number of features, number

and size of trees, may be tuned by means of resampling techniques.

For the Random Forest, it was found that the Random Forest has better performance with
more features. For the Gradient Boosting forest it was found that the Gradient Boosting
forest has better performance with less features. The feature selection may be performed
such that features are chosen that are ,stable” high-ranking over many data splits and/or
models. The method may comprise feature engineering comprising evaluation of newly
created features. For example, for the Gradient Boosting forest 50 features may be used

with a minimum leave size 50 and 400 trees.

The method may comprise step ¢) 120, at least one training step. The training step may

comprise training the machine learning model based on the training dataset.

The training may comprise a process of building the trained machine learning model, in
particular determining parameters, in particular weights, of the model. The training may
comprise determining and/or updating parameters of the model. The training may be per-
formed on historical and/or semi-synthetic chromatographic and/or mass spectral data. The
training may comprise retraining a trained model, e.g. after obtaining additional chromato-
graphic and/or mass spectral data such as during operating the MS and/or LC-MS device.

The training step 120 may comprises training of machine learning models for different
analytes. The training step 120 may be performed during assay development for a plurality
of different assays, wherein the trained machine learning model for different assays are
stored in at least one databank. The databank may comprise data processing configuration
files, enabling automated flagging of peak integration results on the instrument. The meth-
od may comprise at least one selection step performed before step b), e.g. as part of step ¢),
wherein in the selection step the one trained machine learning model is selected from the
trained machine learning models which was trained for the analyte used for obtaining the

provided chromatographic and/or mass spectral data.
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The trained machine learning models may be suitable for different analytes with similar
chromatography. The training step may comprises training of machine learning models for
different chromatography types. For different chromatography types separate models may
be used, e.g. considering standard chromatography where peak fit can be applied, non-
standard chromatography where boundary detection needs to be applied and cases where
no internal standard is available that has exact same retention time as analyte and existence

of an offset in retention time between analyte and ISTD.

The historical chromatographic and/or mass spectral data may comprise measurement re-
sults obtained by using the at least one mass spectrometry device. The historical data may
be real data. The historical chromatographic and/or mass spectral data may comprise data
from different instruments, measuring several analytes, and with different scenarios. An
example for a historical training dataset may comprise of around 500 chromatographic
measurements, including five different analytes, measured on two instruments from one

system and three instruments from an-other system during a time period of 11 weeks.

The training dataset comprises semi-synthetic chromatographic and/or mass spectral data,
also denoted as semi-synthetic dataset. The semi-synthetic chromatographic and/or mass
spectral data may be simulated based on historical chromatographic and/or mass spectral
data. The semi-synthetic chromatographic and/or mass spectral data may be generated by
applying and/or simulating defined disturbances to real measured chromatographic and/or
mass spectral data. The semi-synthetic chromatographic and/or mass spectral data may
comprise modified historical chromatographic and/or mass spectral data. The historical
chromatographic and/or mass spectral data may be modified by one or more of introducing
at least one interference, introducing background, introducing at least one shift in retention
time, modifying peak width, replacing an internal standard signal by a chromatogram from
a double blank sample. The semi-synthetic simulation approach combines the benefit in
simulation studies of knowing the truth with providing datasets with real world properties.
Using simulated datasets for model training has several advantages over real data such as
objective definition of true status of a measurement, rare cases and “grey zones” can be
explored, scalable in terms of sample size. In order to resemble real data as close as possi-
ble, a semi-synthetic approach is adopted, where real measurements are modified in a con-

trolled way.

Figure 3, a to e, show different simulation scenarios. The upper row shows the real data
and the lower row the real data plus the introduced disturbance. In Figure 3a at least one

interference was introduced by varying transition, position, resolution and relative height.
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In Figure 3b shift in retention time was introduced by varying the shift. In Figure 3¢ back-
ground was introduced by varying height and curvature. In Figure 3d the peak width was

changed by varying the scale factor. In Figure 3e a missing ISTD signal was simulated.

The semi-synthetic dataset may be generated as follows. Real chromatograms with clear
peaks and reliable integration results (manually curated) may be selected and subsequently
modified in order to resemble challenging situations for peak integration. The generating
of the semi-synthetic dataset may comprise considering one or more of the following situa-
tions interferences, background, shifts in retention time, peak width and missing of internal
standard signal. For example, for considering interferences, the fitted intensities for the real
internal standard peak are added to the raw intensities next to the analyte peak. By the dis-
tance between the peaks different resolutions can be explored. The height of the artificial
interference peak can be scaled up or down in order to simulate different relative peak
heights between the peak of interest and the interference. For example, for considering
background, for simulating varying background signal at first a step function is generated,
where step heights are drawn from a uniform distribution. By the maximal step height the
magnitude of the simulated background can be controlled. Next, a background fit is ap-
plied to the step function and the resulting curve is added to the real chromatogram intensi-
ties. The curvature parameter in the background fit allows manipulating the curvature of
the artificial background. For example, for considering shifts in retention time, variability
in retention time can easily be simulated by shifting the real signal along the time scale.
For example, for considering peak width, the peak fit is rescaled by changing respective
parameters of the fitting function. Intensities are rescaled in order to maintain the area un-
der the peak. Rescaled noise from the original data is then added to the new peak fit. For
example, for considering missing of internal standard signal, the chromatogram for the

internal standard is replaced by a chromatogram from a double blank sample.

Simulated data, i.e. the semi-synthetic chromatographic and/or mass spectral data, may
have much higher fraction of bad cases and much higher fraction of borderline cases than
real data, i.e. the historical synthetic chromatographic and/or mass spectral data. Better
performance of the model can be achieved when including part of the real data for training.
Other part of the real data may be used for testing the trained model. The real data may be
manually labeled true datasets.

The method may comprise at least one test step, wherein the test step comprises testing the
trained model. The test step may comprise testing the trained model on at least one test

dataset. The test step may comprise obtaining performance characteristics of the trained
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model, e.g. accuracy, false-positive-rate and false-negative-rate. For evaluation of predic-
tion performance, testing the models may be performed using simulated data and/or on real
data, in particular manually labeled true datasets. The test dataset may comprise simulated

data and/or real data.

An example machine learning model for analytes with standard peak shapes (e.g. Testos-
terone) was trained on semi-synthetic datasets. The machine learning model was trained on
241 manually labeled real measurements retrieved from ten sample runs on different in-
struments. 121 were manually labelled as bad and 120 were manually labelled as good.
The quality check of the peak integration using the trained machine learning model classi-
fied all 120-“good” measurements correctly. 5 out of the 121-“bad” measurement were
classified as “good” by the trained machine learning model. An accuracy of 0.9793, a

false-positive-rate of 0.0000 and a false-negative-rate of 0.0413 was determined.

A measure for how much the data are affected by the introduced “disturbing factors” may
be the percent deviation of the area ratio results, as calculated for the created semi-
synthetic data, from the area ratios in the original real dataset. The area ratio deviation rep-
resents the continuous outcome for the regression models. A gold standard for error han-
dling can then be defined by flagging measurements in view of threshold, e.g. of more than
10% area ratio deviation. The binary flag serves as true status in the evaluation of the pre-
diction performance in terms of accuracy and false positive/negative rates. Figure 4 shows
a definition of regression model outcome by percent deviation from original area ratio. The
upper row of Figure 4 shows five integrated peaks, denoted from A to E. The lower plot of
Figure 4 shows for A to E the percent area ratio deviation as continuous outcome for pre-
diction. In addition, a threshold of > 10% is depicted.

The trained machine learning models may then be deployed for predicting the quality sta-
tus of new measurements, as performed in step b). The trained machine learning models
for different analytes and/or different chromatographic types may be transferred to data
processing configuration files. The data processing configuration files may be stored in at
least one data storage of the mass spectrometry device 112. This may allow enabling au-

tomated flagging of peak integration results on the mass spectrometry device 112.

Figure 5 shows an embodiment of a mass spectrometry device 112 comprises a test system

122 according to the present invention. The test system 122 comprises
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- atleast one communication interface 124 configured for receiving processed chro-
matographic and/or mass spectral data obtained by at least one mass spectrometry
device 112,

- atleast one processing device 126 configured for classifying quality of the chroma-
tographic and/or mass spectral data by applying at least one trained machine learn-
ing model on the chromatographic and/or mass spectral data, wherein the trained
machine learning model uses at least one regression model 116, wherein the trained
machine learning model is trained on at least one training dataset comprising histor-
ical and/or semi-synthetic chromatographic and/or mass spectral data, wherein the
trained machine learning model is an analyte-specific trained machine learning
model;

- atleast one user interface 128 configured for providing information about the clas-
sified quality to a user.

Figure 6 shows an example for model optimization. The table comprises area under the
curve (AUC) values derived by data resampling for different model settings: left block
Gradient Boosting Forests (GBR), right block Random Forest Regression (RFR), number
of estimators (‘num_est’ = number of trees) in the columns, number of dimensions (‘d’ =
number of features) and minimum leaf size (‘msl’ = tree size) in the rows. Darker color

and larger values indicate better model performance.
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128 user interface
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Claims

A computer implemented method for automated quality check of chromatographic
and/or mass spectral data, wherein the method comprises the following steps:

a) (110) providing processed chromatographic and/or mass spectral data ob-
tained by at least one mass spectrometry device (112);,

b)  (114) classifying quality of the chromatographic and/or mass spectral data by
applying at least one trained machine learning model on the chromatographic
and/or mass spectral data, wherein the trained machine learning model uses at
least one regression model (116), wherein the trained machine learning model is
trained on at least one training dataset comprising historical and/or semi-
synthetic chromatographic and/or mass spectral data, wherein the trained ma-

chine learning model is an analyte-specific trained machine learning model.

The method according to the preceding claim, wherein the analyte is at least one target
substance selected from the group consisting of vitamin D, drugs of abuse, therapeutic

drugs, hormones, and metabolites which shall be quantified from a sample.

The method according to any one of the preceding claims, wherein the regression
model (116) is at least one regression model selected from the group consisting of a
Random Forest; a Gradient Boosting forest; a Partial Least Squares, a Lasso regression;

a Logistic regression; a Bayesian regression.

The method according to any one of the preceding claims, wherein the method is per-

formed completely automatic.

The method according to any one of the preceding claims, wherein the classified quali-
ty is used for distinguishing between acceptable and non-acceptable chromatographic
and/or mass spectral data, wherein the method comprises assigning a flag to the chro-
matographic and/or mass spectral data as acceptable or non-acceptable based on the

classified quality.
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The method according to the preceding claim, wherein the method comprises provid-
ing at least one information depending on the flag of the chromatographic and/or mass

spectral data to a user via at least one user-interface (128).

The method according to any one of the preceding claims, wherein the machine learn-
ing model uses a feature set (118), wherein the feature set (118) comprises at least one
feature selected from the group consisting of: peak area, peak background, relative
background, ion ratio, Q4 ratio, retention time ratio, peak asymmetry, asymmetry ratio,
peak width, peak width ratio, area of integration residuals, confidence interval of peak
area, mass shift, full width half maximum, signal to noise ratio, single cycle ratio medi-
an, single cycle ion ratio median, peak height, peak fit mean squared error, fit-intensity
correlation, Earth Mover’s Distance, and a deviation of any of the mentioned features

when derived from processed data and raw data.

The method according to any one of the preceding claims, wherein the method com-
prises
c) (120) at least one training step, wherein the training step (120) comprises

training the machine learning model based on the training dataset.

The method according to the preceding claim, wherein the training step (120) com-

prises training of machine learning models for different analytes.

The method according to any one of the preceding claims, wherein the training dataset
is generated by manual classification of the historical and/or semi-synthetic chromato-

graphic and/or mass spectral data into two categories.

The method according to any one of the preceding claims, wherein the semi-synthetic
chromatographic and/or mass spectral data comprises modified historical chromato-
graphic and/or mass spectral data, wherein the historical chromatographic and/or mass
spectral data is modified by one or more of introducing at least one interference, intro-
ducing background, introducing at least one shift in retention time, modifying peak
width, replacing an internal standard signal by a chromatogram from a double blank

sample.

A test system (122) configured for performing the method according to any one of the

preceding claims, wherein the test system (122) comprises
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- at least one communication interface (124) configured for receiving processed
chromatographic and/or mass spectral data obtained by at least one mass spectrom-
etry device (112),

- at least one processing device (126) configured for classifying quality of the chro-
matographic and/or mass spectral data by applying at least one trained machine
learning model on the chromatographic and/or mass spectral data, wherein the
trained machine learning model uses at least one regression model (116), wherein
the trained machine learning model is trained on at least one training dataset com-
prising historical and/or semi-synthetic chromatographic and/or mass spectral data,
wherein the trained machine learning model is an analyte-specific trained machine
learning model;

- at least one user interface (128) configured for providing information about the
classified quality to a user.

The test system (122) according to the preceding claim, wherein the test system (122)
is configured to carry out steps a) to b) and optionally step c) of the method according
to any one of the preceding claims referring to a method.

A computer program comprising instructions which, when the program is executed by
a test system (122) according to any one of the preceding claims referring to a test sys-
tem, cause the test system to carry out steps a) to b) and optionally step c) of the meth-

od according to any one of the preceding claims referring to a method.

A computer-readable storage medium comprising instructions which, when executed
by a test system (122) according to any one of the preceding claims referring to a test
system, cause the test system to carry out steps a) to b) and optionally step ¢) of the

method according to any one of the preceding claims referring to a method.
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