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Description

[0001] Apparatuses and methods consistent with ex-
emplary embodiments broadly relate to an electronic ap-
paratus and a displaying method thereof, and more par-
ticularly, to an electronic apparatus which processes a
content screen including a background image behind an
electronic apparatus and a graphic object according to
information of illuminance sensed from an illuminance
sensor and a controlling method thereof.
[0002] Recently, functions for providing various user
experiences using an electronic apparatus have been
developed. By way of example, as shown in FIG. 1, an
electronic apparatus 100 may display its background im-
age corresponding to a background area behind the elec-
tronic apparatus, thereby providing the user with a visual
effect, such as viewing a transparent window. The back-
ground image may be implemented as a live feed which
is acquired by a camera disposed rearward on a rear
surface of the electronic apparatus 100, or may be im-
plemented as a still image or a moving image already
stored in the electronic apparatus 100.
[0003] Furthermore, the electronic apparatus 100 can
display various graphic objects together with a back-
ground image. This allows the electronic apparatus 100
to provide an aesthetic effect to a user. At this time, the
electronic apparatus 100 can not only display a back-
ground image but also can reproduce various content
images.
[0004] US 2012/0013646 discloses a television receiv-
er.
[0005] US 2016/0225183 discloses a method for dis-
playing an object by an electronic device.
[0006] US 2010/0079426 discloses a method for ap-
plying user experience effects to a displayed image.
[0007] US 2016/0284316 discloses a portable elec-
tronic device.
[0008] However, there is a need to process a back-
ground image provided by the electronic apparatus 100
in accordance with natural light around the electronic ap-
paratus 100 in order to provide a visual effect such that
the electronic apparatus 100 becomes a transparent
glass window.
[0009] According to an aspect of the invention, there
is provided an electronic apparatus as set out in claim 1.

[Advantageous Effects of Invention]

[0010] According to various exemplary embodiments
as described above, an electronic apparatus can provide
a more realistic user experience.

[Briedf Description of Drawings]

[0011] The above and/or other aspects will become
more apparent and more readily appreciated from the
following description of exemplary embodiments with ref-
erence to the accompanying drawings. Understanding

that these drawings depict only exemplary embodiments
and are not therefore to be considered to be limiting of
the scope of the disclosure, the principles herein are de-
scribed and explained with additional specificity and de-
tail through the use of the accompanying drawings, in
which:

FIG. 1 is a view illustrating an image effect as if a
display becomes a transparent glass window ac-
cording to an illustrative example not forming part of
the invention.
FIG. 2 is a block diagram illustrating a configuration
of an electronic apparatus according to an exemplary
embodiment.
FIGS. 3A and 3B are block diagrams illustrating a
more detailed configuration of an electronic appara-
tus according to an exemplary embodiment.
FIGS. 4A and 4B are views illustrating a first opera-
tion mode (normal mode) and a second operation
mode (background mode) of an electronic apparatus
according to an exemplary embodiment.
FIGS. 5-6C are views illustrating various layers gen-
erated by a processor according to an illustrative ex-
ample not forming part of the invention.
FIGS. 7-10 are views illustrating an image effect in
response to sensed illuminance value according to
an example which is not an exemplary embodiment.
FIG. 11 is a flowchart illustrating a method of provid-
ing an image effect in response to sensed illumi-
nance according to an example which is not an ex-
emplary embodiment.
FIGS. 12A-B are views illustrating adjusting bright-
ness of a content screen in response to a sensed
change of illuminance according to another exem-
plary embodiment.
FIG. 13 is a flowchart illustrating a method of adjust-
ing brightness of a content screen in response to a
sensed change of illuminance according to another
exemplary embodiment.
FIGS. 14A-15 are diagrams illustrating adjustment
of brightness in a content screen in response to a
sensed change of illuminance according to another
exemplary embodiment.
FIG. 16 is a flowchart illustrating a method of adjust-
ing brightness of a content screen in response to a
sensed change of illuminance according to another
exemplary embodiment.
FIGS. 17 and 18 are views illustrating correction of
a content screen according to color temperature in-
formation and illuminance information sensed
through each of a plurality of illuminance values ac-
cording to yet another exemplary embodiment.
FIG. 19 is a flowchart illustrating a method of cor-
recting a content screen according to color temper-
ature information and illuminance information
sensed through each of a plurality of illuminance val-
ues according to yet another exemplary embodiment
FIGS. 20A to 20C are views illustrating a plurality of
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operation modes of an electronic apparatus accord-
ing to yet another exemplary embodiment.
FIG. 21 is a block diagram illustrating a configuration
of an electronic apparatus according to yet another
exemplary embodiment.
FIG. 22 is a view illustrating a first layer including an
image received from an external source and a sec-
ond layer including a background image according
to an exemplary embodiment.
FIG. 23 is a view illustrating an operation of an elec-
tronic apparatus when an image received from an
external source is partially overlapped on the second
layer according to an exemplary embodiment.
FIGS. 24A and 24B are views illustrating an elec-
tronic apparatus with a single illuminance sensor ac-
cording to an exemplary embodiment.
FIGS. 25A and 25B are views illustrating an opera-
tion of an electronic apparatus when an illuminance
sensor is implemented as a plurality of sensors ac-
cording to an exemplary embodiment.
FIG. 26 is a flowchart to describe an operation of an
electronic apparatus according to an exemplary em-
bodiment.

[Best Mode for Carrying out the Invention]

[0012] Hereinafter, exemplary embodiments will be
described in more detail with reference to the accompa-
nying drawings.
[0013] In the following description, the same reference
numerals are used for the same elements, even in dif-
ferent drawings. The matters defined in the description,
such as detailed construction and elements, are provided
to assist in a comprehensive understanding of exemplary
embodiments. Thus, it is apparent that exemplary em-
bodiments can be carried out without those specifically
defined matters. Also, functions or elements known in
the related art are not described in detail since they would
obscure exemplary embodiments with unnecessary de-
tail.
[0014] The terms used herein are selected from the
general terms that are widely used at present and in con-
sideration of the functions in exemplary embodiments,
but at the same time, the terms may vary depending on
the intent of those skilled in the art or the precedents, or
by the emergence of new technologies. Further, certain
terms may be arbitrarily chosen, in which case the cor-
responding meaning will be described in detail in the dis-
closure. Accordingly, the terms used herein will be de-
fined not simply based on the names of the terms, but
based on the meanings of the terms and the context
throughout the description.
[0015] Exemplary embodiments may have a variety of
modifications and several examples. Accordingly, while
various exemplary embodiments are described in detail
herein, these are not intended to limit the scope of the
present disclosure to exemplary embodiments only.
Rather, it should be understood that exemplary embod-

iments encompass all the modifications, equivalents or
replacements that fall under the concept and technology
scope as disclosed. In describing exemplary embodi-
ments, well-known functions or constructions may not be
described in detail when they obscure the disclosure with
unnecessary detail. Further, the terms described below
are those that are defined in consideration of the func-
tions of exemplary embodiments and may be varied ac-
cording to users, operators or practices. Accordingly, def-
initions will have to be made based on the content pro-
vided throughout the description.
[0016] The terms such as "first," "second," and so on
may be used to describe a variety of elements, but the
elements should not be limited by these terms. The terms
are used only for the purpose of distinguishing one ele-
ment from another.
[0017] A singular expression includes a plural expres-
sion, unless otherwise specified. It is to be understood
that the terms such as "comprise" or "consist of" are used
herein to designate a presence of characteristic, number,
step, operation, element, component, or a combination
thereof, and not to preclude a presence or a possibility
of adding one or more of other characteristics, numbers,
steps, operations, elements, components or a combina-
tion thereof.
[0018] In exemplary embodiments, a ’module’ or a
’unit’ may perform at least one function or operation, and
be implemented as hardware (e.g., circuitry) or software,
or as a combination of hardware and software. Further,
except for the ’module’ or the ’unit’ that has to be imple-
mented as particular hardware (e.g., a dedicated proc-
essor), a plurality of ’modules’ or a plurality of ’units’ may
be integrated into at least one module and implemented
as at least one processor (not illustrated).
[0019] Meanwhile, exemplary embodiment describes
a method of displaying various content screens including
a display.
[0020] Hereinbelow, exemplary embodiments will be
described in greater detail with reference to the drawings.
[0021] The electronic apparatus 100 according to an
exemplary embodiment has a plurality of operation
modes. A first operation mode (for example, a normal
mode or a content mode) is a mode for displaying a gen-
eral content image (for example, a broadcast content im-
age). Specifically, the first operation mode is a mode for
displaying the content prestored in the electronic appa-
ratus 100 or the broadcast content received from the out-
side using the full screen of the electronic apparatus 100.
[0022] The second operation mode (for example, a
background mode) is a mode in which the electronic ap-
paratus 100 displays a content screen including a back-
ground image corresponding to a background area be-
hind the electronic apparatus so as to provide a visual
effect as if the electronic apparatus 100 is a glass window.
Here, the content screen includes a background area,
and includes at least one object.
[0023] In the second operation mode, the electronic
apparatus 100 displays a background area behind the
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electronic apparatus 100 as a background image and
thus, a user may confuse the electronic apparatus with
a transparent glass window. That is, to a user, the elec-
tronic apparatus 100 may look like a transparent glass
window.
[0024] In the meantime, in the second operation mode,
not only the background screen but also specific graphic
objects are displayed together. According to an exem-
plary embodiment, the specific graphic object may be a
clock object, but various graphic objects (e.g., pictures,
photographs, fish tanks, memos, etc.) may be displayed
if they can be attached to a common wall.
[0025] On the other hand, when the electronic appa-
ratus 100 operates in the second operation mode, that
is, when the content screen including the background
image is displayed, the difference in brightness between
the actual background area and the background image
displayed on the electronic apparatus 100 needs to differ
as little as possible, so that a user will not to detect the
heterogeneity between the electronic apparatus 100 and
the actual background area.
[0026] Therefore, according to a change in the sur-
rounding environment of the electronic apparatus 100,
the content screen including the background image dis-
played in the electronic apparatus 100 needs to be
changed adaptively in exemplary embodiments.
[0027] Accordingly, the electronic apparatus 100 ac-
cording to an exemplary embodiment senses surround-
ing environment (for example, external light, etc.), proc-
esses the content screen displayed in the electronic ap-
paratus 100 according to the sensed surrounding envi-
ronment, and displays the content screen.
[0028] Hereinbelow, the above operations are de-
scribed in further detail according to various exemplary
embodiments.
[0029] FIG. 2 is a block diagram illustrating an elec-
tronic apparatus 100 according to an exemplary embod-
iment. As illustrated in FIG. 2, the electronic apparatus
100 includes an illuminance sensor 115, a display 120,
a memory 165, and a processor 130.
[0030] The illuminance sensor 115 acquires sensing
data for sensing the color temperature and illuminance
of the external light projected from the external light
source. At this time, a plurality of illuminance sensors
115 may be disposed in a plurality of areas of the outer
frame of the electronic apparatus 100 to sense the direc-
tion in which the external light is incident, the type of light
and the illuminance of each area. In a case where a plu-
rality of illuminance sensors are provided, the plurality of
illuminance sensors may include a first illuminance sen-
sor disposed in a left outer frame i.e., positioned or placed
in a left outer frame, a second illuminance sensor dis-
posed in an upper outer frame i.e., positioned or placed
in an upper outer frame, and a third illuminance sensor
disposed in a right outer frame i.e., positioned or placed
in a right outer frame, from among outer frames. This
configuration of the sensors is provided by way of an
example only and not by way of a limitation.

[0031] The display 120 displays image data. In partic-
ular, the display 120 may display image content obtained
from an external source (e.g., a broadcast station, a serv-
er, a DVD, etc.) while the electronic apparatus 100 is
operating in the first operation mode. In addition, the dis-
play 120 may display a content screen including a pre-
stored background image while being operated in the
second operation mode. At this time, the content screen
includes at least one graphic object on the background
image. Also, the display 120 adjusts the brightness of
the content screen or provides an image effect to the
content screen based on the sensed data sensed by the
illuminance sensor 115. At this time, the image effect
may be to provide a new UI element (e.g., a flare image,
a rainbow image, etc.) on an existing content screen.
[0032] The memory 165 may store programs and data
for controlling the electronic apparatus 100. In particular,
the memory 165 stores a background image correspond-
ing to a background area behind the electronic apparatus
100. At this time, data for the background image may be
obtained from an external device (e.g., a smart phone,
etc.), but this is only by way of an example and not by
way of a limitation, and data may be obtained from a
camera connected to the electronic apparatus 100.
[0033] The processor 130 controls the overall opera-
tion of the electronic apparatus 100. In particular, the
processor 130 generates a content screen based on the
data of the background image stored in the memory 165
and the data of the graphic object during the operation
in the second operation mode, and display the content
screen on the display 120. At this time, the content screen
include at least one graphical object on the background
image. According to an example which is not an embod-
iment, the content screen may include a shadow corre-
sponding to at least one graphic object and at least one
of the position and the shade of the shadow may be
changed corresponding to a change of data sensed by
the illuminance sensor 115.
[0034] In addition, when a bezel and an outer frame
covering the bezel are included at edges of the electronic
apparatus 100, the processor 130 may further display,
on the display 120, shadow of the outer frame at an area
corresponding to the outer frame at the edges of the con-
tent screen.
[0035] At this time, the processor 130 may generate
an object layer including at least one graphic object, a
shadow layer including a shadow, and a background im-
age layer including a background image to create a con-
tent screen. At this time, the object layer may be obtained
from the outside or generated from the pre-stored data,
the shadow layer may be generated based on the object
layer and the sensing data, and the background image
layer may be generated from data on the background
image stored in the memory 165. According to an exem-
plary embodiment, a plurality of object layers or back-
ground image layers may be generated. In addition, an
outer frame shadow layer containing an outer frame
shadow may be further generated.
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[0036] In particular, the processor 130 may control so
that the object layer, the shadow layer, and the back-
ground layer, are disposed and displayed in an order on
the display 120. In addition, when the outer frame shadow
layer is generated, the processor 130 may control so that
the outer frame shadow layer is disposed ahead of the
object layer and displayed on the display 120.
[0037] In addition, the processor 130 performs image
correction of at least one graphic object included in the
content screen according to light intensity sensed by at
least one sensor 110. For example, the processor 130
may adjust brightness of the at least one graphic object
according to light intensity of external light.
[0038] In addition, when a plurality of graphic objects
are included in the content screen, the processor 130
may perform different image correction for the plurality
of graphic objects according to the types of the plurality
of graphic objects. For example, the processor 130 may
set the amount of brightness adjustment of a graphic ob-
ject of a first type (e.g., a clock, etc.) and the amount of
brightness adjustment of a graphic object of the second
type (e.g., a fishbowl) differently according to light inten-
sity of external light, according to an exemplary embod-
iment.
[0039] In addition, the processor 130 may perform im-
age correction with respect to a background image in-
cluded in a content screen according to at least one of a
direction and light intensity of external light which is
sensed by at least one sensor 110. For example, the
processor 130 can darken the brightness of the back-
ground image as the light intensity of the external light
becomes darker.
[0040] In addition, the processor 130 can generate
shadows based on whether a background image is pat-
terned or not. For example, if there is no pattern in the
background image, the processor 130 brightens the
brightness of the shadow, and if there is a pattern in the
background image, the processor 130 may darken the
brightness of the shadow.
[0041] According to an exemplary embodiment, when
the illuminance value which is greater than or equal to a
preset value is sensed through the at least one illumi-
nance sensor 115, the processor 130 may generate a
content screen including an image effect corresponding
to the illuminance value.
[0042] Specifically, the processor 130 according to an
example which is not an embodiment may determine the
ultraviolet light value of the external light based on the
data obtained through the at least one illuminance sensor
115, and determine whether the external light is sunlight
based on the determination result. If the type of external
light is determined to be the sunlight from the data ob-
tained through the illuminance sensor 115 and the illu-
minance value is equal to or greater than a predetermined
value, the processor 130 according to an example which
is not an embodiment may determine the flare effect or
the rainbow effect as the image effect, and generate a
content screen that contains the flare or the rainbow ef-

fect.
[0043] At this time, the processor 130 according to an
example which is not an embodiment may generate an
image effect layer including an image effect which cor-
responds to the illuminance value and generate a content
screen including an image effect layer, an object layer,
and a background image layer.
[0044] In addition, the processor 130 may add an im-
age effect corresponding to the illuminance value to the
object layer and generate a content screen including an
object layer having an image effect added thereto and a
background image layer.
[0045] When there are a plurality of illuminance sen-
sors 115, the processor 130 according to an example
which is not an embodiment may determine the direction
of the external light based on the data obtained through
the plurality of illuminance sensors, and decide the shape
and the position of the image effect. In addition, the proc-
essor 130 according to an example which is not an em-
bodiment may adjust the size and brightness of the image
effect to correspond to a change in the illuminance value.
[0046] By providing the image effect (for example, a
flare effect, a rainbow effect, etc.) according to the exter-
nal light in an example which is not an exemplary em-
bodiment as described above, the electronic apparatus
100 can make a content screen including a background
image appear as a real glass window.
[0047] According to another exemplary embodiment,
when a change in an illuminance value over a preset
value is detected through at least one illuminance sensor
115, the processor 130 may control the electronic appa-
ratus 100 so as to increase the brightness of the content
screen and then decrease it again. That is, when the
outside suddenly becomes bright, the processor 130 can
provide a light adaptation effect. The light adaptation ef-
fect is the effect that, when the light suddenly brightens
in a dark environment, a person cannot see due to daz-
zling light but can gradually see as the person gets adapt-
ed to the changed environment.
[0048] Specifically, according to an exemplary embod-
iment, while or during the content screen being displayed
with the first brightness, a change in the illuminance value
greater than or equal to a preset value may be detected.
As a result, the processor 130 may control the electronic
apparatus 100 to increase the brightness of the content
screen from the first brightness to the second brightness,
and then decrease it back to the first brightness. At this
time, the second brightness, which is the maximum
brightness value, may correspond to the change in the
sensed illuminance value, according to an exemplary
embodiment.
[0049] In addition, the processor 130 may increase the
brightness of the content screen by adjusting the pixel
brightness values of the background image layer and the
object layer included in the content screen, and then de-
crease the brightness again. That is, the processor 130
can adjust the brightness of the content screen through
image processing.
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[0050] In addition, the processor 130 may increase the
brightness of the content screen by adjusting the dim-
ming value of the backlight included in the display 120,
and then decrease again the brightness of the content
screen.
[0051] When the processor 130 detects a change in
an illuminance value less than a predetermined value
through the at least one illuminance sensor 115, the proc-
essor 130 may adjust the brightness of the content screen
to correspond to the change in the illuminance value of
the sensed external light.
[0052] In addition, when the illuminance value of the
external light is maintained for a preset time, and the
change in illuminance value is detected over a predeter-
mined value, the processor 130 may control the electron-
ic apparatus 100 to increase the brightness of the content
screen and then decrease the brightness again.
[0053] When there are a plurality of illuminance sen-
sors 115, the processor 130 may control the electronic
apparatus 100 to determine the direction of the external
light based on the data obtained through the plurality of
illuminance sensors, and increase brightness of an area
corresponding to the determined direction of the external
light from among the content screen and then decrease
brightness again.
[0054] According to an exemplary embodiment, the
electronic apparatus 100 may provide the image effect
(for example, light adaptation effect, etc.) according to a
change in illuminance value of the external light so that
a content screen including a background image can be
felt or perceived similar to an actual glass window.
[0055] According to another exemplary embodiment,
the processor 130 may obtain color temperature infor-
mation and brightness information of an external light
incident on a plurality of areas through each of the plu-
rality of illuminance sensors, and correct color tempera-
ture and brightness of the screen by areas based on the
temperature information and the brightness information
of each of the plurality of areas. At this time, the plurality
of illuminance sensors may include a first illuminance
sensor and a third illuminance sensor arranged symmet-
rically with respect to the outer frame, and a second illu-
minance sensor disposed or positioned at an upper part
of the outer frame between the first illuminance sensor
and the third illuminance sensor.
[0056] Specifically, according to an exemplary embod-
iment, the processor 130 may obtain the color tempera-
ture information of the XYZ domain from each of the plu-
rality of illuminance sensors, convert the color tempera-
ture information of the XYZ domain obtained from each
of the plurality of illuminance sensors into the RGB do-
main, obtain a gain value for correcting the color temper-
ature of a pixel constituting the content screen based on
the position of the illuminance sensors and the color tem-
perature information converted into the RGB domain, and
calibrate the color temperature value of the content
screen based on the obtained gain value.
[0057] Also, the processor 130 may obtain brightness

information from each of the plurality of illuminance sen-
sors, obtain the reflectance of an object located behind
the electronic apparatus, and correct the brightness of
the content screen by areas based on the plurality of
illuminance sensor positions, brightness information, and
reflectance of an object.
[0058] At this time, in order to correct the brightness
of the content screen by areas, the processor 130 may
adjust brightness values of pixels constituting the content
screen area by areas to correct the brightness of the con-
tent screen by areas or correct the brightness of the con-
tent screen by adjusting the dimming of the backlight in-
cluded in the display 120 by areas.
[0059] According to an exemplary embodiment, by
providing different corrections for each area according
to the external light incident on a plurality of areas of the
display 120, the electronic apparatus 100 may make the
content screen including the background image appear
as a real glass window.
[0060] FIG. 3A is a block diagram illustrating a more
detailed configuration of an electronic apparatus accord-
ing to an exemplary embodiment. Referring to the FIG.
3A, the electronic apparatus 100 according to an exem-
plary embodiment includes a sensor 110, a display 120,
a processor 130, a broadcast receiver 140, a signal sep-
arator 145, an audio and video (A/V) processor 150, an
audio outputter 155, a video signal generator 160, a
memory 165, a communicator 175, and an operator 180.
[0061] The sensor 110 senses various environments
and/or environmental factors around the display 120. In
particular, according to an exemplary embodiment, the
sensor 110 includes the illuminance sensor 115, as
shown in FIG. 3A. At this time, the illuminance sensor
115 may generate sensing data for at least one of the
type and the illuminance intensity of the external light
projected from the external light around the display 120
to the display 120.
[0062] At this time, according to an exemplary embod-
iment, the illuminance sensor 115 can generate sensing
data for obtaining color temperature information of an
external light and illuminance information of the external
light. At this time, according to an exemplary embodi-
ment, the illuminance sensor 115 may be implemented
as a single sensor to obtain sensed data on or about the
degree of color temperature of the external light and the
illuminance information, but this is merely provided by
way of an example and not by way of a limitation, and
can also be implemented as a color sensor for sensing
color temperature information and an illuminance sensor
for sensing illuminance information.
[0063] In particular, the illuminance sensor 115 in-
cludes a plurality of illuminance sensors disposed or po-
sitioned at mutually spaced positions on the electronic
apparatus 100. To be specific, according to an exemplary
embodiment illustrated in FIG. 3B, the illuminance sensor
115 may include a first illuminance sensor 115-1 dis-
posed or positioned in the right outer frame, a second
illuminance sensor 115-2 disposed or positioned in the

9 10 



EP 3 574 646 B1

8

5

10

15

20

25

30

35

40

45

50

55

upper outer frame, and a third illuminance sensor 115-3
disposed or positioned in the left outer frame. However,
at the time of implementation, the illuminance sensor 115
may comprise two sensors, or may comprise four or
more. The illuminance sensors 115-1 to 115-3 may be
embedded in the outer frame of the electronic apparatus
120 so as not to be affected by the light emitted from the
display 120. When at least one sensor 110 comprises
two sensors, it may comprise one illuminance sensor and
one color sensor, or two illuminance sensors or two color
sensors. These variations are provided by way of an ex-
ample only and not by way of a limitation.
[0064] In addition, the sensor 110 may further include
various sensors such as an IR sensor, an ultrasonic sen-
sor, an RF sensor, and the like. At this time, the sensor
110 may detect the position of an external user or object
through various sensors.
[0065] The display 120 displays an image. According
to various exemplary embodiments, the display 120 may
be implemented as various types of displays such as a
liquid crystal display (LCD), a plasma display panel
(PDP), and the like. The display 120 may also include a
driving circuit, a backlight unit, and the like, which may
be implemented in the form of an a-si TFT, a low tem-
perature poly silicon (LTPS) TFT, an organic TFT (OT-
FT). Meanwhile, the display 120 may be implemented as
a touch screen in combination with the touch sensor.
These are provided by way of an example and not by
way of a limitation.
[0066] The display 120 includes a backlight. According
to an exemplary embodiment, the backlight is point light
sources which supports local dimming.
[0067] According to an exemplary embodiment, the
light source constituting the backlight may be composed
of a cold cathode fluorescent lamp (CCFL) or a light emit-
ting diode (LED). Hereinafter, the backlight is illustrated
as being composed of a light emitting diode and a light
emitting diode driving circuit, but may be implemented
as other configurations than the LED. The plurality of light
sources constituting the backlight may be arranged in
various forms, and various local dimming techniques may
be applied. For example, the backlight may be a direct
type backlight in which a plurality of light sources are
arranged in a matrix form and are uniformly arranged
over the entire liquid crystal screen. In this case, the back-
light can operate with full-array local dimming or direct
local dimming. Here, the full-array local dimming is a dim-
ming method in which the light source is uniformly dis-
posed as a whole behind the LCD screen and the bright-
ness of each light source is adjusted. Direct local dimming
is similar to the full-array local dimming method, but it is
a dimming method that adjusts the luminance of each
light source with a smaller number of light sources.
[0068] In addition, the backlight may be an edge type
backlight in which a plurality of light sources are disposed
only at the edge portion of the LCD. In this case, the
backlight can operate with Edge-lit local dimming. In the
edge-lit local dimming, a plurality of light sources are dis-

posed only at the edge of the panel, and may be disposed
or positioned only at the left/right, at the top/bottom, or
at the left/right/top/bottom. This is provided by way of an
example only and not by way of a limitation.
[0069] In addition, the display 120 may be implement-
ed as an organic light emitting diode (OLED) which does
not require separate backlight.
[0070] In particular, the display 120 displays a content
screen including a background image. At this time, the
content screen includes an object layer including at least
one graphic object, and a background image layer in-
cluding a background image.
[0071] In addition, the processor 130 may drive the dis-
play 120 at a first frequency (e.g., 120 Hz or 240 Hz)
while operating in the first operation mode, and may drive
the display 120 at a second frequency (e.g., 60 Hz) that
is less than the first frequency. That is, according to an
exemplary embodiment, by driving the display 120 at a
low frequency while operating in the second operation
mode, power consumption can be minimized.
[0072] The broadcast receiver 140 receives and de-
modulates broadcasts from a broadcasting station or sat-
ellite by wire or wirelessly. Specifically, the broadcast re-
ceiver 140 may receive and demodulate a transport
stream through an antenna or a cable to output a digital
transport stream signal.
[0073] The signal separator 145 separates the trans-
port stream signal provided from the broadcast receiver
140 into a video signal, an audio signal, and an additional
information signal. The signal separation unit 145 trans-
mits the video signal and the audio signal to the A/V proc-
essor 150.
[0074] The A/V processor 150 performs signal
processing such as video decoding, video scaling, and
audio decoding on the video signal and the audio signal,
which are input from the broadcast receiver 140 and the
memory 165. The A/V processor 150 outputs the video
signal to the video signal generator 160 and outputs the
audio signal to the audio outputter 155, according to an
exemplary embodiment.
[0075] In contrast, when the received video and audio
signals are to be stored in the memory, the A/V processor
150 may output the video and the audio to the memory
in a compressed form.
[0076] The audio outputter 155 converts the audio sig-
nal output from the A/V processor 150 into sound and
outputs the sound through a speaker (not shown) or out-
puts the same to an external device connected through
an external output terminal (not shown) (e.g., SPIDF,
etc.).
[0077] The video signal generator 160 generates a
graphic user interface (GUI) to be provided to a user. The
video signal generator 160 adds the generated GUI to
an image which is output from the A/V processor 150.
The video signal generator 160 provides the display 120
with a video signal corresponding to the video to which
the GUI is added. Accordingly, the display 120 displays
various information provided by the electronic apparatus
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100 and an image transmitted from the video signal gen-
erator 160.
[0078] The video signal generator 160 may process
and output the content screen generated by the proces-
sor 130, according to an exemplary embodiment. Spe-
cifically, the video signal generator 160 may output a plu-
rality of layers as they are or in an unmodified format, or
may synthesize (or merge) a plurality of layers and pro-
vide them to the display 120.
[0079] The memory 165 stores various data and pro-
grams for controlling the electronic apparatus 100. The
memory 165 may receive and store video and audio com-
pressed image contents from the A/V processor 150, and
output the video content stored according to the control
of the processor 130 to the A/V processor 150. In partic-
ular, the memory 165 stores a background image, ac-
cording to an exemplary embodiment.
[0080] According to one or more exemplary embodi-
ments, the memory 165 can be implemented as a hard
disk, a non-volatile memory, a volatile memory, or the
like. These are provided by way of an example and not
by way of a limitation.
[0081] The operator 180 is implemented as a touch
screen, a touch pad, a key button, a keypad, or the like,
and provides a user operation of the electronic apparatus
100. In the exemplary embodiment, it is described that a
control command is input through the operator 180 pro-
vided in the electronic apparatus 100, but the operator
180 may receive a user operation from an external control
device (for example, a remote controller). According to
an exemplary embodiment, the operator 180 is a user
interface configured to receive user input.
[0082] The communicator 175 is configured to perform
communication with various types of external devices ac-
cording to various types of communication methods, ac-
cording to an exemplary embodiment. The communica-
tor 175 may include a Wi-Fi chip and a Bluetooth chip
(not shown). The processor 130 can communicate with
various external devices using the communicator 175.
Specifically, the communicator 175 can receive a control
command from a control terminal device (for example, a
smart phone, a remote controller) capable of controlling
the electronic apparatus 100.
[0083] The communicator 175 may acquire weather
information through communication with an external
server.
[0084] In addition, though not illustrated in FIG. 3A,
depending on exemplary embodiments, the communica-
tor 175 may further include a USB port to which a USB
connector can be connected, various external terminals
for connecting to various external terminals such as a
headset, a mouse, and a LAN, etc., and a DMB chip for
receiving and processing a digital multimedia broadcast-
ing (DMB) signal, and the like.
[0085] The processor 130 controls the overall opera-
tion of the electronic apparatus 100. Specifically, the
processor 130 may control the video signal generator
160 (e.g., an image generator) and the display 120 to

display an image according to the control command re-
ceived through the operator 180 in the first operation
mode, according to an exemplary embodiment.
[0086] The processor 130 may include a ROM 131, a
RAM 132, a graphic processor (GPU) 133, a CPU 134,
and a bus. The ROM 131, the RAM 132, the GPU 133,
the CPU 134, and the like may be connected to each
other via a bus.
[0087] The CPU 134 accesses the memory 165 and
performs booting using an operating system (O/S) stored
in the memory 165. The CPU 134 can perform various
operations using various programs, contents, data stored
in the memory 165, and the like. The operation of the
CPU 134 is the same as the operation of the processor
130 of FIG. 2, according to an exemplary embodiment,
and thus, redundant explanations are omitted.
[0088] The ROM 131 stores a command set for booting
the system and the like. When a turn-on command is
input and power is supplied, the CPU 134 copies the O/S
stored in the memory 165 to the RAM 132 in accordance
with the command stored in the ROM 131, executes O/S
to boot the system. When the booting is completed, the
CPU 134 copies various programs stored in the memory
165 to the RAM 132, executes the program copied to the
RAM 132, and performs various operations, according
to exemplary embodiments.
[0089] When the booting of the electronic apparatus
100 is completed, the GPU 133 can generate a screen
including various objects such as icons, images, text, and
the like. In particular, according to an exemplary embod-
iment, when the electronic apparatus 100 is operating in
the second operation mode, the GPU 133 may generate
a content screen including graphic objects and shadows
of graphic objects in the background image.
[0090] The configuration of GPU may be configured in
a separate configuration such as the video signal gener-
ator 160 or may be implemented in the same configura-
tion as the SoC combined with the CPU in the processor
130.
[0091] The signal separator 145, the A/V processor
150, the processor 130, and the video signal generator
160 may be implemented as a single chip. However, this
is merely provided by way of an example and not by way
of a limitation and the video signal generator may be em-
bodied as at least two chips.
[0092] Hereinbelow, according to an exemplary em-
bodiment, the operations of the processor 130 will further
be described with reference to drawings.
[0093] According to an exemplary embodiment, the
electronic apparatus 100 may receive, from an external
portable terminal, data on or about a background image
and store the same in the memory 165.
[0094] In particular, the electronic apparatus 100 can
receive data on or about the background image obtained
using the guide member from the portable terminal before
the electronic apparatus 100 is installed.
[0095] Specifically, a user can fix the guide member to
a place (for example, a wall) for installing the electronic
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apparatus 100.
[0096] When the guide member is fixed, the portable
terminal can acquire an image including a guide member
located in an area where the electronic apparatus 100 is
to be installed using a camera. Then, the portable termi-
nal can display the acquired image. At this time, the dis-
played image may include a plurality of indicators for
guiding the position of the mark of the guide member for
obtaining an optimal background image, according to an
exemplary embodiment.
[0097] The portable terminal may analyze the back-
ground of an area (for example, a wall area) where the
electronic apparatus 100 is located in the guide member
of the photographed image, and obtain data regarding
the background image of the position where the electron-
ic apparatus 100 is installed. In this case, according to
an exemplary embodiment, the background image is an
image of an area (for example, a wall) in which the elec-
tronic apparatus 100 is installed, and when the back-
ground image is displayed on the electronic apparatus
100, a user may receive a window effect through the elec-
tronic apparatus 100.
[0098] The portable terminal may transmit information
on or about a background image to the electronic appa-
ratus 100.
[0099] While operating in the first operation mode (i.e.,
the normal mode), according to an exemplary embodi-
ment, the processor 130 may display the image content
received from the outside or the previously stored image
content on the display 120. For example, the processor
130 may cause the display 120 to display the broadcast
content 410 received through the tuner, as shown in FIG.
4A, according to an exemplary embodiment.
[0100] While operating in the normal mode, a prede-
termined user command (for example, a command for
selecting a specific button on the remote controller) is
input or a preset event (for example, an event to detect
a user when the electronic apparatus 100 is in a standby
mode (the display 110 is off)), the processor 130 may
switch an operation mode of the electronic apparatus 100
from a first operation mode to a second operation mode
(that is, background mode).
[0101] While operating in the second operation mode,
according to an exemplary embodiment, the processor
130 displays a content screen including a background
image based on the data on or about the background
image pre-stored and the sensing data obtained through
the at least one sensor 110. At this time, the content
screen may include a clock object 430 on the background
image 420 and a shadow 440 corresponding to the clock
object 430, according to an example which is not an ex-
emplary embodiment, as shown in FIG. 4B.
[0102] According to an exemplary embodiment, a po-
sition and a shade of the shadow 440 may change in
response to the change in the detected data. To be spe-
cific, according to an exemplary embodiment, the posi-
tion and the shade of the shadow 440 may be adjusted
based on the direction and light intensity of an external

light.
[0103] More specifically, as shown in FIG. 5, according
to an illustrative example not forming part of the invention,
the processor 130 generates a background image layer
510 including a background image 420 (shown in FIG.
4B) based on information about a background image.
The processor 130 may generate an object layer 530
including a clock object 430 (shown in FIG. 4B) and a
shadow layer 520 including a shadow 440 of the clock
object 430. The processor 130, as shown in FIG. 5, may
arrange the layers in the order of a background image
layer 510, a shadow layer 520, and an object layer 530
and control the display 120 to display the layers arranged
in that order, according to an exemplary embodiment.
[0104] In FIG. 5, it is described that one object layer
530 and one shadow layer 520 are generated. However,
this is provided by way of an example and not by way of
a limitation, and a plurality of object layers and a plurality
of shadow layers may be generated. For example, the
processor 130 may generate an object layer including a
clock object and an object layer including a vine object,
and may generate shadow layers corresponding to each
object. When a plurality of object layers are generated,
the processor 130 may arrange an object layer including
an object to be displayed in front of the object to be dis-
played on the display 120. For example, when an object
layer including a clock object and an object layer including
a vine object are generated, the processor 130 may ar-
range an object layer including a clock object in front of
an object layer including a vine object.
[0105] In particular, as shown in FIG. 6A, according to
an illustrative example not forming part of the invention,
the electronic apparatus 100 may further include a bezel
disposed or positioned at an edge of the display 120 and
an outer frame 610 covering the bezel. According to an
example which is not an exemplary embodiment, the
processor 130 may further generate an outer frame shad-
ow layer for the shadow 620 with respect to the outer
frame 610, and as illustrated in FIG. 6A, may display a
content screen including the shadow 620 with respect to
the outer frame 610 on the display 120.
[0106] According to an example which is not an exem-
plary embodiment, the processor 130 may arrange the
background image layer 510, the shadow layer 520, the
object layer 530, and the outer frame shadow layer 630
in a respective order, i.e., the forward order as shown in
FIG. 6B, according to an exemplary embodiment. That
is, when the outer frame shadow layer 630 is disposed
or positioned in the foremost (front) position, if the shad-
ow 620 of the outer frame overlaps with the graphic ob-
ject, the shadow 620 of the outer frame appears to be
positioned ahead of the graphic object, and a more real-
istic window effect can be provided.
[0107] According to yet another example which is not
an exemplary embodiment, as illustrated in FIG. 6C, the
processor 130 may dispose or position the background
image layer 510, the shadow layer 520, the outer frame
shadow layer 630, and the object layer 530 in a respective
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order and display the same on the display 120.
[0108] Hereinbelow, with reference to FIGS. 7A to 10
and with reference to a flowchart in FIG. 11, an example
which is not an exemplary embodiment illustrating pro-
viding an image effect in response to a detected illumi-
nance value which is greater than or equal to preset value
will be described.
[0109] The illuminance sensor 115 senses external
light to acquire sensed data. According to an example
which is not an exemplary embodiment, the sensing data
may be data for determining the type and illuminance
intensity of the external light. Specifically, the processor
130 may determine the color temperature information
from the sensed data obtained by the illuminance sensor
115, and may determine the type of the external light
based on the color temperature information. In addition,
the processor 130 may determine the illuminance of the
external light from the sensed data obtained by the illu-
minance sensor 115.
[0110] In particular, as illustrated in FIG. 7A, according
to an exemplary embodiment, while operating in the sec-
ond operation mode (that is, displaying a content screen
including a background image), the illuminance sensor
115 obtains sensing data with respect to the external light
(especially, sunlight).
[0111] The processor 130 may determine the type and
illuminance intensity of the external light based on the
sensed data obtained from the illuminance sensor 115.
To be specific, as illustrated in FIG. 7B, according to an
exemplary embodiment, the processor 130 may deter-
mine that the type of external light is ultraviolet light and
the illuminance value is 962 lux through the sensing data
obtained from the first illuminance sensor 115-1, the type
of external light is ultraviolet ray and the illuminance value
is 360 lux through the sensing data obtained from the
second illuminance sensor 115-2, and the type of exter-
nal light is ultraviolet ray and the illuminance value is 12
Lux through the sensing data obtained from the third il-
luminance sensor 115-3.
[0112] The processor 130 may determine whether the
illuminance value, which is sensed from at least one il-
luminance sensor from among a plurality of illuminance
sensors 115-1 to 115-3, is greater than or equal to a
preset value (for example, 700 lux).
[0113] When the illuminance value of a predetermined
value or greater, is detected, the processor 130 may pro-
vide an image effect 710 corresponding to the illumi-
nance value detected on the content screen. According
to an example which is not an exemplary embodiment,
the image effect 710 may be a flare effect as shown in
FIG. 7A. The flare effect is caused when the sunlight
shines on the lens, causing the lens to diffuse light.
[0114] According to an example which is not an exem-
plary embodiment, the processor 130 may further gen-
erate an image effect layer including an image effect 710
and, as illustrated in FIG. 8A, according to an example
which is not an exemplary embodiment, may display a
content screen including a background image layer 810,

a shadow layer 820, a graphic object layer 830 and an
image effect layer 840, on the display 120 e.g., in a pre-
determined order such as the one shown in FIG. 8A.
[0115] In addition, according to an example which is
not an exemplary embodiment, the processor 130 may
generate the image effect 710 on the graphic object layer
830 so as to display the content screen on the display
120, which includes the background image layer 810,
shadow layer 820, and graphic object layer 830, as
shown in FIG. 8B.
[0116] According to an example which is not an exem-
plary embodiment, the processor 130 provides the image
effect 710 due to a strong light and thus, may not generate
the shadow layer 820 or generate a dim shadow included
in the shadow layer 820.
[0117] In addition, according to an example which is
not an exemplary embodiment, the processor 130 may
determine a direction of external light based on sensing
data obtained from a plurality of illuminance sensors
115-1 to 115-3, and determine a shape and a location of
the image effect 710 according to the determined direc-
tion of the external light.
[0118] Specifically, when the illuminance value sensed
by the first illuminance sensor 115-1 is greater than the
illuminance value sensed by the third illuminance sensor
115-3, the processor 130 may determine that, as illus-
trated in FIG. 9A, according to an example which is not
an exemplary embodiment, the sunlight is incident on the
window located on the left side of the electronic apparatus
100. According to an exemplary embodiment, the proc-
essor 130 may provide an image effect 710 to the lower
right area of the display 120, as shown in FIG. 9A, ac-
cording to the direction of incident sunlight. However, if
the illuminance value sensed by the third illuminance
sensor 115-3 is greater than the illuminance value
sensed by the first illuminance sensor 115-1, the proc-
essor 130 may determine that sunlight is incident on the
window located on the right side of the electronic appa-
ratus 100. Accordingly, the processor 130 may provide
an image effect 710 on the lower left area of the display
120, as shown in FIG. 9B, according to the direction of
the incident sunlight. According to an example which is
not an exemplary embodiment, the processor 130 may
determine the degree of an irregular reflection of the im-
age effect 710 according to the illuminance value sensed
through the plurality of illuminance sensors 115-1 to
115-3 to determine the shape of the image effect 710.
[0119] According to an example which is not an exem-
plary embodiment, the memory 165 may store shape and
position of the image effect 710 corresponding to the
sensing data obtained from a plurality of illuminance sen-
sors 115-1 to 115-3.
[0120] According to an example which is not an exem-
plary embodiment, a flare effect may be provided as an
image effect but this is merely an example and not by
way of a limitation. Other image effects may be provided.
For example, as illustrated in FIG. 10, the processor 130
may provide rainbow effect 1010 as the image effect.
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[0121] In particular, the processor 130 may provide the
rainbow effect 1010 as the image effect based on weather
information received from the outside. For example,
when weather information "clear up after rain" is received
from the outside, the processor 130 may determine and
provide the rainbow effect 1010 as the image effect.
[0122] Also, according to an example which is not an
exemplary embodiment, the processor 130 may provide
different image effects depending on predetermined val-
ues for providing image effects. For example, when an
illuminance value of a predetermined first value or more
(for example, 700 lux) is detected, the processor 130 may
provide a flare effect as an image effect, and if an illumi-
nance value above the second preset value (e.g., 500
lux) is sensed, the processor 130 may provide a rainbow
effect as an image effect.
[0123] FIG. 11 is a flowchart illustrating a method of
providing an image effect in response to sensing an illu-
minance value which is greater than or equal to a preset
value according to an exemplary embodiment.
[0124] The electronic apparatus 100 stores a back-
ground image (in operation S1110). According to an ex-
emplary embodiment, the background image can be re-
ceived from a portable terminal or captured by a camera
of the electronic apparatus 100.
[0125] The electronic apparatus 100 provides a con-
tent screen (in operation S1120). In particular, while the
electronic apparatus 100 is operating in the second op-
eration mode, the electronic apparatus 100 provides a
content screen including an object layer including at least
one graphic object and a background image layer includ-
ing a background image.
[0126] The electronic apparatus 100 senses or detects
the illuminance value through the illuminance sensor 115
(in operation S1130). In particular, the electronic appa-
ratus 100 can sense the intensity of the external light
around the electronic apparatus 100 through at least one
illuminance sensor 115 disposed in or provided in the
outer frame of the electronic apparatus 100.
[0127] The electronic apparatus 100 determines
whether an illuminance value (the detected illuminance
value) is greater than or equal to a preset value (in op-
eration S1140). According to an exemplary embodiment,
the predetermined value may be prestored at the time of
making a product, but this is merely an example and is
not provided by way of a limitation. For example, the pre-
determined value can be set by a user and/or updated
from an external apparatus.
[0128] If the illuminance value is greater than or equal
to a preset value (S1140-Y), the electronic apparatus 100
provides an image effect corresponding to the illumi-
nance value (in operation S1150). According to an ex-
ample which is not an exemplary embodiment, the image
effect may be a flare effect and/or a rainbow effect, but
is not limited thereto.
[0129] As described above, according to an exemplary
embodiment, when the illuminance value is greater than
or equal to the preset value, the electronic apparatus 100

provides an image effect and thus, a user may receive a
content screen which includes a background image that
is more realistic.
[0130] FIGS. 12A-B are views illustrating adjustment
of brightness of a content screen according to an exem-
plary embodiment. FIG. 13 is a flowchart illustrating a
method of adjusting the brightness of the content screen
according to an exemplary embodiment and FIGS. 14-15
are diagrams illustrating adjustment of brightness in a
content screen in response to a sensed change of illu-
minance according to another exemplary embodiment
and FIG. 16 is a flowchart illustrating a method of adjust-
ing brightness of a content screen in response to a
sensed change of illuminance according to another ex-
emplary embodiment.
[0131] According to an exemplary embodiment, the il-
luminance sensor 115 can sense external light and ac-
quire sensed data. The acquired sensing data may be
data for determining the illuminance of the external light.
Specifically, the processor 130 can determine the illumi-
nance value of the external light from the sensed data
acquired by the illuminance sensor 115.
[0132] In particular, as illustrated in FIG. 12A, accord-
ing to an exemplary embodiment, during the first opera-
tion mode (that is, displaying a content screen including
a background image), the illuminance sensor 115 may
acquire sensing data with respect to the external light.
[0133] The processor 130 may determine a change in
illuminance value of the external light based on the
sensed data obtained from the illuminance sensor 115.
As illustrated in FIG. 12B, when curtain is unfolded sud-
denly so that a large amount of light is incident on the
illuminance sensor 115 and the illuminance value ob-
tained from the illuminance sensor 115 is determined to
be equal to or greater than a preset value, the processor
130 may control the electronic apparatus 100 to increase
the brightness and then decrease it back again. In other
words, according to an exemplary embodiment, when
the electronic apparatus 100 is suddenly brightened, the
processor 130 may adjust the brightness of the content
screen to provide a light adaptation effect.
[0134] An exemplary embodiment will be further de-
scribed with reference to FIGS. 13-15B.
[0135] According to an exemplary embodiment, the
electronic apparatus 100 provides a content screen (in
operation S1310). In particular, while the electronic ap-
paratus 100 is operating in the second operation mode,
the electronic apparatus 100 provides a content screen
including an object layer including at least one graphic
object and a background image layer including a back-
ground image.
[0136] The electronic apparatus senses an illuminance
value through the illuminance sensor 115 (in operation
S1320). In particular, the electronic apparatus 100 may
detect an illuminance value of an external light through
a plurality of illuminance sensors 115 provided in the out-
er frame of the electronic apparatus 100.
[0137] The electronic apparatus 100 adjusts the bright-
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ness of the content screen according to the illuminance
value (in operation S1330). Specifically, the electronic
apparatus 100 can adaptively adjust the screen of con-
tent according to the sensed illuminance value. For ex-
ample, if the sensed illuminance value is a first value, the
electronic apparatus 100 may adjust the screen bright-
ness of the content to correspond to the first value, and
if the sensed illuminance value is a second value, the
electronic apparatus 100 may adjust the brightness of
the content screen so as to correspond to the second
value. At this time, when the second value is greater than
the first value, the brightness of the content screen cor-
responding to the second value may be higher than the
brightness of the content screen corresponding to the
first value.
[0138] The electronic apparatus 100 determines
whether a change in an illuminance value which is greater
than or equal to a preset value is sensed or detected (in
operation S1340). That is, in an exemplary embodiment,
the electronic apparatus 100 determines if a change in
an illuminance value is sensed and whether the sensed
change value is greater than or equal to a preset value.
For example, the electronic apparatus 100 may deter-
mine whether increase in an illuminance value which is
greater than or equal to 500 lux is sensed.
[0139] If a change in illuminance value exceeding a
preset value is sensed (in operation S1340-Y), the elec-
tronic apparatus 100 provides light adaptation effect (in
operation S1350). In this case, the light adaptation effect
is an effect to reproduce the phenomenon of sudden daz-
zling when a person enters a bright place from a dark
place. It is an effect of rapidly increasing the brightness
of the content screen to a preset value and then reducing
the brightness again.
[0140] To be specific, the electronic apparatus 100
may drastically increase the brightness of the content
screen and then decrease the brightness again, accord-
ing to an exemplary embodiment. For example, while dis-
playing a content screen with the brightness of B0, when
a change in an illuminance value which is greater than
or equal to the preset value is sensed, the electronic ap-
paratus 100, as illustrated in FIG. 14A, may drastically
increase the brightness of the content screen to B1 and
then reduce the brightness to B0 again. According to yet
another exemplary embodiment, if a change in illumi-
nance value over a preset value is detected while dis-
playing the content screen with the brightness of B0, the
electronic apparatus 100 rapidly increases the bright-
ness of the content screen to B1, as shown in FIG. 14B,
and then reduce the brightness to B2 which is higher than
B0 but less than B1. According to an exemplary embod-
iment, the value of B1 may be determined according to
the amount of change in illuminance value (or the final
illuminance value sensed). That is, the larger the change
in the illuminance value (or the final illuminance value
sensed), the larger the value B1, and the smaller the
change in the illuminance value (or the final illuminance
value sensed), the smaller the value B1.

[0141] According to an exemplary embodiment, when
a change in the illuminance value over a predetermined
value is sensed while an illuminance value (for example,
5 lux) which is less than or equal to a preset value for a
preset time (for example, 10 minutes) is maintained, the
electronic apparatus 100 may provide the light adaptation
effect. That is, the electronic apparatus 100 can provide
the light adaptation effect when a sudden bright light is
incident after a dark state is maintained for a predeter-
mined time, and a change in the illuminance value over
a preset value (for example a preset time value) is de-
tected.
[0142] However, if a change in illuminance value is less
than a preset value is sensed (in operation S1340-N),
the electronic apparatus 100 can adjust the brightness
of the content screen to correspond to the change in the
sensed illuminance value (in operation S1330).
[0143] In particular, when a change in illuminance val-
ue less than a predetermined value is detected, the elec-
tronic apparatus 100 can gradually adjust the brightness
of the content screen to correspond to the changed illu-
minance value. Specifically, when the illuminance value
detected by the illuminance sensor 115 is increased to
B1 while the content screen is displayed with the bright-
ness of B0 corresponding to the sensed illuminance val-
ue, the electronic apparatus 100 may adjust the bright-
ness of the content screen to B1 corresponding to the
illuminance value as illustrated in FIG. 15, according to
an exemplary embodiment. At this time, the value of B1
may be determined according to the sensed final illumi-
nance value. That is, the larger the sensed final illumi-
nance value, the greater the B1 value, and the smaller
the sensed final illuminance value, the smaller the B1
value.
[0144] According to an exemplary embodiment, in or-
der to adjust the brightness of the content screen, the
electronic apparatus 100 may increase the brightness of
the content screen by adjusting the pixel brightness val-
ues of the background image layer and the object layer
included in the content screen, and then decrease the
brightness. That is, the electronic apparatus 100 can ad-
just the brightness of the content screen through image
processing.
[0145] Alternatively, the electronic apparatus 100 may
increase the brightness of the content screen by adjust-
ing the dimming value of the backlight included in the
display, and then decrease the brightness of the content
screen. Specifically, the electronic apparatus 100 may
increase the brightness of the content screen by increas-
ing the dimming value of the backlight included in the
display, and then reduce the brightness of the content
screen by decreasing the dimming value of the backlight.
[0146] Also, the electronic apparatus 100 can deter-
mine the direction of the external light through the sensing
data obtained through the plurality of illuminance sensors
115-1 to 115-3, according to an exemplary embodiment.
For example, if it is determined that the illuminance value
detected by the first illuminance sensor 115-1 from
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among the plurality of illuminance sensors 115-1 through
115-3 is higher than the illuminance value sensed by the
third illuminance sensor 115-3, the electronic apparatus
100 may determine that the external light is illuminated
from the left side.
[0147] The electronic apparatus 100 can adjust the
brightness of each area differently based on the deter-
mined direction of the external light, according to an ex-
emplary embodiment. Specifically, the electronic appa-
ratus 100 may increase the brightness of the area cor-
responding to the direction of the external light deter-
mined in the content screen, and then decrease the
brightness. For example, if it is determined that the di-
rection of the external light is on the left side, the elec-
tronic apparatus 100 can increase the brightness of the
left area of the content screen and then decrease it again.
Alternatively, the electronic apparatus 100 can adjust the
brightness of the area corresponding to the direction of
the external light in the content screen and the brightness
of the remaining area, differently. For example, if it is
determined that the direction of the external light is on
the left side, the electronic apparatus 100 may increase
the brightness of the left area of the content screen to a
higher brightness value than the brightness of the right
area and then decrease to the same brightness value
again.
[0148] FIG. 16 is a flowchart illustrating a method of
adjusting the brightness of a content screen in response
to detected change in an illuminance value according to
an exemplary embodiment.
[0149] The electronic apparatus 100 stores a back-
ground image (in operation S1610). At this time, the back-
ground image may be received from a portable terminal,
as described above, and captured by a camera of the
electronic apparatus 100.
[0150] The electronic apparatus 100 provides a con-
tent screen (in operation S1620). In particular, while the
electronic apparatus 100 is operating in the second op-
eration mode, the electronic apparatus 100 provides a
content screen including an object layer including at least
one graphic object and a background image layer includ-
ing a background image.
[0151] The electronic apparatus 100 senses the illumi-
nance value through the illuminance sensor 115 (in op-
eration S1630). To be specific, the electronic apparatus
100 can sense the illuminance value of the external light
around the electronic apparatus 100 through at least one
illuminance sensor 115 disposed in or positioned in an
outer frame of the electronic apparatus 100.
[0152] The electronic apparatus 100 determines
whether a change in illuminance value from the sensed
illuminance value is equal to or greater than a predeter-
mined value (the set value), is detected (in operation
S1640). At this time, the illuminance value change over
a predetermined value may be 500 lux, but this is by way
of an example only and not by way of a limitation. The
predetermined value may be determined to be a different
value.

[0153] If a change in illuminance value is greater than
or equal to a predetermined value, is detected (in oper-
ation S1640-Y), the electronic apparatus 100 increases
the brightness of the content screen and then decreases
it again to provide a content screen (in operation S1650).
That is, the electronic apparatus 100 can provide the light
adaptation effect in response to a sudden increase in an
amount of the external light.
[0154] As described above, according to an exemplary
embodiment, since the electronic apparatus 100 pro-
vides the light adaptation effect in response to a change
in illuminance value above or equal to a predetermined
value, a user can further receive a content screen includ-
ing a realistic background image.
[0155] FIGS. 17 and 18 are views illustrating correcting
a content screen according to color temperature infor-
mation and illuminance information sensed through each
of a plurality of illuminance sensors according to yet an-
other exemplary embodiment and FIG. 19 is a flowchart
illustrating a method of correcting a content screen ac-
cording to color temperature information and illuminance
information sensed through each of a plurality of illumi-
nance sensors according to yet another exemplary em-
bodiment.
[0156] In order for the content screen including the
background image to provide an image effect like an ac-
tual window during operation in the background mode,
the electronic apparatus 100 must adaptively adjust the
content screen in accordance with the light incident from
the outside. That is, according to an exemplary embod-
iment, the electronic apparatus 100 needs to correct the
content according to the color temperature and bright-
ness of the external light, so that the content screen in-
cluding the background image can be felt as an actual
window.
[0157] In particular, a plurality of types of external light
may be incident on an area where the electronic appa-
ratus 100 is located, rather than one external light. For
example, as shown in FIG. 17, according to an exemplary
embodiment, a lamp 1710 is disposed on or is positioned
on the left side of the electronic apparatus 100, and an
external light generated by a lamp 1710 may be incident
on the left side of the electronic apparatus 100. A window
may exist or there may be a window to the the right side
of the electronic apparatus 100. As such, the external
light generated by the sunlight 1720 may be incident on
the right side of the electronic apparatus 100 through the
window existing in the room.
[0158] In this case, according to an exemplary embod-
iment, the electronic apparatus 100 can correct the color
temperature and brightness of the content screen based
on the color temperature and brightness of the external
light incident on the plurality of areas of the electronic
apparatus 100.
[0159] Specifically, while operating in the second op-
eration mode (that is, displaying a content screen includ-
ing a background image), the illuminance sensor 115
senses the external light and acquires sensed data. Ac-
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cording to an exemplary embodiment, the sensed data
may be data for determining the color temperature and
the illuminance of the external light.
[0160] Particularly, the processor 130 can obtain color
temperature and brightness information of the external
light incident on a plurality of areas through the illumi-
nance sensors 115-1 to 115-3 arranged in a plurality of
areas of the frame. For example, as shown in FIG. 17,
the plurality of illuminance sensors may include a first
illuminance sensor 115-1 disposed at or positioned at
the center of the left outer frame, a second illuminance
sensor 115-2 positioned at or disposed at the center of
the upper outer frame, and a third illuminance sensor
115-3 disposed at or positioned at the center of the right
outer frame.
[0161] The processor 130 may correct the color tem-
perature and the brightness of the content screen by var-
ious areas based on the sensed color temperature infor-
mation and the brightness information.
[0162] According to an exemplary embodiment, the
processor 130 can correct the color temperature of the
content screen on an area-by-area basis based on the
color temperature information detected through the illu-
minance sensors 115-1 to 115-3. Specifically, the proc-
essor 130 may obtain the color temperature information
of the XYZ domain from each of the plurality of illumi-
nance sensors 115-1 to 115-3. The processor 130 may
then convert the color temperature information of the XYZ
domain obtained from each of the illuminance sensors
115-1 to 115-3 into the RGB domain. According to an
exemplary embodiment, the processor 130 may perform
gamma correction according to the display characteris-
tics for each color temperature information converted into
the RGB domain to realize the actual color.
[0163] The processor 130 can obtain a gain value for
color temperature correction of the pixels constituting the
content screen based on the position of the plurality of
illuminance sensors and the color temperature informa-
tion converted into the RGB domain. For example, when
it is determined that the external light having a high R
component is incident from the first illuminance sensor
115-1 disposed on or positioned at the left side, the proc-
essor 130 may obtain a gain value having high R value.
Alternatively, the processor 130 may obtain a gain value
of pixels having a lower R value from the left area to the
right area. As another example, when it is determined
that the external light having a high G component is in-
cident from the third illuminance sensor 115-3 disposed
on or positioned at the right side, the processor 130 may
obtain a gain value having a high G value for the pixels
disposed in or positioned on the right side. Alternatively,
the processor 130 may obtain a gain value of pixels hav-
ing a lower G value from the right area to the left area.
[0164] In addition, the processor 130 may correct a
color temperature value on an area-by-area basis based
on the obtained gain value. That is, the processor 130
may correct the color temperature of a content screen
based on the differently obtained gain values by areas.

According to an exemplary embodiment, the processor
130 may divide a content screen into a plurality of areas
and correct color temperature of a screen by the divided
plurality of areas i.e., area by area, but this is provided
by way of an example only and not by way of a limitation
and the processor 130 can correct the color temperature
of a content screen by pixels. That is, the processor 130
may correct the color temperature of a content screen
based on a gain value obtained differently according to
a position of each pixel from among a plurality of pixels.
[0165] Also, the processor 130 can correct the bright-
ness of the content screen on an area-by-area basis
based on the brightness information detected by the
brightness sensors 115-1 to 115-3. In particular, the proc-
essor 130 may obtain brightness information from each
of the plurality of illuminance sensors 115-1 to 115-3.
The processor 130 may then obtain reflectance informa-
tion for an object located behind the electronic apparatus
100. In this case, the reflectance information of the object
is reflectance information according to the characteristic
of the object, for example, 24% for paper and 30% for
acrylic. Further, reflectance information of an object may
be pre-stored, but this is by way of an example only and
not by way of a limitation and the information can be
obtained from an external server.
[0166] The processor 130 may correct the brightness
of the content screen on an area-by-area basis based on
a plurality of illuminance sensor positions, brightness in-
formation, and reflectance information of the object. Ac-
cording to an exemplary embodiment, the processor 130
may adjust the brightness values of the pixels constituting
the content screen by area to adjust the brightness values
of the pixels constituting the content screen by area, and
correct the brightness of the content screen for each area
by adjusting the dimming value of the backlight included
in the display 120.
[0167] When the processor 130 corrects the bright-
ness and color temperature of the content screen in the
area as described above, according to an exemplary em-
bodiment, the display 120 may provide a background im-
age which is similar as much as possible with a back-
ground of which brightness and color temperature are
different by areas, as shown in FIG. 18. According to an
exemplary embodiment, the background image is adjust-
ed by various areas and/or pixels to match the outside
environment i.e., the brightness and color of the environ-
ment or the background behind the electronic apparatus
100, as shown in FIG. 18.
[0168] FIG. 19 is a flowchart illustrating a method of
correcting a content screen according to color tempera-
ture information and illuminance information sensed by
each of the plurality of illuminance sensors according to
an exemplary embodiment.
[0169] According to an exemplary embodiment, the
electronic apparatus 100 stores a background image (in
operation S1910). According to an exemplary embodi-
ment, the background image may be received from the
portable terminal, as described above, and may be pho-
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tographed from the camera of the electronic apparatus
100.
[0170] The electronic apparatus 100 generates a con-
tent screen (in operation S1920). In particular, while the
electronic apparatus 100 is operating in the second op-
eration mode, the electronic apparatus 100 may generate
a content screen including an object layer including at
least one graphic object and a background image layer
including a background image.
[0171] The electronic apparatus 100 obtains color tem-
perature information and brightness information of an ex-
ternal light through each of the plurality of illuminance
sensors 115-1 to 115-3 (in operation S1930). According
to an exemplary embodiment, the plurality of illuminance
sensors 115-1 to 115-3 may be disposed in or position
in a plurality of areas of the outer frame housing of the
display 120. For example, it may include a first illumi-
nance sensor disposed in or located in the left outer frame
of the outer frame, a second illuminance sensor disposed
in or located in the upper outer frame, and a third illumi-
nance sensor disposed in or located in the right outer
frame.
[0172] The electronic apparatus 100 corrects the color
temperature and brightness of the content screen for
each area based on the color temperature information
and the brightness information of the external light (in
operation S1940). Specifically, the electronic apparatus
100 may determine color temperature information and
brightness information sensed by areas of the display
120 based on the color temperature information and
brightness information of the external light sensed
through a plurality of illuminance sensors 115-1 to 115-3.
In addition, the electronic apparatus 100 may correct
color temperature and brightness of the content screen
by areas based on the color temperature information and
brightness information.
[0173] According to an exemplary embodiment de-
scribed above, a user can be provided with a content
screen including a background image similar to a real
window. According to an exemplary embodiment, the
content screen is displayed with the corrected color tem-
perature and brightness (in operation S1950).
[0174] Hereinafter, an exemplary embodiment of a
third operation mode for providing a content image and
a background image together will be described with ref-
erence to FIGS. 20A to 26.
[0175] FIGS. 20A to 20C are views illustrating a plu-
rality of operation modes of an electronic apparatus ac-
cording to an exemplary embodiment. The electronic ap-
paratus 100 according to an exemplary embodiment has
a plurality of operation modes.
[0176] Referring to FIG. 20A, according to an exem-
plary embodiment, a first mode (for example, a normal
mode) is a mode for displaying a general content image.
Specifically, the first mode is a mode in which a content
layer including an image (for example, a broadcast con-
tent image, etc.) received from an external source (e.g.,
a broadcast station or a satellite) is displayed using the

screen of the electronic apparatus 100. For example, the
electronic apparatus 100 may display broadcast content
images received via a tuner on a display. However, ex-
emplary embodiment is not limited thereto and is provid-
ed by way of an example only. The first mode may include
displaying by the electronic apparatus 100 the previously
stored content image (for example, a photo content im-
age).
[0177] Referring to FIG. 20B, according to an exem-
plary embodiment, a second mode (for example, a back-
ground mode) is a mode in which a background image
layer is displayed including a background image corre-
sponding to a background area behind the electronic ap-
paratus using a screen of the electronic apparatus. In
this case, the electronic apparatus may provide the user
with a visual effect as if the electronic apparatus is a glass
window and/or a transparent window.
[0178] According to an exemplary embodiment, the
background image may be implemented as a live view
obtained by a camera disposed behind the electronic ap-
paratus 100 or positioned or located on a rear side of the
electronic apparatus to obtain a live view of space behind
the rear side of the electronic apparatus, or may be im-
plemented as a still image or a moving image pre-stored
in the electronic apparatus 100. According to an exem-
plary embodiment, a live view of an actual space is ob-
tained or captured by a camera. According to an exem-
plary embodiment, the live view of a wall behind the elec-
tronic apparatus 100 is captured.
[0179] On the other hand, the screen in the second
mode (for example, the background mode) further in-
cludes at least one graphic object, as well as the back-
ground image, according to an exemplary embodiment.
The graphic object may be a clock object, but various
graphic objects (e.g., pictures, photographs, fish tanks,
memos, etc.) may be displayed if they can be attached
to a tangible wall within a room, for example, according
to an exemplary embodiment. The second mode de-
scribed with reference to FIG. 20B has been described
in detail above, according to various exemplary embod-
iments, and a detailed description thereof will be omitted.
[0180] Referring to FIG.20 C, according to an exem-
plary embodiment, a third mode (for example, a presen-
tation mode) is provided. A third mode is a mode in which
a content screen is displayed and includes an image re-
ceived from an external source and a background image.
Thus, when the electronic apparatus 100 is operating in
the third mode, an effect is as if an image received from
an external source is displayed on the wall behind the
electronic apparatus 100 can be provided. In other words,
a user may be deluded into thinking or observing that the
image is displayed through the projector beam as op-
posed on a display of the electronic apparatus 100.
[0181] On the other hand, according to an exemplary
embodiment, when the electronic apparatus 100 oper-
ates in the third mode, that is, when displaying a content
screen including an image received from an external
source and a background image, it is difficult for a user
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to perceive the heterogeneity between the electronic ap-
paratus 100 and the actual background area when the
difference of the brightness between the actual back-
ground area and the background image displayed on the
electronic apparatus 100 is varied by little or is not sig-
nificantly varied.
[0182] Accordingly, it is necessary to adaptively
change the content screen including the background im-
age displayed on the electronic apparatus 100 according
to the change of the surrounding environment of the elec-
tronic apparatus 100.
[0183] Accordingly, the electronic apparatus 100 ac-
cording to an exemplary embodiment senses a surround-
ing environment (for example, the external light), and
processes and displays a content screen displayed in
the electronic apparatus 100 according to the sensed
surrounding environment.
[0184] Hereinbelow, the aforementioned operations,
according to an exemplary embodiment, will be de-
scribed in further detail with reference to a configuration
of an electronic apparatus.
[0185] FIG. 21 is a block diagram illustrating a config-
uration of an electronic apparatus according to another
exemplary embodiment. Operations of an electronic ap-
paratus 2100, according to an exemplary embodiment,
will be described with reference to FIGS. 22 to 25B.
[0186] Referring to FIG. 21, the electronic apparatus
2100 includes an image receiver 2110, a memory 2120,
and a processor 2130, according to an exemplary em-
bodiment.
[0187] The image receiver 2110 can receive various
images from an external source in a wired or wireless
manner. Specifically, the image receiver 2110 can re-
ceive various images (for example, a broadcast content
image, a photo content image, and the like) through a
cable or an antenna from a broadcasting station or sat-
ellite.
[0188] The memory 2120 can store programs and data
for controlling the electronic apparatus 2100. In particu-
lar, the memory 2120 may store data for the background
image. According to an exemplary embodiment, data for
the background image may be obtained from an external
device (e.g., a smart phone, etc.), but this provided by
way of an example only and not by way of a limitation
and may be obtained from a camera connected to the
electronic apparatus 2100.
[0189] The processor 2130 controls the overall oper-
ation of the electronic apparatus 2100. In particular, the
processor 2130 may generate a content screen based
on data for or about or related to the background image
stored in the memory 2120 and data for or about or related
to an image received from an external source while the
electronic apparatus 2100 is operating in the third oper-
ation mode.
[0190] Specifically, according to an exemplary embod-
iment, the processor 2130 may generate a first layer (e.g.,
a content layer) that includes an image received from an
external source based on data for an image received

from an external source. The processor 2130 may then
generate a second layer (e.g., a background image layer)
containing the background image of the electronic appa-
ratus 2100, based on the data for or about the back-
ground image stored in the memory 2120.
[0191] The processor 2130 may process the transpar-
ency of the first layer including the image received from
the external source as the first transparency and the
transparency of the second layer including the back-
ground image as the second transparency which is dif-
ferent from the first transparency.
[0192] Specifically, the processor 2130 can adjust the
transparency of the first and second layers by adjusting
the alpha values of the first and second layers. According
to an exemplary embodiment, each alpha value can be
between 0 and 1, a value of 0 means that the pixel of
electronic apparatus 2100 has no coverage information
is transparent/see through, and a value of 1 means that
the pixel is opaque.
[0193] On the other hand, the transparency of the first
and second layers can be preset in the electronic appa-
ratus 2100. Specifically, according to an exemplary em-
bodiment, the transparency of the first layer is set to be
lower than the transparency of the second layer in order
to display an image received from an external source
relatively clearly. For example, the transparency of the
first layer may be set to 0.4, and the transparency of the
second layer may be set to 0.6. However, exemplary em-
bodiments are not limited thereto, and the transparency
of the first and second layers may be variously adjusted
according to a user command.
[0194] The processor 2130 can then generate a con-
tent screen in which the first layer including the image
received from the external source and the second layer
including the background image are superimposed.
[0195] Referring to FIG. 22, the processor 2130 may
generate a first layer 2210 including an image received
from an external source, and a second layer 2220 includ-
ing a background image. Then, the processor 2130 can
create a content screen by superimposing the first layer
2210 on the second layer 2220, according to an exem-
plary embodiment.
[0196] In particular, when the first layer 2210 is overlaid
on the second layer 2220, the processor 2130 processes
the transparency of the first layer 2210 higher than the
transparency of the second layer 2220. Thus, the proc-
essor 2130 processes the transparency of the first layer
2210 higher than the transparency of the second layer
2220, so that the user can be tricked into or can be de-
luded that the image received from the external source
is displayed in the actual background area behind the
electronic apparatus 2100. That is, there may be the ef-
fect as if an image received from an external source is
projected onto an actual background area on the back
side of the electronic apparatus 2100 i.e., on the actual
space behind the electronic apparatus 2100.
[0197] On the other hand, when the command for
switching to the third mode is received while the elec-
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tronic apparatus 2100 is operating in the first mode or
the second mode, the processor 2130 may generate a
content screen where the first layer including the image
received from an external source and the second layer
including a background image are overlaid.
[0198] Specifically, according to an exemplary embod-
iment, the processor 2130, while operating in one of the
first mode for providing a first content screen including
an image received from an external source and the sec-
ond mode for providing a second content screen includ-
ing a background image, when a mode switching com-
mand for operating the electronic apparatus 2100 in the
third mode is received, generates a content screen where
the transparency of the first layer is processed as the first
transparency, and the transparency of the second layer
is processed as the second transparency.
[0199] On the other hand, when the electronic appa-
ratus 2100 is operating in the second mode, when a back-
ground image and at least one graphic object are dis-
played together, when a command to switch to the third
mode is received, the processor 2130 may remove at
least one graphic object and display an image received
from an external source on the display.
[0200] Specifically, in a state where the electronic ap-
paratus 2100 displays a content screen including a first
layer (that is, a background image layer) including a back-
ground image and an object layer including a graphic
object on the display, when a command to switch to the
third mode is received, the processor 2130 may remove
the object layer, generate a second layer containing the
image received from the external source, then superim-
pose the first and second layers, and then display the
content screen including the first and second layers.
[0201] According to an exemplary embodiment, the
command for switching a mode may be received from an
external device (for example, a remote controller) and a
physical key of the electronic apparatus 2100.
[0202] In this manner, according to an exemplary em-
bodiment, the mode can be switched so that a user can
set the desired operation mode more easily when the
user wishes to view the general broadcast image using
the electronic apparatus 2100, have an effect that the
electronic apparatus 2100 looks like a glass window, or
to have an effect as if the electronic apparatus 2100 func-
tions as a presentation, a user is able to set the desired
operation mode more easily.
[0203] On the other hand, there may be cases where
the first layer including the image received from the ex-
ternal source is partially overlapped with the second layer
due to the inconsistency of the resolution of the image
received from the external source and the resolution of
the electronic apparatus 2100.
[0204] For example, with reference to FIG. 23, accord-
ing to an exemplary embodiment, if the resolution of the
image received from the external source is less than the
resolution of the electronic apparatus 2100, the image
received from the external source may partially overlap
the second layer.

[0205] According to an exemplary embodiment, when
the transparency of the non-overlapping area of the sec-
ond layer is processed to be higher than the transparency
of the partially overlapped area or processed in the same
manner, a user can feel a sense of heterogeneity be-
tween the electronic apparatus 2100 and the actual back-
ground area. Accordingly, it is necessary to process the
transparency of the partially overlapping area of the sec-
ond layer higher than the transparency of the non-over-
lapping area.
[0206] According to this necessity, the processor 2130
may adjust the transparency of the partially overlapping
area to be higher than the transparency of the non-over-
lapping area in adjusting the transparency of the second
layer.
[0207] Specifically, as shown in FIG. 23, according to
an exemplary embodiment, when the first layer 2310 in-
cluding the image received from the external source par-
tially overlaps the second layer 2320, the processor 130
may process the partially overlapping area by adjusting
the transparency of the first and second layers 2310 and
2320 in the same manner as described above and may
adjust transparency of the remaining non-overlapping ar-
eas of the second layer 2320 to be lower than the trans-
parency of the overlapped area. In this case, the proc-
essor 2130 may remove the heterogeneity between the
electronic apparatus 2100 and the actual background ar-
ea by adjusting the transparency of the non-overlapping
area of the second layer 2320 to zero.
[0208] Meanwhile, in order to remove the sense of het-
erogeneity between the electronic apparatus 2100 and
the actual background area, the color temperature or
brightness of the second layer including the background
image needs to be adjusted according to the external
light incident on the electronic apparatus 2100.
[0209] To this end, according to an exemplary embod-
iment, the electronic apparatus 2100 further includes an
illuminance sensor. According to an exemplary embod-
iment, the illuminance sensor senses various environ-
ments around the electronic apparatus 2100. In particu-
lar, the illuminance sensor senses at least one of the
color temperature and illuminance of the external light
source incident on the electronic apparatus 2100, and
generates sensed data including at least one of color
temperature and brightness information.
[0210] According to an exemplary embodiment, the il-
luminance sensor is implemented as a single sensor, so
that it can generate sensed data about or on the color
temperature and brightness information of the external
light, as well as a color sensor for sensing the ambient
color temperature and illuminance to generate the re-
spective sensing data.
[0211] For example, referring to FIG. 24A, according
to an exemplary embodiment, the illuminance sensor
2410 is disposed in or located in one of the outer frames
of the electronic apparatus 2100, and detects at least
one of the direction in which the external light is incident
on the electronic apparatus 2100, types of light, and illu-
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minance, and generates sensing data thereof.
[0212] Based on at least one of the color temperature
and the brightness information of the external light
sensed by the illuminance sensor 2410, the processor
2130 may adjust at least one of the color temperature
and brightness information of the second layer including
the background image.
[0213] To be specific, the processor 2130 may adjust
the color temperature value of the second layer by ob-
taining color temperature information of XYZ domain
from the illuminance sensor 2410, converting the ob-
tained color temperature information of the XYZ domain
to RGB domain, and obtaining a gain value for correcting
color temperature of pixels constituting the second layer
based on the color temperature information.
[0214] In the similar manner, according to an exem-
plary embodiment, the processor 2130 may obtain the
surrounding brightness information from the illuminance
sensor 2410 and adjust the brightness value of the pixels
constituting the second layer.
[0215] As described above, according to an exemplary
embodiment, the processor 2130 may adjust at least one
of the color temperature and brightness of the second
layer by adjusting at least one of the color temperature
value and the brightness value of the pixels constituting
the second layer.
[0216] For example, referring to FIG. 24B, according
to an exemplary embodiment, when it is determined that
the brightness of the external light is dark based on the
brightness information obtained from the illuminance
sensor 2410, the processor 2130 may darken the entire
brightness of the second layer. This has the effect of re-
ducing the sense of heterogeneity between the actual
background area behind the electronic apparatus 2100
and the background area of the screen displayed on the
electronic apparatus 2100.
[0217] According to an exemplary embodiment, the
electronic apparatus 2100 may further include a plurality
of illuminance sensors.
[0218] For example, referring to FIG. 25A, a plurality
of illuminance sensors may be respectively disposed in
or located in a plurality of areas of an outer frame of the
electronic apparatus 2100. Specifically, when three illu-
minance sensors are implemented, the first illuminance
sensor 2510 may be disposed on or positioned in the left
outer frame, the second illuminance sensor 2520 may
be disposed on or positioned in the upper outer frame,
and the third illuminance sensor 2530 may be disposed
on or positioned in the right outer frame.
[0219] In this case, the processor 2130 may adjust the
color temperature and brightness of the second layer by
areas.
[0220] Specifically, the processor 2130 may obtain the
color temperature information of the XYZ domain from
each of the plurality of illuminance sensors, convert the
color temperature information of the XYZ domain ob-
tained from each of the plurality of illuminance sensors
into the RGB domain, obtain gain values for correcting

color temperature of the pixels constituting the second
layer based on the position of a plurality of illuminance
sensors and the color temperature information converted
into RGB domain, to adjust the color temperature values
of the second layer based on the obtained gain values.
[0221] Similarly, the processor 2130 may obtain the
brightness information from each of the plurality of illu-
minance sensors, and adjust the brightness values of the
pixels constituting the second layer on the basis of the
plurality of illuminance sensor positions and brightness
information.
[0222] For example, referring to FIG. 25B, according
to an exemplary embodiment, the processor 2130 can
adjust the brightness of the content screen on an area-
by-area basis based on the brightness information ob-
tained from the plurality of illuminance sensors 2510,
2520, and 2530. Specifically, when the processor 2130
determines that the brightness sensed by the third illu-
minance sensor 2530 is higher than the brightness
sensed by the second illuminance sensor 2520, and the
brightness sensed by the second illuminance sensor
2520 is higher than the brightness of the first illuminance
sensor 2510, the processor 2130 may darken the bright-
ness of the second layer including the background image
from an area where the third illuminance sensor 630 is
located to an area where the first illuminance sensor 2510
is located.
[0223] According to an exemplary embodiment, in
FIGS. 25A and 25B, the illuminance sensor is implement-
ed by three illuminance sensors. However, the illumi-
nance sensor may be implemented by two or four or more
illuminance sensors. Although the case where the illumi-
nance sensor is disposed in or located on the left, upper
and right outer frames has been described, the illumi-
nance sensor may be located in another area (for exam-
ple, an edge area of the outer frame of the electronic
apparatus 2100). These are provided by way of an ex-
ample only and not by way of a limitation.
[0224] Meanwhile, the illuminance sensor described
above can be embedded in the outer frame of the elec-
tronic apparatus 2100. In this case, since the illuminance
sensor is not affected by the light emitted from the display
of the electronic apparatus 2100, the color temperature
and brightness of the external light can be more accu-
rately detected.
[0225] On the other hand, if the color temperature and
brightness of the second layer including the image re-
ceived from the external source are changed according
to the external light, the user may feel that the image has
been altered from the viewpoint of the user who views
the image. Accordingly, the color temperature and bright-
ness of the second layer need to be kept constant re-
gardless of the surrounding environment.
[0226] Accordingly, the processor 2130 can process
the color temperature and brightness of the first layer
including an image received from an external source to
the color temperature and brightness set by a user re-
gardless of the color temperature and brightness infor-
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mation of external light.
[0227] Specifically, the processor 2130 may adjust at
least one of the color temperature and the brightness of
the first layer based on the sensed data acquired from
the illuminance sensor, and the color temperature and
brightness of the second layer may be adjusted to the
temperature and brightness which are set by a user. In
addition, this is merely exemplary, and the processor 130
may maintain the color temperature and brightness of
the second layer as the color temperature and brightness
processed by the external source into the image.
[0228] FIG. 26 is a flowchart illustrating a method of
operating an electronic apparatus according an exem-
plary embodiment.
[0229] According to an exemplary embodiment, the
electronic apparatus 100 processes the transparency of
the first layer including an image received from an exter-
nal source to a first transparency, and processes the
transparency of the second layer including a background
image of the electronic apparatus to the second trans-
parency, which is different from the first transparency (in
operation S2610).
[0230] The electronic apparatus 100 generates a con-
tent screen including the first layer and the second layer
(in operation S2620).
[0231] As described above, the electronic apparatus
may sense at least one of color temperature and bright-
ness according to the external light around the electronic
apparatus and adjust at least one of the color temperature
and brightness of the second layer.
[0232] The above-described methods according to
various exemplary embodiments may be implemented
as a software or application which is installable on the
existing electronic apparatus.
[0233] The above-described methods according to
various exemplary embodiments can be implemented by
software upgrade of an existing electronic apparatus or
hardware upgrade.
[0234] Also, the above-described various exemplary
embodiments can be performed through an embedded
server provided in an electronic apparatus, or a server
outside of the electronic apparatus.
[0235] Meanwhile, the control method according to the
various exemplary embodiments described above can
be implemented by a program and provided to an elec-
tronic apparatus. In particular, a program containing a
control method may be stored and provided in a non-
transitory computer readable medium.
[0236] Non-transitory readable medium does not
mean a medium that stores data for a short period of time
such as a register, a cache, a memory, etc., but means
a medium which semi-permanently stores data and can
be read by a device. In particular, the various applications
or programs described above may be stored and provid-
ed on the non-transitory readable media such as CD,
DVD, hard disk, Blu-ray disk, USB, memory card, and
ROM.
[0237] Exemplary embodiments have been described

with reference to accompanying drawings. However, one
of ordinary skill in the art will easily achieve many mod-
ifications and changes without departing from the scope
of the present disclosure. Therefore, it is to be understood
that the foregoing are illustrative exemplary embodi-
ments and are not to be construed as limited to the spe-
cific exemplary embodiments. Modifications to exempla-
ry embodiments, as well as other exemplary embodi-
ments, are intended to be included within the scope of
the appended claims.
[0238] It should be understood that exemplary embod-
iments described herein should be considered in a de-
scriptive sense only and not for purposes of limitation.
Descriptions of features or aspects within each exempla-
ry embodiment should typically be considered as avail-
able for other similar features or aspects in other exem-
plary embodiments.
[0239] While one or more exemplary embodiments
have been described with reference to the figures, it will
be understood by those of ordinary skill in the art that
various changes in form and details may be made therein
without departing from the scope as defined by the fol-
lowing claims.

Claims

1. An electronic apparatus (100), comprising:

a display (120);
an outer frame (6io) which houses the display
(120);
an illuminance sensor (115) configured to obtain
a sensing value related to at least one of an il-
luminance and a color temperature of an exter-
nal light;
a memory (165) configured to store a back-
ground image (420) which is an image of an area
behind the electronic apparatus (100); and
a processor (130) configured to generate a con-
tent screen comprising an object layer (530)
comprising at least one graphic object (430) and
a background image layer comprising the back-
ground image and control the display (120) to
display the content screen,
wherein the processor (130) is further config-
ured to control the display (120) to perform at
least one of correct the background image
based on the obtained sensing value and pro-
vide an image effect based on the obtained
sensing value,
wherein the processor (130) is further config-
ured to set a transparency of the object layer
(530) to a first transparency, and set a transpar-
ency of the background image layer to a second
transparency, and
wherein the first transparency is lower than the
second transparency.
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2. The electronic apparatus as claimed in claim 1,
wherein the processor (130) determines an illumi-
nance value of the external light based on the sens-
ing value obtained by the illuminance sensor (115)
and adds the image effect corresponding to the illu-
minance value to the content screen.

3. The electronic apparatus as claimed in claim 1,
wherein, in response to the processor determining
that a change in an illuminance value, sensed by the
illuminance sensor, is greater than or equal to a first
value, the processor increases brightness of the con-
tent screen and reduces brightness thereafter.

4. The electronic apparatus as claimed in claim 3,
wherein, in response to the change in a illuminance
value being greater than or equal to the first value
while the content screen is displayed with a first
brightness, the processor increases brightness of
the content screen from a first brightness to a second
brightness and reduce from the second brightness
to the first brightness, within a predetermined time
period,
wherein the second brightness is proportional to the
change in the illuminance value.

5. The electronic apparatus as claimed in claim 4,
wherein the processor adjusts pixel brightness of the
background image layer and the object layer includ-
ed in the content screen, and wherein the processor
increases or decreases the brightness of the content
screen thereafter, or adjusts a dimming value of
backlight of the display and increases or decreases
brightness of the content screen thereafter.

6. The electronic apparatus as claimed in claim 3,
wherein, in response to the illuminance value of the
external light being less than or equal to a second
value, the processor adjusts the brightness of the
content screen to correspond to the illuminance val-
ue of the external light, and
wherein, in response to the illuminance value of the
external light being maintained for a preset time and
then a change in the illuminance value, being greater
than or equal to the first value, is sensed, the proc-
essor increases and then decreases the brightness
of the content screen.

7. The electronic apparatus as claimed in claim 3,
wherein the illuminance sensor comprises a plurality
of illuminance sensors (115-1, 115-2, 115-3),
wherein the processor determines a direction of the
external light based on data from the plurality of illu-
minance sensors, increases the brightness of an ar-
ea which corresponds to the determined direction of
the external light, from among a plurality of areas of
the content screen, and reduces brightness thereaf-
ter.

8. The electronic apparatus as claimed in claim 1,
wherein the illuminance sensor comprises a first il-
luminance sensor and a third illuminance sensor
which are symmetrically positioned on a left side and
a right side of the outer frame, respectively, and a
second illuminance sensor which is positioned on an
upper side of the outer frame between the first illu-
minance sensor and the third illuminance sensor,
wherein the processor determines color temperature
information and brightness information of each of the
external light which is incident on a plurality of areas
of the outer frame via each of the first to third illumi-
nance sensors, and corrects the color temperature
and brightness of the content screen by areas from
among the plurality of areas, based on the color tem-
perature information and the brightness information.

9. The electronic apparatus as claimed in claim 8,
wherein the first illuminance sensor is positioned at
a center of the left side of the outer frame from among
the outer frames, the second illuminance sensor is
positioned at a center of an upper outer frame from
among the outer frames, and the third illuminance
sensor is positioned at a center of the right outer
frame from among the outer frames.

10. The electronic apparatus as claimed in claim 8,
wherein the processor determines color temperature
information of XYZ domain from each of the first to
third illuminance sensors, converts the color temper-
ature information of the XYZ domain obtained from
each of the first to third illuminance sensors into an
RGB domain, obtains a gain value which relates to
a color temperature correction value of a pixel from
among a plurality of pixels of the content screen,
based on information about a position of the first to
third illuminance sensors and the color temperature
which is converted to the RGB domain, and corrects
the color temperature value of the content screen by
areas based on the obtained gain value.

Patentansprüche

1. Elektronische Vorrichtung (100), umfassend:

eine Anzeige (120);
einen äußeren Rahmen (610), der die Anzeige
(120) unterbringt;
einen Beleuchtungsstärkesensor (115), der
konfiguriert ist, um einen Sensorwert zu erlan-
gen, der sich auf mindestens eine von einet Be-
leuchtungsstärke und einer Farbtemperatur ei-
nes externen Lichts bezieht;
einen Speicher (165), der konfiguriert ist, um ein
Hintergrundbild (420) zu speichern, das ein Bild
eines Bereichs hinter der elektronischen Vor-
richtung (100) ist; und
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einen Prozessor (130), der konfiguriert ist, um
einen Inhaltsbildschirm zu erzeugen, umfas-
send eine Objektebene (530), die mindestens
ein grafisches Objekt (430) umfasst, und eine
Hintergrundbildebene, umfassend das Hinter-
grundbild und die Anzeige (120) zu steuern, um
den Inhaltsbildschirm anzuzeigen,
wobei der Prozessor (130) ferner konfiguriert ist,
um die Anzeige (120) zu steuern, um mindes-
tens eines von einem Korrigieren des Hinter-
grundbilds basierend auf dem erlangten Sen-
sorwerts korrigiert und Bereitstellen eines Bild-
effekts basierend auf dem erlangten Sensorwert
auszuführen,
wobei der Prozessor (130) ferner konfiguriert ist,
um eine Transparenz der Objektebene (530) auf
eine erste Transparenz zu setzen und eine
Transparenz der Hintergrundbildebene auf eine
zweite Transparenz zu setzen, und
wobei die erste Transparenz geringer ist als die
zweite Transparenz.

2. Elektronische Vorrichtung nach Anspruch 1, wobei
der Prozessor (130) einen Beleuchtungsstärkewert
des externen Lichts basierend auf dem Sensorwert,
der von dem Beleuchtungsstärkesensor (115) er-
langt wird, bestimmt und den Bildeffekt, der dem Be-
leuchtungsstärkewert entspricht, zu dem Inhaltsbild-
schirm hinzufügt.

3. Elektronische Vorrichtung nach Anspruch 1, wobei
der Prozessor als Reaktion auf ein Bestimmen, dass
eine Änderung eines Beleuchtungsstärkewerts, der
von dem Beleuchtungsstärkesensor erfasst wird,
größer als oder gleich wie ein erster Wert ist, der
Prozessor die Helligkeit des Inhaltsbildschirms er-
höht und danach die Helligkeit reduziert.

4. Elektronische Vorrichtung nach Anspruch 3, wobei
der Prozessor als Reaktion auf die Änderung eines
Beleuchtungsstärkewerts, der größer als oder gleich
wie der erste Wert ist, während der Inhaltsbildschirm
mit einer ersten Helligkeit angezeigt wird, die Hellig-
keit des Inhaltsbildschirms innerhalb einer vorbe-
stimmten Zeitspanne von einer ersten Helligkeit auf
eine zweite Helligkeit erhöht und von der zweiten
Helligkeit auf die erste Helligkeit reduziert,
wobei die zweite Helligkeit proportional zu der Än-
derung des Beleuchtungsstärkewerts ist.

5. Elektronische Vorrichtung nach Anspruch 4, wobei
dem der Prozessor die Pixelhelligkeit der Hinter-
grundbildebene und der Objektebene, die in dem In-
haltsbildschirm beinhaltet sind, einstellt, und wobei
der Prozessor danach die Helligkeit des Inhaltsbild-
schirms erhöht oder verringert, oder einen Dimm-
wert der Hintergrundbeleuchtung der Anzeige ein-
stellt und danach die Helligkeit des Inhaltsbild-

schirms erhöht oder verringert.

6. Elektronische Vorrichtung nach Anspruch 3, wobei
der Prozessor als Reaktion darauf, dass der Be-
leuchtungsstärkewert des externen Lichts kleiner als
oder gleich wie ein zweiter Wert ist, die Helligkeit
des Inhaltsbildschirms einstellt, sodass sie dem Be-
leuchtungsstärkewert des externen Lichts ent-
spricht, und
wobei der Prozessor als Reaktion darauf, dass der
Beleuchtungsstärkewert des externen Lichts über
eine voreingestellte Zeit beibehalten wird und dann
eine Änderung des Beleuchtungsstärkewertes, die
größer als oder gleich wie der erste Wert ist, erfasst
wird, die Helligkeit des Inhaltsbildschirms erhöht und
dann verringert.

7. Elektronische Vorrichtung nach Anspruch 3, wobei
der Beleuchtungsstärkesensor eine Vielzahl von Be-
leuchtungsstärkesensoren (115-1, 115-2, 115-3)
umfasst,
wobei der Prozessor eine Richtung des externen
Lichts basierend auf Daten von der Vielzahl von Be-
leuchtungsstärkesensoren bestimmt, die Helligkeit
eines Bereichs, der der bestimmten Richtung des
externen Lichts entspricht, aus einer Vielzahl von
Bereichen des Inhaltsbildschirms erhöht und danach
die Helligkeit reduziert.

8. Elektronische Vorrichtung nach Anspruch 1, der Be-
leuchtungsstärkesensor umfassend einen ersten
Beleuchtungsstärkesensor und einen dritten Be-
leuchtungsstärkesensor, die symmetrisch auf einer
linken Seite und einer rechten Seite des äußeren
Rahmens positioniert sind, und einen zweiten Be-
leuchtungsstärkesensor, der auf einer Oberseite des
äußeren Rahmens zwischen dem ersten Beleuch-
tungsstärkesensor und dem dritten Beleuchtungs-
stärkesensor positioniert ist, wobei der Prozessor
Farbtemperaturinformationen und Helligkeitsinfor-
mationen von jedem externen Licht bestimmt, das
über jeden der ersten bis dritten Beleuchtungsstär-
kesensoren auf eine Vielzahl von Bereichen des äu-
ßeren Rahmens einfällt, und die Farbtemperatur und
Helligkeit des Inhaltsbildschirms durch Bereiche aus
der Vielzahl von Bereichen basierend auf den Farb-
temperaturinformationen und den Helligkeitsinfor-
mationen korrigiert.

9. Elektronische Vorrichtung nach Anspruch 8, wobei
der erste Beleuchtungsstärkesensor in der Mitte der
linken Seite des äußeren Rahmens von den äußeren
Rahmen positioniert ist, der zweite Beleuchtungs-
stärkesensor in der Mitte eines oberen äußeren Rah-
mens von den äußeren Rahmen positioniert ist und
der dritte Beleuchtungsstärkesensor in der Mitte des
rechten äußeren Rahmens von den äußeren Rah-
men positioniert ist.
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10. Elektronische Vorrichtung nach Anspruch 8, wobei
der Prozessor Farbtemperaturinformationen der
XYZ-Domäne von jedem von dem ersten bis dritten
Beleuchtungsstärkesensor bestimmt, die von jedem
von dem ersten bis dritten Beleuchtungsstärkesen-
sor erlangte Farbtemperaturinformationen der XYZ-
Domäne in eine RGB-Domäne konvertiert, einen
Verstärkungswert erlangt, der sich auf einen Farb-
temperaturkorrekturwert eines Pixels aus einer Viel-
zahl von Pixeln des Inhaltsbildschirms bezieht, ba-
sierend auf Informationen über eine Position des ers-
ten bis dritten Beleuchtungsstärkesensors und die
Farbtemperatur, die in den RGB-Domäne konver-
tiert wird, und den Farbtemperaturwert des Inhalts-
bildschirms nach Bereichen basierend auf dem er-
langten Verstärkungswert korrigiert.

Revendications

1. Appareil électronique (100), comprenant :

un dispositif d’affichage (120) ;
un cadre externe (610) qui loge le dispositif d’af-
fichage (120) ;
un capteur d’éclairement (115) configuré pour
obtenir une valeur de détection relative à au
moins l’un d’un éclairement et d’une températu-
re de couleur d’une lumière externe ;
une mémoire (165) configurée pour stocker une
image d’arrière-plan (420) qui est une image
d’une zone derrière l’appareil électronique
(100) ; et
un processeur (130) configuré pour générer un
écran de contenu comprenant une couche d’ob-
jet (530) comprenant au moins un objet graphi-
que (430) et une couche d’image d’arrière-plan
comprenant l’image d’arrière-plan et comman-
der au dispositif d’affichage (120) d’afficher
l’écran de contenu,
ledit processeur (130) étant en outre configuré
pour commander au dispositif d’affichage (120)
de réaliser au moins l’une d’une correction de
l’image d’arrière-plan sur la base de la valeur de
détection obtenue et de la fourniture d’un effet
d’image sur la base de la valeur de détection
obtenue,
ledit processeur (130) étant en outre configuré
pour définir une transparence de la couche objet
(530) sur une première transparence, et définir
une transparence de la couche d’image d’arriè-
re-plan sur une seconde transparence, et
ladite première transparence étant inférieure à
la seconde transparence.

2. Appareil électronique selon la revendication 1, ledit
processeur (130) déterminant une valeur d’éclaire-
ment de la lumière externe sur la base de la valeur

de détection obtenue par le capteur d’éclairement
(115) et ajoutant l’effet d’image correspondant à la
valeur d’éclairement à l’écran de contenu.

3. Appareil électronique selon la revendication 1, en
réponse à la détermination par le processeur qu’un
changement d’une valeur d’éclairement, détecté par
le capteur d’éclairement, est supérieur ou égal à une
première valeur, ledit processeur augmentant la lu-
minosité de l’écran de contenu et réduisant ensuite
la luminosité.

4. Appareil électronique selon la revendication 3, en
réponse au changement d’une valeur d’éclairement
supérieur ou égal à la première valeur pendant que
l’écran de contenu est affiché avec une première lu-
minosité, ledit processeur augmentant la luminosité
de l’écran de contenu d’une première luminosité à
une seconde luminosité et réduisant de la seconde
luminosité à la première luminosité, dans une pério-
de de temps prédéfinie, ladite seconde luminosité
étant proportionnelle au changement de la valeur
d’éclairement.

5. Appareil électronique selon la revendication 4, ledit
processeur réglant la luminosité de pixels de la cou-
che d’image d’arrière-plan et de la couche d’objet
comprise dans l’écran de contenu, et ledit proces-
seur augmentant ou diminuant ensuite la luminosité
de l’écran de contenu, ou réglant une valeur de gra-
dation de rétroéclairage du dispositif d’affichage et
augmentant ou diminuant ensuite la luminosité de
l’écran de contenu.

6. Appareil électronique selon la revendication 3, en
réponse à la valeur d’éclairement de la lumière ex-
terne qui est inférieure ou égale à une seconde va-
leur, ledit processeur réglant la luminosité de l’écran
de contenu pour correspondre à la valeur d’éclaire-
ment de la lumière externe, et
en réponse au fait que la valeur d’éclairement de la
lumière externe est maintenue pendant un temps
prédéfini, et qu’ensuite un changement de la valeur
d’éclairement qui est supérieur ou égal à la première
valeur est détecté, ledit processeur augmentant et
ensuite diminuant la luminosité de l’écran de conte-
nu.

7. Appareil électronique selon la revendication 3, ledit
capteur d’éclairement comprenant une pluralité de
capteurs d’éclairement (115-1, 115-2, 115-3),
ledit processeur déterminant une direction de la lu-
mière externe sur la base des données en prove-
nance de la pluralité de capteurs d’éclairement, aug-
mentant la luminosité d’une zone qui correspond à
la direction déterminée de la lumière externe, parmi
une pluralité de zones de l’écran de contenu, et ré-
duisant ensuite la luminosité.
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8. Appareil électronique selon la revendication 1, ledit
capteur d’éclairement comprenant un premier cap-
teur d’éclairement et un troisième capteur d’éclaire-
ment qui sont positionnés symétriquement sur un
côté gauche et un côté droit du cadre externe, res-
pectivement, et un deuxième capteur d’éclairement
qui est positionné sur un côté supérieur du cadre
externe entre le premier capteur d’éclairement et le
troisième capteur d’éclairement, ledit processeur dé-
terminant des informations de température de cou-
leur et des informations de luminosité de chacune
de la lumière externe qui est incidente sur une plu-
ralité de zones du cadre externe par l’intermédiaire
de chacun des premier au troisième capteurs d’éclai-
rement, et corrigeant la température de couleur et la
luminosité de l’écran de contenu par zones parmi la
pluralité de zones, sur la base des informations de
température de couleur et des informations de lumi-
nosité.

9. Appareil électronique selon la revendication 8, ledit
premier capteur d’éclairement étant positionné au
centre du côté gauche du cadre externe parmi les
cadres externes, ledit second capteur d’éclairement
étant positionné au centre d’un cadre externe supé-
rieur parmi les cadres externes, et ledit troisième
capteur d’éclairement étant positionné au centre du
cadre externe droit parmi les cadres externes.

10. Appareil électronique selon la revendication 8, ledit
processeur déterminant les informations de tempé-
rature de couleur du domaine XYZ à partir de chacun
des premier au troisième capteurs d’éclairement,
convertissant les informations de température de
couleur du domaine XYZ obtenues à partir de cha-
cun des premier au troisième capteurs d’éclairement
en un domaine RVB, obtenant une valeur de gain
qui se rapporte à une valeur de correction de tem-
pérature de couleur d’un pixel parmi une pluralité de
pixels de l’écran de contenu, sur la base d’informa-
tions concernant une position des premier au troi-
sième capteurs d’éclairement et de la température
de couleur qui est convertie dans le domaine RVB,
et corrigeant la valeur de température de couleur de
l’écran de contenu par zones sur la base de la valeur
de gain obtenue.
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