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INTEGRATED MEMORY MANAGEMENT 
AND MEMORY MANAGEMENT METHOD 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This is a Continuation-in-Part application of U.S. patent 
application Ser. No. 12/056,501, filed Mar. 27, 2008, the 
entire contents of which are incorporated herein by reference. 

This application is based upon and claims the benefit of 
priority from prior Japanese Patent Application No. 2007 
084272, filed Mar. 28, 2007, the entire contents of which are 
incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a device and memory man 

agement method for managing writing or reading with 
respect to a cache memory and a main memory. 

2. Description of the Related Art 
Conventionally, a management function of a NAND type 

flash memory is built into a file system. 
A micro processing unit (MPU) is provided with a cache 

memory. A dynamic random access memory (DRAM) is used 
as a main memory. When the MPU accesses the NAND type 
flash memory, an operation is carried out according to the 
following memory hierarchy in the conventional case. 

First, the MPU converts a logical address to a physical 
address using a memory management unit (MMU) to make an 
access to a cache memory. 

In this case, the MPU accesses the main memory, that is, 
DRAM, with respect to partial data by virtual memory man 
agement of an operating system (OS). 

If the MPU further has a need to access the NAND type 
flash memory, the MPU makes the following controls to 
determine a physical location of the NAND type flash 
memory by a Flash File System. One is a control for avoiding 
a defective block in NAND type flash memory. Another is a 
control for making accesses to all blocks of the NAND type 
flash memory almost equally (without difference). 
The MPU accesses the NAND type flash memory based on 

the determined physical location. 
The conventional MPU must execute many operations 

included in different hierarchy when the number of memory 
hierarchy is much. For this reason, it is difficult to effect 
optimization between different hierarchy operations. For 
example, the MPU makes a changeover of data of the cache 
memory. In this case, it is difficult to realize control of man 
aging bad block peculiar to the NAND type flash memory 
because the control belongs to different operation memory 
hierarchy. 
A document 1 (Jpn. Pat. Applin. KOKAI Publication No. 

2001-266580) discloses an invention enable different kind of 
a semiconductor memory device to be connected to a com 
mon bus. 
The semiconductor memory device disclosed in the docu 

ment 1 includes a random access memory chip and a package 
having the random access memory chip. The package has a 
plurality of pins electrically connecting the random access 
memory chip to an external device. The pins provide a 
memory function in common to the random access memory 
chip and an electrically erasable and programmable non 
Volatile semiconductor memory. The pins are arrayed accord 
ing to the correspondingpin position of the non-volatile semi 
conductor memory. 
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2 
BRIEF SUMMARY OF THE INVENTION 

An integrated memory management device according to 
the first example of the invention comprises an acquiring unit 
acquiring a read destination logical address from a first pro 
cessor of one or more processors; an address conversion unit 
converting the read destination logical address acquired by 
the acquiring unit into a read destination physical address of 
a non-volatile main memory; an access unit reading, from the 
non-volatile main memory, data that corresponds to the read 
destination physical address and has a size that is equal to a 
block size of the non-volatile main memory or an integer 
multiple of the page size of the non-volatile main memory; 
and transmission unit transferring the read data to a cache 
memory of the first processor having a cache size that 
depends on the block size of the non-volatile main memory or 
the integer multiple of the page size of the non-volatile main 
memory. 
A memory management method according to the second 

example of the invention comprises acquiring a read destina 
tion logical address from a first processor of one or more 
processors by an integrated memory management device; 
converting the read destination logical address acquired into 
a read destination physical address of a non-volatile main 
memory by the integrated memory management device; read 
ing, from the non-volatile main memory, data that corre 
sponds to the read destination physical address and has a size 
that is equal to a block size of the non-volatile main memory 
oran integer multiple of the page size of the non-volatile main 
memory by the integrated memory management device; and 
transferring the read data to a cache memory of the first 
processor having a cache size that depends on the block size 
of the non-volatile main memory or the integer multiple of the 
page size of the non-volatile main memory by the integrated 
memory management device. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWING 

FIG. 1 is a block diagram showing an example of an inte 
grated memory management device in accordance with the 
first embodiment of the present invention; 

FIG. 2 is a view showing an example of a memory hierar 
chy of the integrated memory management device in accor 
dance with the first embodiment; 

FIG.3 is a flowchart to explain an example of an operation 
when a MPU including the integrated memory management 
device according to the first embodiment stores data of a 
NAND type flash memory, part of rewrite frequency data of 
the NAND type flash memory, and part of an address conver 
sion table of the NAND type flash memory in the MPU: 

FIG. 4 is a flowchart to explain an example of an operation 
of reading data from a primary cache memory or the NAND 
type flash main memory by the MPU including the integrated 
memory management device according to the first embodi 
ment; 

FIG. 5 is a flowchart to explain an example of an operation 
when overwrite to a cache line of the Primary cache memory 
occurs from the MPU including the integrated memory man 
agement device according to the first embodiment and data in 
the Primary cache memory is stored in the NAND type flash 
memory; 

FIG. 6 is a block diagram showing an example of an inte 
grated memory management device in accordance with the 
second embodiment of the present invention; 
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FIG. 7 is a view showing an example of a memory hierar 
chy of the integrated memory management device in accor 
dance with the second embodiment; 

FIG. 8 is a block diagram showing a first example of an 
integrated memory management device in accordance with 
the third embodiment of the present invention; 

FIG.9 is a block diagram showing a second example of the 
integrated memory management device in accordance with 
the third embodiment; 

FIG. 10 is a block diagram showing a example to which an 
integrated memory management device in accordance with a 
fourth embodiment of the present invention is applied; 

FIG. 11 is a block diagram showing the configuration of an 
integrated memory management device according to a fifth 
embodiment of the present invention; 

FIG. 12 is a block diagram showing the configuration of a 
system logical address according to the fifth embodiment; 

FIG. 13 is a block diagram showing the configuration of an 
integrated memory management device according to a sixth 
embodiment of the present invention; 

FIG. 14 is a block diagram showing the configuration of a 
system logical address according to the sixth embodiment; 

FIG. 15 is a block diagram showing the configuration of an 
integrated memory management device according to a sev 
enth embodiment of the present invention; 

FIG. 16 is a block diagram illustrating an example of the 
structure of an integrated memory management device 
according to an eighth embodiment of the present invention; 

FIG. 17 is a block diagram illustrating an example of the 
function of the microprocessor of the integrated memory 
management device according to the eighth embodiment; 

FIG. 18 is a diagram illustrating an example of the first 
operation of a transmission algorithm of the integrated 
memory management device according to the eighth embodi 
ment, 

FIG. 19 is a diagram illustrating an example of the second 
operation of the transmission algorithm of the integrated 
memory management device according to the eighth embodi 
ment, 

FIG. 20 is a diagram illustrating an example of the third 
operation of the transmission algorithm of the integrated 
memory management device according to the eighth embodi 
ment, 

FIG. 21 is a block diagram illustrating an example of a 
wear-leveling; 

FIG.22 is a perspective view illustrating an example of an 
integrated memory management device that manages a plu 
rality of NAND type flash main memories: 

FIG. 23 is a block diagram illustrating an example of a 
multi-processor System using the integrated memory man 
agement device according to the eighth embodiment for an 
existing processor including an MMU; 

FIG. 24 is a block diagram illustrating an example of a 
general multi-processor system according to the related art; 

FIG. 25 is a block diagram illustrating an example of a 
process of obtaining a pointer for a large address space; and 

FIG. 26 is a block diagram illustrating an example of a 
virtual memory space formed between a plurality of cache 
memories and a plurality of NAND type flash main memo 
1S. 

DETAILED DESCRIPTION OF THE INVENTION 

Various embodiments of the present invention will be here 
inafter described with reference to the accompanying draw 
ings. In the following description, the same reference numer 
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4 
als are used to designate the identical functions and 
components. The overlapping explanation will be made if 
necessary only. 

First Embodiment 

An integrated memory management device (flat memory 
management device) of this embodiment is included in a 
MPU. The integrated memory management device makes 
memory management with respect to a cache memory and a 
main memory. The integrated memory management device 
reduces the number of memory hierarchies related to memory 
access, and easily realizes optimization of memory access. 
The first embodiment relates to the integrated memory 

management device, which are integrated with a MMU of 
MPU, a cache controller of MPU and a main memory MMU. 

FIG. 1 is a block diagram showing an example of the 
integrated memory management device according to the first 
embodiment. This embodiment describes the case where a 
NAND type flash memory is used as the main memory. How 
ever, in this case, other memory may be used. According to 
this embodiment, the term, “access' includes at least one of 
read and write of data (or program). 
A MPU 1 includes an integrated memory management 

device 2, and accesses a NAND type flash main memory 4. 
The NAND type flash main memory 4 stores an address 

conversion table 5 and rewrite frequency data 6 inside. The 
rewrite frequency data 6 corresponds to main memory history 
data showing an accessed state of the main memory. 
The address conversion table 5 is data associating a logical 

address with a physical location (or physical address) in the 
NAND type flash main memory 4. 
The rewrite frequency data 6 shows the number of rewrite 

times of each page or block of the NAND type flash main 
memory 4. 
The integrated memory management device 2 includes 

MMU 7, cache controller 8, primary cache memory 3, sec 
ondary cache memory 22, main memory MMU 9. and access 
history storage (NAND information registers) 10. The cache 
controller 8 includes a first cache controller 8a used for the 
primary cache memory 3 and a second cache controller 8b 
used for the secondary cache memory 22. The main memory 
MMU 9 includes an address relation storage 23. The address 
relation storage 23 may be separated from the main memory 
MMU 9. 
The first embodiment relates to the case where the cache 

memory is two. However, in this case, the number of cache 
memories may be one or three or more. 
The MMU 7 converts a logical address of the cache 

memory 3 into a physical address. 
The primary cache memory 3 has a tag storage area3a and 

a line storage area 3b. 
The secondary cache memory 22 has a tag storage area 22a 

and a line storage area 22b. 
According to this embodiment, each line size of the pri 

mary and secondary cache memories 3 and 22 is set as fol 
lows. Specifically, the line size is set to the same size (e.g., 
256 kilobytes) as the block of the NAND type flash main 
memory 4 or to a multiple of the page thereof. In this way, the 
following operations are carried out at a unit of page, a mul 
tiple of the page, or block. One is an operation of moving data 
of the NAND type flash main memory 4 to the primary or 
secondary cache memory 3 or 22. Another is an operation of 
moving data of the primary or secondary cache memory 3 or 
22 to the NAND type flash main memory 4. Thus, data move 
can be simplified. 
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In this embodiment, the primary and secondary cache 
memories 3 and 22 area write back type. The secondary cache 
memory 22 has a storage capacity larger than the primary 
cache memory 3; however, the operation is low speed. 
The first cache controller 8a controls access to the primary 

cache memory 3. 
More specifically, when reading data from the primary 

cache memory 3, the first cache controller 8a reads data 
corresponding to a physical address of the primary cache 
memory 3 according to the physical address obtained from 
the MMU 7. When writing data to the primary cache memory 
3, the first cache controller writes write target data to a loca 
tion corresponding to the physical address of the primary 
cache memory 3 according to the physical address obtained 
from the MMU 7. 
The second cache controller 8b controls access to the sec 

ondary cache memory 22. 
More specifically, when reading data from the secondary 

cache memory 22, the second cache controller 8b reads data 
corresponding to a physical address of the secondary cache 
memory 22 according to the physical address obtained from 
the MMU 7. When writing data to the secondary cache 
memory 22, the second cache controller writes write target 
data to a location corresponding to the physical address of the 
secondary cache memory 22 according to the physical 
address obtained from the MMU 7. 
The main memory MMU 9 controls access to the NAND 

type flash main memory 4. 
The main memory MMU 9 stores part or all of the address 

conversion table 5 of the NAND type flash main memory 4 in 
the address relation storage 23 as address relation data if 
necessary. The main memory MMU 9 stores part or all of the 
rewrite frequency data 6 of the NAND type flash main 
memory 4 to the access history storage 10 as access history 
data if necessary. 
The main memory MMU 9 converts the logical address of 

the NAND type flash main memory 4 to a physical location. 
The main memory MMU9 reads data from the NAND type 

flash main memory 4 based on the physical location of the 
NAND type flash main memory 4. Thereafter, the main 
memory MMU 9 stores the read data in the primary or sec 
ondary cache memory 3 or 22 using the first or second cache 
controller 8a or 8b. 
When reading new data from the NAND type flash main 

memory 4, the main memory MMU 9 reads address conver 
sion table data and rewrite frequency data related to the new 
data. Thereafter, the main memory MMU 9 stores the fore 
going two data in the address relation storage 23 and the 
access history storage 10, respectively. 
When writing data to the NAND type flash main memory 4, 

the main memory MMU 9 executes the following controls 
based on the foregoing address relation data and access his 
tory data. One is a control of accessing all area or all blocks of 
the NAND type flash main memory 4 equally (regardless of 
the kind). Another is a control for equalizing the rewrite 
frequency of each area or block of the NAND type flash main 
memory 4. Another is a control of avoiding a defective area or 
defective block. The main memory MMU 9 acquires data 
stored in the primary or secondary cache memory 3 or 22 
using the first or second cache controller 8a or 8b. Then, the 
main memory MMU 9 stores the acquired data in the NAND 
type flash main memory 4 based on the physical location of 
the NAND type flash main memory 4. 
When data is written in the NAND type flash main memory 

4, the main memory MMU 9 updates the address relation data 
of the address relation storage 23 based on the relationship 
between a logical address and a physical location related to 
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6 
the written data. The main memory MMU 9 further updates 
the access history data of the access history storage 10. 
The main memory MMU 9 reflects the following data to 

the address conversion table 5 and the rewrite frequency data 
6 of the NAND type flash main memory 4. One is the address 
relation data stored in the main memory MMU 9 and another 
is the access history data stored in the access history storage 
10. In other words, the main memory MMU 9 matches the 
address relation data stored in the MPU 1 with the address 
conversion table 5 stored in the NAND type flash main 
memory 4. The MMU 9 further matches the access history 
data of the access history storage 10 with the rewrite fre 
quency data of the NAND type flash main memory 4. 
The access history storage 10 stores an access state history 

of the page or block (physical location) of the NAND type 
flash main memory 4. According to this embodiment, the 
access history storage 10 stores rewrite frequency data of part 
or all pages or blocks in the rewrite frequency data 6 of each 
block of the NAND type flash main memory 4. 

For example, the rewrite frequency of each block is 
recorded using four bytes. Each block size is set to 256 
kilobytes. In this case, if the storage capacity of the NAND 
type flash main memory 4 is 1 megabyte, the number of 
blocks stored in the NAND type flash main memory 4 is four. 
Thus, the storage capacity required for storing the rewrite 
frequency of each block is 16 bytes. In the same case as above, 
if the storage capacity of the NAND type flash main memory 
4 is 1 gigabyte, the number of blocks stored in the NAND type 
flash main memory 4 is 4096. Thus, the storage capacity 
required for storing the rewrite frequency of each block is 16 
kilobytes. Likewise, if the storage capacity of the NAND type 
flash main memory 4 is 16 gigabytes, the storage capacity 
required for storing the rewrite frequency of each block is 64 
kilobytes. 

For example, if the NAND type flash main memory 4 has a 
large capacity Such as 128 gigabytes, the access history Stor 
age 10 stores part of the rewrite frequency data 6 in the NAND 
type flash main memory 4. As described above, a symbol 
"pos' is marked on the rewrite frequency because the access 
history storage 10 stores part of the rewrite frequency data 6. 
The “pos' is used the same manner as a cache tag. 

Hereinafter, an operation of the main memory MMU 9 will 
be schematically described. 
The main memory MMU 9 stores part of the address con 

version table 5 of the NAND type flash main memory 4 in the 
address relation storage 23. The main memory MMU 9 fur 
ther stores part of the rewrite frequency data 6 in the access 
history storage 10. 
When the cache memories 3 and 22 does not store read 

target data, the main memory MMU 9 reads the data from 
there. Thereafter, the main memory MMU 9 stores data which 
corresponds to the read data and is included in the address 
conversion table 5 in the address relation storage 23. In addi 
tion, the main memory MMU 9 stores data which corresponds 
to the read data and is included in the rewrite frequency data 
6 in the access history storage 10. 
When writing data from the MPU1 to the NAND type flash 

main memory 4, the main memory MMU 9 converts a logical 
address of the NAND type flash main memory 4 into a physi 
cal location. Then, the main memory MMU 9 writes write 
target data in cache lines 3b and 22b to the NAND type flash 
main memory 4. In addition, the main memory MMU 9 
updates address relation data stored in the address relation 
storage 23 and access history data stored in the access history 
storage 10. 
The main memory MMU 9 updates the address conversion 

table 5 and the rewrite frequency data 6 based on the address 
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relation data of the address relation storage 23 and the access 
history data of the access history storage 10. 

For example, if the primary cache memory 3 is read only, 
there is no write to the cache line 3b from the MPU 1. In this 
case, the main memory MMU9 overwrites data read from the 
NAND type flash main memory 4 on the primary cache 
memory3 using the first cache controller 8a. When read of the 
data stored in the primary cache memory 3 is generated, the 
first cache controller 8a reads data from the first cache 
memory 3. 

Conversely, if the primary cache memory 3 is not read only, 
the MPU 1 executes a program to write the obtained data to 
the cache memory 3. When data is written from the MPU 1 to 
the cache line 3b, the data of the cache line 3b is written back 
to the NAND type flash main memory 4. In this case, the main 
memory MMU 9 reads the written-back data from the cache 
memory 3 via the first cache controller 8a. The main memory 
MMU9 selects a page or block having rewrite frequency less 
than a predetermined number as a write back location of the 
NAND type flash main memory 4 based on the access history 
data of the access history storage 10. Thereafter, the main 
memory MMU 9 stores the written-back data in the selected 
page or block. Then, the main memory MMU 9 updates 
address relation data showing a conversion relationship 
between a logical address and a physical location in the 
NAND type flash main memory 4 with respect to the selected 
page or block. The main memory MMU 9 further updates the 
rewrite frequency of the access history storage 10 with 
respect to the selected page or block. 

Thereafter, the main memory MMU 9 updates the address 
conversion table 5 and the rewrite frequency data 6 according 
to the contents of the address relation storage 23 and the 
access history storage 10. 

FIG. 2 is a view showing one example of a memory hier 
archy of the integrated memory management device 2 of this 
embodiment. 
The memory hierarchy has a hierarchy belonging to the 

MMU 7, and a hierarchy belonging to the main memory 
MMU 9 and the cache controller 8. 

In the hierarchy of the MMU 7, a logical address is con 
Verted into a physical address. 

In the hierarchy belonging to the main memory MMU 9. 
for example, access destination, that is, the physical location 
of the NAND type flash main memory 4 is determined. In the 
hierarchy belonging to the main memory MMU 9, access 
control for a page or block having rewrite frequency less than 
a predetermined number (e.g., minimum) is carried out. 

Then, the integrated memory management device 2 
accesses the NAND type flash main memory 4 based on the 
determined physical location. 

FIG. 3 is a flowchart to explain an example of an operation 
when the MPU 1 including the integrated memory manage 
ment device 2 stores data of the NAND type flash main 
memory 4, part of the rewrite frequency data 6 of the NAND 
type flash main memory 4, and part of the address conversion 
table 5 of the NAND type flash main memory 4 in the MPU 1. 

In step S1, the main memory MMU 9 reads partial data 
(first, 1 gigabyte from the header) of the NAND type flash 
main memory 4 used by the MPU 1. The cache controller B 
writes the read data to cache lines 3b and 22b of the cache 
memories 3 and 22. 

In step S2, the main memory MMU 9 copies part of the 
rewrite frequency data 6 stored in the NAND type flash main 
memory 4 into the access history storage 10 included in the 
MPU 1. (i.e., the part is rewrite frequency of the block with 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

8 
respect to data stored in cache memories 3 and 22. Inciden 
tally, data equivalent to 1 gigabyte from the header may be 
first copied.) 

In step S3, the main memory MMU 9 copies part of the 
address conversion table 5 stored in the NAND type flash 
main memory 4 into the address relation storage 23 of the 
main memory MMU 9 of the MPU 1. (i.e., the part is data 
showing the relationship between logical address and physi 
cal location of the block corresponding to data stored in cache 
memories 3 and 22. Incidentally, data equivalent to 1 gigabyte 
from the header may be first copied.) 
The procedures of the foregoing steps S1 to S3 are taken in 

the free sequence, and may be executed in parallel. 
FIG. 4 is a flowchart to explain an example of an operation 

of reading data from the primary cache memory 3 or NAND 
type flash main memory 4 by the MPU 1 including the inte 
grated memory management device 2. In this case, the case of 
reading data from the secondary cache memory 22 is the same 
as the case of the primary cache memory 3. 

In step T1, the MMU 7 and the main memory MMU 9 
converts a read target logical address to a physical address. 

If the read target physical address indicates the primary 
cache memory 3, in step T2a, the first cache controller 8a 
reads the read target data from the primary cache memory 3 
based on the physical address. 

If the read target physical address (physical location) indi 
cates the NAND type flash main memory 4, in step T2b, the 
main memory MMU 9 reads data corresponding to the physi 
cal address from the NAND type flash main memory 4. 

In step T3b, the main memory MMU 9 overwrites the data 
read from the NAND type flash main memory 4 onto the 
primary cache memory 3 via the first cache controller 8a. 

If Address relation data and access history data corre 
sponding to data newly read from the NAND type flash main 
memory 4 are not stored in the address relation storage and 
the access history storages the main memory MMU 9 stores 
data corresponding to the newly read data in the address 
relation storage and the access history storage based on the 
address conversion table 5 and the rewrite frequency data 6 of 
the NAND type flash main memory 4. 

FIG. 5 is a flowchart to explain an example of an operation 
when overwrite to the cache line 3b of the primary cache 
memory 3 is generated from the MPU 1 including the inte 
grated memory management device 2 of this embodiment and 
data in the Primary cache memory 3 is stored in the NAND 
type flash memory 4. In this case, the case where overwrite to 
the secondary cache memory 22 is generated is the same as 
the case of the primary cache memory 3. 

In step U1, the MMU 7 makes conversion from logical 
address to physical address. 

In step U2, the first cache controller 8a stores write target 
data in the primary cache memory 3 in accordance with the 
physical address. 

In step U3, the main memory MMU 9 selects a location of 
a block having rewrite frequency less than a predetermined 
value or a location of a block having the least rewrite fre 
quency as a rewrite location of the NAND type flash main 
memory 4 based on the following data. One is address relation 
data of the address relation storage 23, and another is access 
history data of the access history storage 10. 

In step U4, the main memory MMU9 stores the write target 
data in the selected location of the NAND type flash main 
memory 4. 

In step U5, the main memory MMU 9 updates the address 
relation data of the address relation storage 23 so that the data 
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corresponds to the cache line 3b after overwritten. The main 
memory MMU 9 further updates the access history data of the 
access history storage 10. 

In step U6, the main memory MMU 9 updates the address 
conversion table 5 of the NAND type flash main memory 4 to 
match with the address relation data stored in the main 
memory MMU 9. In addition, the main memory MMU 9 
updates the rewrite frequency data 6 of the NAND type flash 
main memory 4 to match with the address history data stored 
in the access history storage 10. For example, update of 
rewrite frequency data 6 of the NAND type flash main 
memory 4 is executed when the power of the MPU 1 is turned 
off or when the access history storage 10 of the MPU 1 is 
rewritten. 

According to this embodiment, the integrated memory 
management device 2 selects a physical location of the rewrit 
ten block based on rewrite frequency. Moreover, the inte 
grated memory management device 2 executes the following 
controls in place of the foregoing control (operation). One is 
control of avoiding a defective area or block, and another is 
control of accessing all areas or blocks of the NAND type 
flash main memory 4 equally. Another is control of dispersing 
a location of the access destination area or block. In this case, 
the access history storage 10 is stored with data such as a 
generating location of a defective area or block stored in the 
NAND type flash main memory 4 or rewrite location distri 
bution thereof. The integrated memory management device 2 
may freely combine various controls to select a location of the 
rewritten area or block. 

According to this embodiment, the integrated memory 
management device 2 may execute garbage collection or 
erase control in the NAND type flash main memory 4 when 
interchanging data of cache memory 3. 

According to this embodiment, data of at least one of the 
address relation storage 23 and the access history storage 10 
of the main memory MMU 9 may be stored in the secondary 
cache memory 22. In other words, the address relation data 
stored in the address relation storage 23 may be stored in the 
secondary cache memory 22. In addition, access history data 
including rewrite frequency stored in the access history Stor 
age 10 may be stored in the secondary cache memory 22. 
The integrated memory management device 2 of the MPU 

1 according to this embodiment employs the following algo 
rithm. According to the algorithm, the write target, that is, a 
physical location of the NAND type flash main memory 4 is 
selected using data stored in the access history storage 10, and 
then, written back. The integrated memory management 
device 2 can utilize a program for executing the foregoing 
algorithm. For example, it is possible to employ excellent 
algorithm of avoiding rewriting a block having many rewrite 
frequencies. 
The foregoing integrated memory management device 2 

according this embodiment employs the following configu 
ration in the MPU 1. Specifically, the foregoing MMU 7, first 
and second cache controllers 8a, 8b, cache memories 3, 22, 
main memory MMU 9 and access history storage 10 are 
integrated. In other words, according to this embodiment, the 
following architecture is realized. Namely, memory mapping 
management of the NAND type flash main memory 4 is 
executed by the integrated memory management device 2 of 
the MPU 1. 

In this way, a hierarchy having large overhead is deleted in 
the memory hierarchy. 

In this embodiment, the MPU 1 executes an operation of a 
memory controller included in a general NAND type flash 
memory. As described above, the operation of the MPU and 
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10 
the operation of the memory controller are combined, and 
then, executed by the MPU 1, and thereby, memory control 
are cooperated. 

According to this embodiment, it is possible to simplify 
multi-layer memory hierarchy, and to reduce various costs 
Such as time required for access, time required for manufac 
ture, and cost required for manufacture. 

According to this embodiment, the memory hierarchy is 
simple; therefore, a programmer easily grasps a hierarchy 
where MMU conversion and a generation of replacement of 
the cache memory are made. Thus, this serves to easily carry 
out program optimization. 

According to this embodiment, it is possible to easily real 
ize optimization between a cache operation of the MPU1 and 
an access operation of the main memory. 

Second Embodiment 

The second embodiment relates to a modification example 
of the foregoing first embodiment. 

FIG. 6 is a bloc diagram showing an example of an inte 
grated memory management device according to the second 
embodiment. 
A MPU 11 includes an integrated memory management 

device 12 according to the second embodiment. An integrated 
MMU 13 realizes a function of integrating the MMU7 and the 
main memory MMU 9 of the first embodiment. 

According to the second embodiment, each tag of the pri 
mary and secondary cache memories 3 and 22 is used for 
managing these cache memories 3 and 22 using a process ID 
and a logical address. 

According to this embodiment, the integrated MMU 13 of 
a processor, that is, MPU 11 executes a memory mapping 
management of primary and secondary cache memories 3, 22 
and the NAND type flash main memory 4. In this way, various 
memories are integrally managed. 

FIG. 7 is a view showing an example of a memory hierar 
chy of the integrated memory management device 12 accord 
ing to the second embodiment. The integrated memory man 
agement device 12 integrates address conversions for the 
primary and secondary cache memories 3, 22, and an address 
conversion for the NAND type flash main memory 4. The 
address conversions belong to the same memory layer. The 
integrated memory management device 12 decides an access 
target area of the primary and secondary cache memories 3. 
22 and the NAND type flash main memory 4. 
The memory hierarchy belongs to the same hierarchy as the 

integrated MMU 13 and the cache controller 8. 
In the memory hierarchy, when a logical address is con 

verted into a physical location of the NAND type flash main 
memory 4, control of accessing an area or block having write 
frequency less than a predetermined number is carried out. 
The integrated memory management device 12 accesses 

the NAND type flash main memory 4 based on the deter 
mined physical location. 

According to the foregoing embodiment, the MMU 7 and 
the main memory MMU 9 of the first embodiment are inte 
grated. By doing so, the configuration is simplified, and it is 
possible to reduce various costs such as time cost required for 
access and economic cost required for manufacture. 
The integrated MMU 13 is used, and thereby, the following 

address conversions are integrated. One is an address conver 
sion with respect to the primary and secondary cache memo 
ries 3 and 22. Another is an address conversion with respect to 
the NAND type flash main memory 4. For example, storage 
contents related to a certain process is stored in a near location 
in the NAND type flash main memory 4 as much as possible. 



US 8,135,900 B2 
11 

This serves to enable high-speed access. For example, only 
block having few rewrite frequency is selected, and then, 
assigned to one process. 

Third Embodiment 

The third embodiment relates to modification examples of 
the integrated memory management devices 2 and 12 accord 
ing to the foregoing first and second embodiments. 

FIG. 8 is a block diagram showing an example of an inte 
grated memory management device 2 according to a modifi 
cation example of the first embodiment. 

In the foregoing first embodiment, the main memory MMU 
9 accesses the NAND type flash main memory 4 based on the 
physical address. However, the cache controller 8 may 
execute access to the NAND type flash main memory 4 based 
on the physical address. 

In this case, the main memory MMU 9 executes control of 
converting a logical address to a physical location. Then, the 
cache controller 8 accesses the NAND type flash main 
memory 4 based on the physical location selected by the main 
memory MMU 9. According to this embodiment, the cache 
controller 8 reads and updates the address conversion table 5 
and the rewrite frequency data 6 of the NAND type flash main 
memory 4 in place of the main memory MMU 9. 

FIG. 9 is a block diagram showing an example of an inte 
grated memory management device 12 according to a modi 
fication example of the first embodiment. 

In the foregoing second embodiment, the integrated MMU 
13 executes access to the NAND type flash main memory 4 
based on the physical location. However, the cache controller 
8 may execute access to the NAND type flash main memory 
4 based on the physical address. 

In this case, the integrated MMU 13 executes control of 
converting a logical address to a physical location. Then, the 
cache controller 8 accesses the NAND type flash main 
memory 4 based on the physical location selected by the 
integrated MMU 13. According to this embodiment, the 
cache controller 8 reads and updates the address conversion 
table 5 and the rewrite frequency data 6 of the NAND type 
flash main memory 4. 

Fourth Embodiment 

The fourth embodiment relates to an example to which the 
integrated memory management devices 2 and 12 according 
to the foregoing first to third embodiments are applied. 

FIG. 10 is a block diagram showing an applied example of 
an integrated memory management device according to the 
fourth embodiment. 

For example, in a game machine or car navigation system, 
data or program read from a disk drive is once written to a 
main memory. Thereafter, the data or program written to the 
main memory is read many times. The fourth embodiment 
makes an explanation about the case where an integrated 
memory management device 20 is applied to a game 
machine. In this case, the integrated memory management 
device 20 is applied to other devices such as car navigation 
system in the same manner. In addition, the integrated 
memory management devices 2, 12 of the foregoing first 
embodiment may be used in place of the integrated memory 
management device 20. 
A portable game console processor 14 includes a graphics 

processor 15 and a processor 16. 
The graphics processor 15, the processor 16, a secondary 

cache memory 17, a NAND type flash main memory 4 and a 
disk drive 18 are connected to a bus 19. 
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The processor 16 includes a primary cache memory 3, a 

secondary cache tag 21 for accessing the secondary cache 
memory 17, a cache controller 8 and an integrated MMU 13. 
The processor 16 further includes a rewrite frequency stor 

age 10; however, the rewrite frequency storage 10 is not 
illustrated in FIG. 10. Incidentally, the processor 16 may use 
the primary or secondary cache memory 3 or 17 as the rewrite 
frequency storage 10. 
The cache controller 8 controls access to the primary and 

secondary cache memories 3 and 17. For example, a DRAM 
is usable as the secondary cache memory 17. According to 
this embodiment, the secondary cache memory 17 is sepa 
rated from the portable game console processor 14. 
A band width to the secondary cache memory 17 is set to 

about ten times as much as the NAND type flash main 
memory 4. For example, an optical disk drive is usable as the 
disk drive 18. 

In this embodiment, write to the NAND type flash main 
memory 4 is executed when a game cartridge is replaced. In 
other operations, the NAND type flash main memory 4 is used 
in read only. Frequently written data or program code and 
frequently read data or program code are stored in the sec 
ondary cache memory 17. In addition, the frequently read 
data or program code is stored in the primary cache memory 
3. 

For example, of data or program code stored in the primary 
or secondary cache memory 3 or 17, data or program code 
having low frequency is written to the NAND type flash main 
memory 4. Of data or program code stored in the NAND type 
flash main memory 4, data or program code having high 
frequency may be stored in the primary or secondary cache 
memory 3 or 17. 

According to this embodiment, for example, the primary 
cache memory 3 has a data capacity of about 64 kilobytes, the 
secondary cache memory 17 has a data capacity of about 16 to 
128 megabytes, and the NAND type flash main memory 4 has 
a data capacity of about 1 gigabytes. 

For example, the graphics processor 15 has processing 
capabilities balanced with a speed of the NAND type flash 
main memory 4 having /10 band width or about two or three 
times as much as the speed. Low frequency data is read from 
the NAND type flash main memory 4; conversely, high fre 
quency data is read from the primary or secondary cache 
memory 3 or 17. 

According to this embodiment, garbage collection and 
erase of the NAND type flash main memory 4 are carried out 
when cache is replaced (cache miss). In this way, it is possible 
to provide a processor 16, which can realize optimization 
described above. Thus, preferable optimization is effected. 
An entry size of the secondary cache memory 17 is set to 

about 1 megabyte, and thereby, the secondary cache memory 
17 has good compatibility with the NAND type flash main 
memory 4. 

According to this embodiment, it is possible to prevent 
overhead from becoming large because virtual memory con 
version is made double. 

In this embodiment, the processor 16 is provided with the 
integrated MMU 13, and thereby, the primary cache memory 
3, the secondary cache memory 17 and the NAND type flash 
main memory 4 are integrally managed. 

According to this embodiment, it is possible to reduce data 
stored in resume time. 

According to this embodiment, data or program is stored in 
the NAND type flash main memory 4, and thereby, access to 
the disk drive 18 is reduced. Thus, this serves to reduce wait 
time, and to improve user's operability and satisfaction. 
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According to this embodiment, the NAND type flash main 
memory 4 having a memory unit price cheaper than the sec 
ondary cache memory 17 (DRAM) is used, and thereby, a 
large number of data or program is accessible at high speed. 

Fifth Embodiment 

The fifth embodiment relates to an integrated memory 
management device which is interposed between a plurality 
of processors and a main memory. 

FIG. 11 is a block diagram showing the configuration of an 
integrated memory management device according to a fifth 
embodiment. 
The memory device of this embodiment includes an inte 

grated memory management device 24. The integrated 
memory management device 24 is connected with a plurality 
of processors (for example, Codec IP or Graphic IP) 251 to 
254 via a system bus 30. The integrated memory management 
device 24 is applied to the multiprocessor configuration. The 
integrated memory management device 24 is further con 
nected with a non-volatile main memory 26 such as a NAND 
type flash memory, for example. According to the fifth 
embodiment, the number of processors is one or more, and 
may be freely changeable. 

In the main memory 26, writing and reading are carried out 
at a unit of plural bits called as a page. Erasing is collectively 
carried out at a unit collecting a plurality of pages called as a 
block. 
Some of the foregoing processors 251 to 254 execute a 

process including a logical address. According to this 
embodiment, processors 251, 252 and 254 execute processes 
271, 272 and 274, respectively. Incidentally, the foregoing 
processes 271, 272 and 274 may be an operating system. 
The processors 251 to 254 include primary cache memo 

ries 281 to 284 and secondary cache memories 291 to 294, 
respectively. 
The integrated memory management device 24 executes 

wear leveling, and makes a conversion from a logical address 
to a physical address. 

The integrated memory management device 24 executes 
wear leveling at a page unit, a multiple unit of the page or 
block unit of the main memory 26. A wear leveling counter is 
stored in a redundancy area 26a of the main memory. The 
redundancy area 26a is a redundancy area given every page or 
block of the main memory 26. When making mapping in a 
memory space, the integrated memory management device 
24 secures memory considering wear leveling. 
The integrated memory management device 24 handles a 

removable memory as a main memory, and maps it in a 
memory space. 
The integrated memory management device 24 is provided 

on the side of the main memory 26 rather than the side of the 
processors 271 to 274. However, the integrated memory man 
agement device 24 may be provided on the side of the pro 
cessors 271 to 274. 
The integrated memory management device 24 changes a 

page size based on an instruction and data. For example, an 
instruction page size is setto a small size such as 16 kilobytes, 
and a data page size is set to a large size Such as 512 kilobytes. 
The main memory 26 has the same memory page size as the 

page size (process or OS) of the integrated memory manage 
ment device 24 or a memory page size of multiple of the page 
size of the MMU. 

Page transmission is collectively executed between pri 
mary and secondary cache memories 281 to 284 and 291 to 
294 and the main memory 26. The batch transmission is 
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carried out at the page unit, the multiple unit of the page or the 
block unit of the main memory (e.g., 256 kilobytes to 512 
kilobytes). 

Access to primary and secondary cache memories 281 to 
284 and 291 to 294 is made based on a logical address. The 
logical address is used on the system bus 30. 
The integrated memory management device 24 integrally 

executes the following conversions. One is a conversion from 
a process level logical address to a physical address with 
respect to the processors 271 to 274. Another is a conversion 
from a logical page or logical block to a physical block for the 
wear leveling of the page unit, the multiple unit of the page or 
block unit of the main memory 26. 

According to the fifth embodiment, a system logical 
address 31 having a format shown in FIG. 12 is used. The 
system logical address 31 is composed of a processor ID and 
a process ID and a process internal logical address. At least 
one of processor ID and a process ID is may be converted. For 
example, the length of at least one of the processor ID and 
process ID is may be shortened by hashing. And the system 
logical address 31 may include a converted content. For 
example, the processor ID and process ID may be converted 
by hashing, and the system logical address 31 may include 
converted bits by hashing and the process internal logical 
address. 
The main memory 26 is stored with a page table 26b in the 

entire system. Specifically, the main memory 26 has a page 
table 26b integrating processes 271, 272 and 274, and does 
not have a page table every process 271. 272 and 274. 

According to this embodiment, a main memory having the 
same capacity as HDD is used as the main memory 26. In this 
case, there is no need of using a secondary storage (Swap out) 
because of using a memory space larger than a physical 
memory. In the conventional case, for example, the physical 
memory is a DRAM, and has a capacity of about 1 GB. 
However, if a 4-GB logical memory space is used every 
process, a secondary storage area is secured on the HDD 
having a larger storage capacity, and then, Swap in/Swap out 
must be executed. On the contrary, according to this embodi 
ment, the main memory has the same level storage as the 
HDD capacity; therefore, the secondary storage does not need 
to be used. 

Thus, this serves to simplify the device configuration and 
operation. 

According to this embodiment, instant on/off is carried out; 
therefore, resume is effected at a high speed. 

In the conventional case, a file must be loaded before 
execution. On the contrary, according to this embodiment, 
there is only need to jump into an execution address on the 
cache memories 281 to 284 or 291 to 294 or the main memory 
26. Thus, there is no need of lading the file before execution. 

Sixth Embodiment 

The sixth embodiment relates to a modification example of 
the foregoing fifth embodiment. 

FIG. 13 is a block diagram showing the configuration of an 
integrated memory management device according to a sixth 
embodiment. 

In the memory device of this embodiment, a plurality of 
integrated memory management devices 241 and 242 is con 
nected with a plurality of processors (including Codec IP 
graphic IP) 251 to 254 via a network. The integrated memory 
management devices 241 and 242 are connected with a plu 
rality of non-volatile main memories 261 and 262 such as 
NAND type flash memory, for example. 
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The number of the MMUs and the number of the main 
memories may be freely changeable. 
The main memory 261 has the same features as the main 

memory 26 of the foregoing fifth embodiment. The main 
memory 261 has a redundancy area 261a, which stores a wear 
leveling counter, and a page table 261b, which integrates 
these processes 271, 272 and 274. The main memory 262 has 
the same features as the main memory 261. 

According to the sixth embodiment, a logical address 34 is 
used. The logical address shown in FIG. 14 is composed of IP 
address or IPv6 address of the network 33, processor ID and 
process ID, and process internal logical address. At least one 
of address and ID is may be converted. For example, the 
length of at least one of the address and ID is may be short 
ened by hashing. And the logical address 34 may include a 
converted content. For example, IP address or IPv6 address, 
the processor ID and process ID may be converted by hash 
ing, and the logical address 34 may include converted bits by 
hashing and the process internal logical address. 

The main memories 261 and 262 have the same memory 
page size as that of the integrated memory management 
devices 241 and 242 or has a memory page size of integer 
multiples of the page size of the integrated memory manage 
ment devices 241 and 242. 

Page transmission is collectively executed between pri 
mary cache memories 281 to 284 and secondary cache 
memories 291 to 294 and main memories 261 and 262. The 
batch transmission is executed at a page unit, integer mul 
tiples unit of the page size, or block unit (e.g., 256 kilobytes 
to 512 kilobytes) of the main memory. 

According to this embodiment, access to the primary cache 
memories 281 to 284 and to secondary cache memories 291 to 
294 is made based on a logical address. A logical address is 
used on the network 33. 

The integrated memory management devices 241 and 242 
integrally make the following conversions. One is a conver 
sion from a process level logical address to a physical address 
with respect to the processors 271 to 274. Another is a con 
version from a logical page or block to a physical page or 
block for wear leveling of the page unit, integer multiples unit 
of the page size, or block unit of the non-volatile main memo 
ries 261 and 262. 

According to the fifth embodiment, the same effect as the 
foregoing fifth embodiment is obtained in a wide memory 
space via the network 33. 

Seventh Embodiment 

The seventh embodiment relates to a modification example 
of the foregoing fifth and sixth embodiments. In the following 
description, a modification example of the fifth embodiment 
will be hereinafter described. The sixth embodiment may be 
also modified in the same manner. 

FIG. 15 is a block diagram showing the configuration of an 
integrated memory management device according to a sev 
enth embodiment. 
A plurality of processors 351 to 354 is connected with a 

main memory 26 via a system bus 30. According to this 
embodiment, the number of processors may be freely change 
able. 
Some of the foregoing processors 351 to 354 execute a 

process including a logical address. According to this 
embodiment, processors 351,352 and 354 execute processes 
271, 272 and 274, respectively. Incidentally, the foregoing 
processes 271, 272 and 274 may be an operating system. 
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The foregoing processors 351 to 354 include primary 

cache memories 361 to 364, secondary cache memories 371 
to 374 and MMUs 381 to 384, respectively. 
The MMUs 381 to 384 each execute wear leveling, and 

make a conversion from a logical address to a physical 
address. These MMUs 381 to 384 are provided on the side of 
the processors 351 to 354. 
The main memory 26 has the same memory page size as 

that of the MMUs 381 to 384 or has a memory page size of 
integer multiples of the page size of the MMUs 381 to 384. 

Page transmission is collectively executed between pri 
mary cache memories 361 to 364 and secondary cache 
memories 371 to 374 and the main memory 26. The batch 
transmission is executed at a block (page) unit (e.g., 256 
kilobytes to 512 kilobytes) of the main memory. 

According to the seventh embodiment, a physical address 
is used for making access to primary cache memories 361 to 
364 and for making access to secondary cache memories 371 
to 374. A physical address is also used on the system bus 30. 
The MMUs 381 to 384 provided for the processors 351 to 

354 each make the following conversions. One is a conver 
sion from a process level logical address to a physical address. 
Another is a conversion from a logical address to a physical 
address for wear leveling of a page unit, integer multiples unit 
of the page size, or block unit of the main memory 26. 
As described above, according to the seventh embodiment, 

even if the MMUs 381 to 384 are provided on the side of the 
processors 351 to 354, the same effect as the foregoing fifth 
embodiment is obtained. 

Eighth Embodiment 

In this embodiment, details of the fifth embodiment will be 
described. 

FIG. 16 is a block diagram illustrating an example of the 
structure of an integrated memory management device 24 
according to this embodiment. 
A NAND type flash main memory 26 includes a physical 

block 39 corresponding to a physical address, a page table 
26b, memory usage information 40, and memory peculiarity 
(unique) information 41. 
The cache line size of each of the primary cache memories 

281 to 284 and the secondary cache memories 291 to 294 of 
the processors 251 to 254 is equal to the integral multiples of 
the page size or the block size of the NAND type flash main 
memory 26, which makes it possible to improve the transmis 
sion efficiency of data. 

In the NAND type flash main memory 26, various types of 
data, Such as data D1, may exist in a plurality of physical 
blocks 39. For example, a plurality of data, such as data D1 
and D2, may exist in one physical block 39. 
The data D1 and D2 may include unique read/write (read 

and write) frequency information items E1 and E2, respec 
tively. For example, each of the data D1 and D2 includes at 
least one of static information and dynamic information. The 
static information means a predetermined value. The 
dynamic information includes the number of times data is 
actually rewritten and the number of times data is actually 
read. 

For example, information indicating that data for a cap 
tured image is read or written one time for two hours imme 
diately after image capture, and information indicating that 
data for a captured image is read one time within two weeks 
and is not written after three days have elapsed from image 
capture is stored as the static information of image data of a 
digital camera. In addition, for example, the following infor 
mation is stored as the static information of the cache infor 



US 8,135,900 B2 
17 

mation of a web browser: information indicating that data is 
written and read one time for several minutes; information 
indicating that the information of a site, which is accessed a 
predetermined number of times or more, is written one time 
per day; information indicating that, when there is a periodic 
access pattern, the information thereof is written according to 
the periodic access pattern; and information indicating that 
the number of write operations is large for a predetermined 
amount of time. 
The static information needs to include a value that is 

effective for various types of data. A static information setting 
file may be shared on a network. 
One page table 26b may suffice for one system. Alterna 

tively, the page table 26b may not be provided. 
The memory usage information 40 includes the number of 

read and write operations in each memory area and the num 
ber of times each data is read and written. Specifically, for 
example, the memory usage information 40 includes the 
number of times data is rewritten in each memory area (page 
or block), the number of times data is read from each memory 
area, and data information (for example, the number and type 
of data information items, the number of times data is read, 
and the number of times data is rewritten) stored in the 
memory area. 
The memory peculiarity information 41 includes, for 

example, the page size and the block size of the NAND type 
flash main memory 26, the number of times data can be 
rewritten in the memory, and the number of time data can be 
read from the memory. Specifically, for example, the memory 
peculiarity information 41 includes the page size and the 
block size of the NAND type flash main memory 26, the total 
storage capacity of the memory, SLC (single level cell) area 
information (for example, a block position, a size, the number 
of times data can be read, and the number of times data can be 
written), and MLC (multi level cell) area information (for 
example, a block position, a size, the number of times data can 
be read, and the number of times data can be written). 

The integrated memory management device 24 converts a 
logical address for each process (or an OS) into a physical 
address, and converts a logical address for the NAND type 
flash main memory 26 into a physical address. 
The integrated memory management device 24 performs 

optimal wear-leveling on the basis of the read/write frequency 
information items E1 and E2 peculiar to the data D1 and D2, 
the memory usage information 40, and the memory peculiar 
ity information 41. 
The integrated memory management device 24 includes a 

microprocessor 42, a work memory 43, an information reg 
ister 44, and a cache memory 45. 
The microprocessor 42 uses the information register 44 

and the work memory 43 to perform memory management. 
The cache memory 45 temporarily stores data from the pro 
cessors 271 to 274 and data from the NAND type flash main 
memory 26. In addition, the cache memory 45 may be an 
external DRAM. 

FIG. 17 is a block diagram illustrating an example of the 
function of the microprocessor 42. 
The microprocessor 42 has an acquisition function 42a, an 

address conversion function 42b, an access function 42c, and 
a transmission function 42d. 
When any one of the plurality of processors 251 to 254 

reads data from the NAND type flash main memory 26, the 
acquisition function 42a acquires a read logical address from 
any one of the plurality of processors 251 to 254. 
The address conversion function 42b converts the read 

destination logical address acquired by the acquisition func 
tion 42a into the read destination physical address of the 
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NAND type flash main memory 26. For example, the NAND 
type flash main memory 26 is divided into areas having each 
group attribute. The NAND type flash main memory 26 com 
prises memory peculiarity information 41 including the 
group attributes of the areas. In this case, The address con 
version function 42b refers to read/write frequency informa 
tion items E1 and E2 peculiar to data D1 and D2 and the 
memory peculiarity information 41. The read/write fre 
quency information items E1 and E2 are defined by an oper 
ating of a file management program (process) on a processor. 
The address conversion function 42b decides the write desti 
nation physical address representing an area corresponding to 
the group attribute of the read/write frequency information 
items E1 and E2 peculiar to data D1 and D2. 
The access function 42c reads data corresponding to the 

read destination physical address from the NAND type flash 
main memory 26. The size of the read data is equal to a page 
size, the integer multiples of the page size of the NAND type 
flash main memory 26, or the block size thereof. 
The transmission function 42d transmits the read data to 

the cache memory of the processor that has issued the read 
logical address. The cache size of the cache memory of the 
processor that has issued the read logical address depends on 
(e.g., equal to) a page size, the integer multiples of the page 
size of the NAND type flash main memory 26, or the block 
size thereof. 
When any one of the plurality of processors 251 to 254 

writes data in the NAND type flash main memory 26, the 
acquisition function 42a acquires a write destination logical 
address and write data from the processor. The size of the 
write data is equal to the cache size. 
The address conversion function 42b converts the write 

destination logical address acquired by the acquisition func 
tion 42a into the write destination physical address of the 
NAND type flash main memory 26. 
The access function 42c writes the write data in the NAND 

type flash main memory 26 at a position corresponding to the 
write destination physical address. 
The address conversion function 42b of the microprocessor 

42 performs wear-leveling on the basis of at least one of the 
read/write frequency information items peculiar to data, the 
memory usage information 40, and the memory peculiarity 
information 41. 

FIG. 18 is a diagram illustrating an example of the first 
operation of a transmission algorithm of the integrated 
memory management device 24. 
The microprocessor 42 of the integrated memory manage 

ment device 24 reads out the memory usage information 40 
and the memory peculiarity information 41 and stores the 
information in the information register 44 during start-up. 
The memory peculiarity information 41 includes the page 
size and the block size of the NAND type flash main memory 
26. The cache size of each of the processors 271 to 274 is 
equal to a page size, the integer multiples of the page size of 
the NAND type flash main memory 26 or the block size 
thereof. 
When the integrated memory management device 24 is 

applied to the existing processor and it is impossible to 
change the cache size of the processor, the microprocessor 42 
performs buffering in the cache memory 45 to adjust a differ 
ence between the cache size of each of the processor 271 to 
274 and the integer multiple of the page size or the block size 
of the NAND type flash main memory 26. For example, the 
microprocessor 42 reads data corresponding to a 256-kilo 
byte page size to the cache memory 45, and outputs data 
corresponding to a cache line of 4 kilobytes to any one of the 
processors 271 to 274. 



US 8,135,900 B2 
19 

FIG. 19 is a diagram illustrating an example of the second 
operation of the transmission algorithm of the integrated 
memory management device 24. 
The microprocessor 42 of the integrated memory manage 

ment device 24 receives an access request corresponding to 
one cache line from the processor 252 (Tr19A). 

Then, the microprocessor 42 reads data that is equal to a 
block or the integer multiple of a page corresponding to the 
access request from the NAND type flash main memory 26, 
and stores the read data in the cache memory 45 (Tr19B). 

Then, the microprocessor 42 transmits data corresponding 
to the access request from the cache memory 45 to the pro 
cessor 252 (Tr19C). 

FIG. 20 is a diagram illustrating an example of the third 
operation of the transmission algorithm of the integrated 
memory management device 24. 
The processor 252 rewrites data in the cache memory 282 

or the cache memory 292 (Tr20A). 
Then, the microprocessor 42 of the integrated memory 

management device 24 caches out the data written in the 
cache memory 282 or the cache memory 292, and transmits 
the data to the cache memory 45 (Tr20B). 

In this way, the microprocessor 42 performs wear-leveling 
on the basis of the read/write frequency information items 
included in the data, and the memory usage information 40 
and the memory peculiarity information 41 stored in the 
information register 44 to determine a physical block 39 for 
data writing among a plurality of physical blocks of the 
NAND type flash main memory 26. 
The microprocessor 42 stores the rewritten data stored in 

the cache memory 45 in the determined physical block 39 
(Tr20C). 

In the write operation, if necessary, the movement of a 
memory block and garbage collection are performed. 

FIG. 21 is a block diagram illustrating an example of the 
wear-leveling. 

The NAND type flash main memory 26 includes two or 
more banks 46a and 46b. 
The microprocessor 42 additionally stores data (a block or 

a page) in one bank 46a. 
When data is erased, the microprocessor 42 erases target 

data from the bank 46a. However, until data is stored in the 
last area of the bank 46a, the additional data storage process 
is sequentially performed. In the bank 46a, which is a write 
target, data writing is not performed on an area from which 
data is erased. Therefore, when data is erased from the bank 
46a, which is a write target, the area from which the data is 
erased is empty. 
When data is completely stored in the last area of the bank 

46a, the microprocessor 42 copies valid data that has not been 
erased from the bank 46a to the bank 46b white performing 
garbage collection, and additionally stores new data in the 
bank 46b, starting from the area following the area in which 
the copied data is stored. The microprocessor 42 copies data 
of a bank to another bank, and then clears the bank. Then, the 
same process as described above is repeated. 

Next, the detailed example of the wear-leveling algorithm 
used by the microprocessor 42 of the integrated memory 
management device 24 will be described. 

First, the microprocessor 42 receives data to be written 
from a processor oran OS. When there is a plurality of data to 
be written, data having the highest write frequency is used as 
a standard. When the existing processor or OS is used, the 
microprocessor 42 examines the head of data to determine the 
type of data. 

For example, when the type of data to be written is com 
pressed image data, the write frequency of the data to be 
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written is low. Therefore, the microprocessor 42 determines 
an MLC area as a rewrite area. Alternatively, when the type of 
data to be written is compressed image data, the micropro 
cessor 42 determines an empty area in which the rewrite 
frequency is high as a rewrite area. 

For example, when the type of data to be written is cache 
data of a web browser, the write frequency of data is high. 
Therefore, the microprocessor 42 determines an SLC area as 
the rewrite area. 

For example, the microprocessor 42 determines an empty 
block having the lowest rewrite frequency in the SLC area or 
the MLC area as a write area. 

For example, when the number of rewrite operations in all 
the empty areas (for example, empty blocks) of the NAND 
type flash main memory 26 reaches a predetermined percent 
(for example, 80%) of the maximum number of times data 
can be written, the microprocessor 42 selects an area having 
a low rewrite frequency on the basis of static information and 
an area having a low rewrite frequency on the basis of 
dynamic information, from the areas in which data has 
already been written. Then, the microprocessor stores, in an 
empty area, the data in the selected area. Then, the micropro 
cessor 42 erases the data stored in the selected area. That is, 
the microprocessor shifts data from the selected area to an 
empty area. 

In this embodiment, the microprocessor 42 of the inte 
grated memory management device 24 may manage a plural 
ity of NAND type flash main memories 26. 

FIG.22 is a perspective view illustrating an example of the 
integrated memory management device 24 that manages a 
plurality of NAND type flash main memories 26. 
One integrated memory management device 24 and a plu 

rality of NAND type flash main memories 26 form one 
memory unit 47. In FIG. 22, three memory units 47 are 
formed. 
The integrated memory management device 24 manages 

an access to a plurality of NAND type flash main memories 26 
belonging to one memory unit 47. 
A plurality of integrated memory management devices 24 

provided in the plurality of memory units 47 are operated 
Such as one memory management device in cooperation with 
each other. 
The integrated memory management device 24 of the 

memory unit 47 includes an ECC function and an RAID 
function for a plurality of NAND type flash main memories 
26 in the memory unit 47, and performs mirroring and strip 
1ng. 

Each of the NAND type flash main memories 26 is hot 
swappable (replaceable) even when the memory unit 47 is 
turned on (operated). Each of the plurality of NAND type 
flash main memories 26 is provided with a button 48. 
The button 48 includes an alarm output unit (for example, 

an LED). For example, the alarm output unit has a first color 
(green) indicating a normal condition and a second color (red) 
indicating that replacement is needed. 
When the button 48 is pushed, a notification signal is trans 

mitted to a process and an OS. In a stable state in which access 
is not performed, the button 48 has a third color (blue), and the 
NAND type flash main memory 26 corresponding to the 
button 48 is hot-swappable. 
When a hot-swap is executed. A lump which represents 

hot-swappable is lighted after the button 48 for a hot-swap 
pable request was pushed and write back had been finished. 
The microprocessor 42 of the integrated memory manage 

ment device 24 determines whether the number of rewrite 
operations or read operations of each of the NAND type flash 
main memories 26 reaches the upper limit described in the 
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memory peculiarity information 41 on the basis of the 
memory usage information 40 and the memory peculiarity 
information 41 stored in the information register 44. Then, 
when it is determined that the number of rewrite operations or 
read operations reaches the upper limit, the microprocessor 
42 notifies or alerts that the memory should be replaced. 

In this embodiment, when the page size or block size of the 
NAND type flash main memory 26 is large, preload is avail 
able. 

In the case of the preload, the microprocessor 42 of the 
integrated memory management device 24 preloads data, 
which is more likely to be frequently accessed, to the cache 
memory 45 in advance, with reference to the data peculiarity 
(unique) information items E1 and E2 of the NAND type flash 
main memory 26. 

Alternatively, the microprocessor 42 preloads data that has 
periodicity and is more likely to be accessed within a prede 
termined period of time before the predetermined period of 
time elapses. 

FIG. 23 is a block diagram illustrating an example of a 
multi-processor System using the integrated memory man 
agement device 24 according to this embodiment, which is 
compared to the existing processor including an MMU. 
A processor 255 is the existing processor, and includes an 

MMU 495, a primary cache memory 28B5, and a secondary 
cache memory 295. The processor 255 executes a process 
275. The system shown in FIG. 23 includes both address 
conversion (translation) by the MMU 495 according to the 
related art and address conversion by the memory manage 
ment device according to this embodiment. In this case, when 
the MMU 495 of the processor 255 accesses the NAND type 
flash main memory 26, first, it accesses the page table 26b of 
the NAND type flash main memory 26. However, the page 
table 26b includes a content which does not perform address 
conversion, but passes through the conversion. For example, 
both an address before conversion and a converted address 
which are same values in the page table 26b. Therefore, the 
MMU 495 of the processor 255 does not perform address 
conversion, but the integrated memory management device 
24 can perform address conversion. 

Next, a difference between the system using the integrated 
memory management device 24 according to this embodi 
ment shown in FIG. 16 and the multi-processor system 
according to the related art will be described. 

FIG. 24 is a block diagram illustrating an example of a 
general multi-processor system according to the related art. 

In the multi-processor system according to the related art, 
the existing processors 255 to 258, a main memory 50, and a 
secondary storage device 51 are connected to a system bus 30. 
The processors 255 to 258 include MMUs 495 to 498 and 

the primary cache memories 285 to 288, and the secondary 
cache memories 295 to 298, respectively. The processors 255 
to 258 perform the processes 275 to 277, respectively. 

Each of the MMUs 495 to 498 performs translation 
between a logical address and a physical address. An access 
from each of the processors 255 to 258 to any one of the 
primary cache memories 285 to 288, the secondary cache 
memories 295 to 298, the main memory 50, and the secondary 
storage device 51 is performed on the basis of the physical 
address. 

For example, a volatile storage device, such as a DRAM, is 
used as the main memory 50. The main memory 50 includes 
page tables 525 to 528 for the processes 275 to 277. 

For example, a hard disk drive, an SSD (solid state drive), 
or a NAND type flash memory is used as the secondary 
storage device 51. 
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In the multi-processor System according to the related art, 

for example, a DRAM is used as the main memory. However, 
in the multi-processor System according to this embodiment, 
the NAND type flash main memory 26 is used as the main 
memory. In general, the bit cost of the DRAM is higher than 
that of the NAND type flash main memory 26. Therefore, this 
embodiment can reduce costs. 

In the multi-processor System according to the related art, 
the main memory is volatile. However, in the multi-processor 
system according to this embodiment, a non-volatile NAND 
type flash main memory 26 is used as the main memory. 
Therefore, this embodiment can perform instant boot-up, and 
reduce the time required to load, for example, a program or 
data to the main memory. As a result, it is possible to increase 
an operating speed. 
The multi-processor System according to the related art is 

provided with both the volatile main memory 50 and the 
non-volatile secondary storage device 51. In contrast, the 
multi-processor system according to this embodiment is pro 
vided with the NAND type flash main memory 26. Therefore, 
it is possible to use a non-volatile main memory and remove 
the secondary storage device. Such as a hard disk. In this 
embodiment, it is not necessary to provide a DRAM as the 
main memory. Therefore, in this embodiment, when a DRAM 
is provided as a cache, the storage capacity of the cache may 
be reduced. As a result, according to this embodiment, it is 
possible to simplify the structure of a system and the man 
agement of a memory, which results in a reduction in costs. 

In the multi-processor System according to the related art, 
the page tables 525 to 528 should be shared, which causes 
access congestion. In contrast, in the multi-processor System 
according to this embodiment, it is not necessary to share the 
page tables. Therefore, it is possible to remove access con 
gestion. 
When a DRAM or SSD is used as the secondary storage 

device as in the related art, the concept of for example, a file 
or SATA (serial ATA) is used. In this case, an overhead cer 
tainly occurs. In contrast, in this embodiment, data is not 
abstracted by a file, but is directly accessed by the memory. 
Therefore, according to this embodiment, it is possible to 
improve the access efficiency of data. 

In the related art, a DRAM or SSD is used for the secondary 
storage device. However, in this embodiment, at the time of 
start-up, a disk search time is not required, and it is possible to 
reduce the start-up time. In this embodiment, it is also pos 
sible to increase the start-up speed of an application. In this 
embodiment, it is also possible to increase a search speed and 
the execution speed of an application. In this embodiment, it 
is possible to operate applications for a plurality of proces 
sors. In this embodiment, since a non-volatile main memory 
is used, it is not necessary to consider the life span of a batter 
for a main memory when the system is in a sleep state. In this 
embodiment, it is possible to reduce the number of parts and 
thus reduce manufacturing costs. This embodiment can easily 
adapt to a multi-processor environment. In this embodiment, 
times of installation are reduced, and it is possible to remove 
process migration. 

In this embodiment, the integrated memory management 
device 24 performs optimal wear-leveling on the basis of the 
read/write frequency information items E1 and E2 peculiar to 
data, the memory usage information 40, and the memory 
peculiarity information 41. In this embodiment, the wear 
leveling is performed on the basis of the read/write frequency 
information items E1 and E2 peculiar to data, which makes it 
possible to perform wear-leveling more efficiently than SSD. 

In general, when the generations of the NAND type flash 
memories are different from each other, the NAND type flash 



US 8,135,900 B2 
23 

memories have different page sizes and block sizes. In this 
embodiment, the integrated memory management device 24 
reads out the memory peculiarity information 41 from the 
NAND type flash main memory 26, and performs a process 
corresponding to the page size or block size indicated by the 
memory peculiarity information 41. In this way, it is possible 
to use various generations of NAND type flash memories as 
the NAND type flash main memory 26. In this embodiment, 
the integrated memory management device 24 can read out 
the memory peculiarity information 41 including a page size 
or a block size from the NAND type flash main memory 26, 
and match the page size or block size of the NAND type flash 
main memory 26 with the cache line size of each processor. 

In this embodiment, the integrated memory management 
device 24 manages the life span of the NAND type flash main 
memory 26, and gives an alarm. In this way, it is possible to 
prevent the occurrence of detects. 

In this embodiment, the integrated memory management 
device 24 has an RAID function for a plurality of NAND type 
flash main memories 26. Therefore, it is possible to hot-swap 
the NAND type flash main memory 26 to be replaced. In this 
way, it is possible to easily replace an exhausted NAND type 
flash main memory 26. 

Next, an example of the virtual memory access when a 
plurality of NAND type flash main memories are provided for 
a plurality of processors will be described. 

FIG. 25 is a block diagram illustrating an example of a 
process of obtaining a pointer for a large address space. 
A pointer 53 includes a pointer 53a for a small address 

space and a pointer 53b for a small address space. 
A segment table 54 is provided for each process ID 55, and 

includes a pointer 56 for a large address space. 
A pointer 57 for a large address space is obtained by com 

bining the pointer 53b for a small address space with the 
pointer 56 for a large address space on the segment table 54 
that is specified by the pointer 53a for a small address space. 

FIG. 26 is a block diagram illustrating an example of the 
virtual memory space formed between a plurality of cache 
memories and a plurality of NAND type flash main memo 
1S. 

The pointer 57 for a large address space indicates any 
portion of a virtual memory space 60 formed by cache memo 
ries 581 to 58n of a processor and a plurality of NAND type 
flash main memories 591 to 59m. 

In this way, it is possible to collectively deal with the cache 
memories 581 to 58n of a processor and the plurality of 
NAND type flash main memories 591 to 59m. 

In each of the above-described embodiments, non-volatile 
memories other than the NAND type flash memory may be 
used as the main memory. 

The integrated memory management devices of the above 
described embodiments can use for both a write back type 
cache and write through type cache. 

What is claimed is: 
1. A memory management device connectable to a non 

Volatile main memory and a processor comprising: 
an acquiring unit acquiring logical addresses from the pro 

cessor, 
an address conversion unit converting logical addresses 

acquired by the acquiring unit into physical addresses of 
the non-volatile main memory; and 

an access unit reading data from memory areas of the 
non-volatile main memory designated by physical 
addresses at reading, and writing data to memory areas 
of the non-volatile main memory designated by physical 
addresses at Writing, 
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wherein the non-volatile main memory includes at least 

two regions, and the access unit determines which 
region to write writing databased on access frequency 
information associated with the writing data. 

2. A device according to claim 1, 
wherein the access frequency information of the writing 

data is determined based on whether the writing data is 
a part of compressed image data. 

3. A device according to claim 2, 
wherein one region of the non-volatile main memory is 
SLC (Single Level Cell) type memory, and another 
region of the non-volatile main memory is MLC (Multi 
Level Cell) type memory, and access unit writes the 
writing data to MLC area when the writing data is deter 
mined as the part of compressed image data. 

4. A device according to claim 3, 
wherein the access unit preloads preloading data from the 

non-volatile main memory based on the access fre 
quency information. 

5. A device according to claim 4. 
wherein the non-volatile main memory is a NAND type 

flash main memory. 
6. A device according to claim 1, 
wherein the non-volatile main memory comprises a plural 

ity of areas, each area having a group attribute, and 
the address conversion unit determines physical address of 

the non-volatile main memory for the writing databased 
on the group attribute and the access frequency informa 
tion associated with the writing data, the access fre 
quency information being determined by an operating of 
a file management program on the processor. 

7. A device according to claim 6, 
wherein the access frequency information is determined 

based on whether the writing data is apart of compressed 
image data. 

8. A memory unit comprising: 
a plurality of non-volatile memory units formed on a Sub 

strate, wherein the non-volatile memory units are a main 
memory of the processor; and 

a memory management unit formed on the Substrate and 
connected to the non-volatile memory units, and con 
nectable to a processor, comprising, 

an acquiring unit acquiring logical addresses from the pro 
cessor, 

an address conversion unit converting logical addresses 
acquired by the acquiring unit into physical addresses of 
the non-volatile memory units; and 

an access unit reading data from memory areas of the 
non-volatile memory units designated by physical 
addresses at reading, and writing data to memory areas 
of the non-volatile memory units designated by physical 
addresses at Writing, wherein each non-volatile memory 
unit includes at least two regions and the access unit 
determines which region to write writing databased on 
access frequency information associated with the writ 
ing data and the memory management unit includes an 
RAID function for the non-volatile memory units, and a 
Swap target non-volatile memory unit is able to Swap 
when another non-volatile memory unit is operating. 

9. A memory unit according to claim 8. 
wherein the access frequency information of the writing 

data is determined based on whether the writing data is 
a part of compressed image data. 

10. A memory management method comprising: 
acquiring logical addresses from a processor, 
converting logical addresses into physical addresses of a 

non-volatile main memory; and 
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reading data from memory areas of the non-volatile main 
memory designated by physical addresses, or writing 
data to memory areas of the non-volatile main memory 
designated by physical addresses, 

wherein when writing data, determine which regions of the 
non-volatile main memory to write writing databased 
on access frequency information associated with the 
writing data. 

11. A method according to claim 10, 
wherein the access frequency information of the writing 

data is determined based on whether the writing data is 
a part of compressed image data. 

12. A method according to claim 11, 
wherein one region of the non-volatile main memory is 
SLC (Single Level Cell) type memory, and another 
region of the non-volatile main memory is MLC (Multi 
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Level Cell) type memory, and writing the writing data to 
MLC area when the writing data is determined as the 
part of compressed image data. 

13. A method according to claim 12, further comprising: 
preloading data from non-volatile main memory based on 

the access frequency information. 
14. A method according to claim 10, 
wherein the non-volatile main memory comprises a plural 

ity of areas, each area having group attribute, and deter 
mining physical address of the non-volatile main 
memory for the writing databased on the group attribute 
and the access frequency information associated with 
the writing data, the access frequency information being 
determined by an operating of a file management pro 
gram on the processor. 
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