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(57) An image processing device includes an acquisition unit
configured to acquire a plurality of images, a calculation
unit configured to calculate the amount of correlation
between at least two images of the plurality of images, a
synthesis unit configured to synthesize the plurality of
images based on the correlation amount to generate a
synthesized image, and a noise processing unit
configured to reduce noise in the synthesized image
based on the number of plurality of images and the
correlation amount. The image processing device may
also comprise a block division unit configured to divide
the image into blocks having a predetermined size,
wherein the calculation unit, the synthesis unit and the
noise processing unit perform the processing in units of
the blocks. The noise processing unit may include a low-
pass filter that smooths the synthesised image and a
weighting addition unit configured to perform weighting
addition of the synthesized image an output of the low-
pass filter at a predetermined ratio.
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TITLE OF THE INVENTION

IMAGE PROCESSING DEVICE, IMAGE PROCESSING METHOD, AND
STORAGE MEDIUM

BACKGROUND OF THE INVENTION

Field of the Invention
[0001] The present invention relates to an image processing device, an image processing
method, a storage medium, and the like for synthesizing a plurality of images and

reducing noise.

Description of the Related Art

[0002] In order to obtain an image with little noise, it is effective to secure a sufficient
exposure time. However, when an exposure time increases, there is a problem that an
image blurs due to the movement of a camera due to a camera shake or the movement of
a subject.

[0003] Consequently, an electronic blur correction method has been proposed as a
method of coping with such blurring.  For example, in Japanese Patent Application Laid-
Open No. H9-261526, imaging is performed a plurality of times continuously for a short
exposure time with little blurring, and alignment processing is performed such that
movement between a plurality of images obtained is cancelled.

[0004] A method of obtaining an image with no blurring and little noise by performing
synthesis processing thereafter has been proposed. However, in the method disclosed in
Japanese Patent Application Laid-Open No. H9-261526, the effect of reducing noise by
synthesis varies depending on a difference in correlation between images.

[0005] Fig. 12 is a diagram illustrating an example of the related art, where reference
numerals 1200, 1210, and 1220 denote input images, and reference numeral 1230 denotes
a synthesized image. Subjects 1202, 1212, and 1222 that are stationary among a
plurality of images (on which alignment processing disclosed in Japanese Patent
Application Laid-Open No. H9-261526 has been performed) have a high correlation
between the images and the noise reduction effect by synthesis is excellent.

[0006] On the other hand, the subjects 1201, 1211, and 1221 moving between a plurality
of images have a low correlation between the images, and thus there are a low-noise
subject 1232 and a high-noise subject 1231 as illustrated as the synthesized image 1230.

That is, an image with noise variations (noise unevenness) is generated.



[0007] In addition, Japanese Patent Application Laid-Open No. 2012-68733 discloses
the following technique as a technique for reducing noise unevenness in a synthesized
image. First, a first mixing ratio is calculated based on the amount of correlation
between a standard image and an image other than the standard image, and the standard
image and the image other than the standard image are synthesized. Next, noise
reduction is performed on the standard image and the synthesized image using
predetermined parameters. Finally, a second mixing ratio is calculated in accordance
with synthesis number information, and the standard image and the synthesized image,
which have been subjected to noise reduction, are further synthesized.

[0008] However, in the configuration of Japanese Patent Application Laid-Open No.
H9-261526, as the number of input images increases, a difference between a region with
a large number of synthesized images and a region with a small number of synthesized
images increases, and a difference in noise unevenness in the synthesized image 1230
also increases. Further, in the configuration disclosed in Japanese Patent Application
Laid-Open No. 2012-68733, strong noise reduction is performed on the standard image
in order to reduce noise unevenness.

[0009] For this reason, as in a synthesized image 1240, there is a problem in that a
subject 1241 with a small number of synthesized images has a lower sense of resolution
than that of a subject 1242 with a large number of synthesized images.

[0010] The present invention has been made in view of such circumstances, and one of
the objects thereof is to provide an image processing device capable of generating a
synthesized image that maintains a sense of resolution while suppressing noise

unevenness.

SUMMARY OF THE INVENTION

[0011] An image processing device according to one aspect of the present invention
includes at least one processor or circuit configured to function as: an acquisition unit
configured to acquire a plurality of images, a calculation unit configured to calculate the
amount of correlation between at least two images of the plurality of images, a synthesis
unit configured to synthesize the plurality of images based on the correlation amount to
generate a synthesized image, and a noise processing unit configured to reduce noise in
the synthesized image based on the number of the plurality of images and the correlation
amount.

[0012] Further features of the present invention will become apparent from the

following description of embodiments with reference to the attached drawings.



BRIEF DESCRIPTION OF THE DRAWINGS

[0013] Fig. 1 is a hardware block diagram of an image processing device according to
a first embodiment of the present invention.

[0014] Fig. 2 is an overall processing flowchart of the image processing device
according to the first embodiment.

[0015] Fig. 3 is a detailed flowchart illustrating step S201.

[0016] Fig. 4 is a detailed flowchart illustrating step S202.

[0017] Fig. 5 is a functional block diagram of an image processing unit 103 in the first
embodiment.

[0018] Fig. 6A is a diagram illustrating an example of a relationship between a
difference amount and a correlation amount in a correlation amount calculation unit 502,
and Fig. 6B is a diagram illustrating an example of a relationship between a correlation
amount and a mixing ratio in a mixing ratio calculation unit 504.

[0019] Fig. 7 is a detailed flowchart illustrating step S203.

[0020] Fig. 8 is a functional block diagram illustrating a configuration of an NR
processing unit 506.

[0021] Fig. 9Ais a diagram illustrating an LPF-with-threshold-value 813, Fig. 9B is a
diagram illustrating an example of a relationship between a correlation amount and a filter
threshold value, and Fig. 9C is a diagram illustrating another example of a relationship
between a correlation amount and a filter threshold value.

[0022] Fig. 10 is a diagram illustrating an example of a relationship between a
correlation amount and a weighting addition coefficient a.

[0023] Fig. 11A s adiagram illustrating an example of a change in a filter size centering
on a pixel of interest in a second embodiment, and Fig. 11B is a diagram illustrating an
example of a relationship between a correlation amount and a filter size.

[0024] Fig. 12 is a diagram illustrating an example of the related art.

DESCRIPTION OF THE EMBODIMENTS

[0025] Hereinafter, with reference to the accompanying drawings, favorable modes of
the present invention will be described using Embodiments. In each diagram, the same
reference signs are applied to the same members or elements, and duplicate description
will be omitted or simplified.

[0026] In the embodiment, an example in which the image processing device is applied



to a digital camera will be described. However, image processing devices include
electronic devices with imaging functions such as smartphones with cameras, tablet
computers with cameras, in-vehicle cameras, drone cameras, cameras mounted on robots,
and network cameras.

[First Embodiment]

[0027] Note that, in a first embodiment, an example in which a noise-reduced image is
generated by synthesizing a plurality of images captured by an image processing device
100 (digital camera) will be described.

[0028] Fig. 1 is a hardware block diagram of an image processing device according to
the first embodiment of the present invention.

[0029] Reference numeral 101 denotes an optical system 101 that forms a subject image
on an imaging unit 102. The imaging unit 102 is an imaging device such as a CCD or a
CMOS sensor, performs photoelectric conversion of an optical image formed on an
imaging element by the optical system 101, performs A/D conversion on an obtained
analog image signal, outputs the obtained digital image data to a RAM 104, and stores it
therein.

[0030] A control unit 106 includes a CPU as a computer, reads an operation program for
each block included in the image processing device 100 from a ROM 105 as a storage
medium, develops the operation program in the RAM 104, and executes the operation
program. Thereby, the control unit 106 controls the operation of each block included in
the image processing device 100. In addition, the control unit 106 instructs the optical
system 101 on a lens driving amount, so that images can be captured at different in-focus
positions.

[0031] In addition, the ROM 105, which is a rewritable non-volatile memory, stores
parameters required for the operation of each block, in addition to computer programs for
controlling the operation of each block included in the image processing device 100.
The RAM 104, which is a rewritable volatile memory, is used as a temporary storage area
for data which is output during the operation of each block included in the image
processing device 100.

[0032] The image processing unit 103 applies various image processing such as white
balance adjustment, color interpolation, reduction/enlargement, filtering, and the like to
image data stored in the RAM 104. In addition, the image processing unit 103 also
performs image synthesis, which will be described later.

[0033] A recording unit 107 records an image stored in the RAM 104 and processed by
the image processing unit 103 as a recorded image or a synthesized image.

[0034] A display unit 108 is, for example, a rear liquid crystal and displays images



recorded in the RAM 104. Note that the display unit 108 may be separate from the
image processing device.

[0035] Next, operations of the first embodiment will be described using Figs. 2 to 10.
Fig. 2 is an overall processing flowchart of the image processing device according to the
first embodiment, Fig. 3 is a detailed flowchart illustrating step S201, Fig. 4 is a detailed
flowchart illustrating step S202, and Fig. 7 is a detailed flowchart illustrating step S203.

[0036] Note that operations of steps in the flowcharts of Figs. 2 to 4 and Fig. 7 are
performed by causing a CPU serving as a computer in the control unit 106 to execute the
computer programs stored in the memory.

[0037] Fig. 2 illustrates a series of processes for synthesizing a plurality of captured
images to generate a noise-reduced image in the image processing device.

[0038] In step S201, the control unit 106 captures a plurality of images by the imaging
unit 102. In step S202, the control unit 106 synthesizes each image by the image
processing unit 103. In step S203, the control unit 106 performs noise reduction (NR)
processing on a synthesized image by the image processing unit 103. These steps will
be described in detail.

[0039] Imaging in step S201 will be described with reference to Fig. 3. In step S301,
the control unit 106 determines imaging conditions. The imaging conditions include a
shutter speed, an aperture value, an ISO sensitivity, and the like, and are automatically
determined based on photometry results of the image processing device 100, or arbitrarily
set by a photographer depending on a subject to be imaged. Alternatively, a shutter
speed and an aperture value related to depth representation and the like may be
determined by the photographer, and an ISO sensitivity may be automatically determined
based on photometry results of the image processing device 100.

[0040] In step S302, the control unit 106 determines the number of captured images (N).
The number of captured images (N) can be set by the image processing device 100
depending on, for example, how many stages of noise reduction effect are to be performed,
or can be arbitrarily set by the photographer depending on a subject to be imaged.
Further, it 1s assumed that all of the N images are captured under the same imaging
conditions.

[0041] In step S303, the control unit 106 operates the imaging unit 102 under the
imaging conditions set in step S301 to capture an image.

[0042] In step S304, the control unit 106 terminates imaging when the number of
captured images reaches the number of captured images (N) set in step S302.  When the
number of captured images is less than the number of captured images (N), the processing

returns to step S303, and the processing from step S303 to step S304 is repeated. Here,



steps S303 and S304 function as an acquisition step (acquisition unit) for acquiring a
plurality of images.

[0043] Next, the image synthesis processing in step S202 in Fig. 2 will be described
with reference to Figs. 4 and 5. Fig. 5 is a functional block diagram of the image
processing unit 103 in the first embodiment. Note that some of the functional blocks
illustrated in Fig. 5 are realized by causing a computer, not illustrated in the drawing,
which is included in the control unit 106 of the image processing device to execute a
computer program stored in a ROM or the like as a storage medium.

[0044] However, some or all of them may be realized by hardware. As the hardware,
a dedicated circuit (ASIC), a processor (reconfigurable processor, DSP), or the like can
be used.

[0045] In addition, the functional blocks illustrated in Fig. 1 may not be built in the same
housing, or may be constituted by separate devices connected to each other via signal
paths. Note that the above description regarding Fig. 5 also applies to Fig. 8 to be
described later.

[0046] In step S401, the control unit 106 inputs a standard image to be a synthesis
standard among captured images as an input 501 in Fig. 5. The selection of the standard
image is arbitrary, but a close leading image may be selected at a timing when a shutter
may be pressed.

[0047] In step S402, the control unit 106 inputs a reference image to be a synthesis target
image among the captured images as the input 501 in Fig. 5.  The reference image is an
image other than the standard image determined in step S401.

[0048] In step S403, the control unit 106 aligns the reference image with the standard
image. This is because a noise reduction effect is low even when the standard image
and the reference image are synthesized in a state where the positions thereof are shifted
due to a camera shake or local moving objects.

[0049] For example, the following method can be used to adjust a deviation between
images due to a camera shake or the like. First, a plurality of motion vectors are
calculated between the standard image and the reference image. A known technique
such as template matching may be used to calculate the motion vectors. Next, a
transformation coefficient of affine transformation or projective transformation that
satisfies the plurality of calculated motion vectors is calculated, and the transformation
coefticient is optimized using a least squares method so that an error between a movement
amount according to the transformation coefficient and the motion vector is minimized.
[0050] Thereby, it is possible to calculate a highly accurate transformation coefficient.

Finally, it is possible to perform alignment with the standard image by transtforming the



reference image by using the transformation coefficient. In addition, sinceitis desirable
to align the positions of the local moving objects as much as possible to synthesize them,
the positions of the local moving objects may be further aligned using a template
matching technique or the like after performing alignment between images.

[0051] In step S404, the control unit 106 calculates the amount of correlation between
the standard image and the reference image using a correlation amount calculation unit
502 in Fig. 5. Here, step S404 functions as a calculation step (calculation unit) for
calculating the amount of correlation between at least two images of the plurality of
images.

[0052] In order to calculate the correlation amount, for example, a difference from a
block in a predetermined range centered on a pixel of interest, or a difference value of
each frequency component obtained by transforming the block on a frequency space is
calculated. Fig. 6A is a diagram illustrating an example of a relationship between a
difference amount and a correlation amount in the correlation amount calculation unit 502,
and a relationship is established such that the smaller a difference, the larger a correlation
amount, and the larger a difference, the smaller the correlation amount.

[0053] In addition, since the value range of the difference amount changes depending
on a bit length of an input signal, it is normalized to 1.0 as illustrated in Fig. 6A. Note
that, in the example of Fig. 6A, the correlation amount with respect to the difference is
adjusted by using a polygonal line 601, but the present invention is not limited to this
example. Since the correlation amount is used for filter control in the NR processing
unit 506 in Fig. 5, a correlation amount calculated in all reference images is divided by
the number of reference images and normalized to 1.0.

[0054] In step S405, the control unit 106 calculates a mixing ratio based on the
correlation amount by the mixing ratio calculation unit 504 in Fig. 5. Fig. 6B is a
diagram illustrating an example of a relationship between the correlation amount and the
mixing ratio in the mixing ratio calculation unit 504.  As denoted by reference numeral
611 in Fig. 6B, when the correlation is high, a mixing ratio (mix_ratio) is set to be high
to reduce noise, and thus the mixing ratio is set to be close to 1.0.

[0055] On the other hand, when the correlation is low, a mixing ratio is set to be low to
suppress a multiple image (artifact) of a subject, and thus so that the mixing ratio is set to
be close to 0. However, the present invention is not limited to the characteristics as
illustrated in Fig. 6B.

[0056] In step S406, the control unit 106 synthesizes and integrates the standard image
and the reference image by a synthesis unit 503. Here, step S406 functions as a synthesis

step (synthesis unit) for synthesizing a plurality of images based on the correlation amount



to generate a synthesized image. A mixing ratio is the mixing ratio calculated in step
S405, and the synthesis is performed using the following Formula (1), and the integration

is performed using the following Formula (2).
[0057]

[0058] Here, an example in which four images (N = 4) are synthesized based on
Formulas (1) and (2) will be described. Here, the four images include one standard
image (N = 0) and three reference images (N=1, 2, 3). For example, when the standard
image and a first (N = 1) reference image are synthesized on the assumption that a
correlation amount is low and a mixing ratio (mix_ratio) is set to O, a synthesized image
[1] is output as a standard image.
[0059] Similarly, when a mix_ratio is set to O for second and third images, a synthesized
image [2] and a synthesized image [3] are output as reference images. For this reason,
a synthesized image (integrated image) is obtained by integrating four reference images.
[0060] In contrast, when a correlation amount is high, and a mixing ratio (mix_ratio) is
set to 1.0 in all of the reference images, an image obtained by adding four images
including a standard image and three reference images is output. In this manner, in the
first embodiment, by changing a mixing ratio depending on a correlation amount, a region
where noise is reduced by synthesis and a region where noise is not reduced (a region
where no artifacts occur) are generated.
[0061] In step S407, the control unit 106 determines whether synthesis and integration
have been performed for all of the reference images. When the synthesis and the
integration have been terminated for all of the images, the processing proceeds to step
S409. When itis determined in step S407 that there is an image for which synthesis and
integration have not been performed, the processing proceeds to step S408 to set a new
reference image, and the processing from step S402 to step S406 is repeated until
synthesis and integration are terminated for all of the images.
[0062] In step S409, the control unit 106 normalizes the synthesized image (integrated
image) using the following Formula (3) by a normalization unit 505.

Normalized image = Integrated image/N...(3)
[0063] Thatis, since the synthesized image (integrated image) output from the synthesis

unit 503 is obtained only by performing integration by the number of input images, a final



normalized synthesized image can be obtained by dividing the integrated image by the
number of input images. Details of the processing of an image synthesis step S202 have
been described so far.

[0064] Next, noise reduction (NR) processing in step S203 will be described using Figs.
7t09. Note that the NR processing is performed by the NR processing unit 506 in Fig.
5. Inaddition, Fig. 8 is a functional block diagram illustrating a configuration of the NR
processing unit 506. In addition, Figs. 9A and 9B are diagrams illustrating a filter
threshold value.

[0065] In step S701, the control unit 106 inputs the synthesized image from the
normalization unit 505 to the NR processing unit 506. In step S702, a threshold value
calculation unit 812 calculates a threshold value during filtering from a correlation
amount and the number of input images (N). Further, in step S703, the synthesized
image is subject to low-pass filtering (smoothing) by a low-pass filter (LPF)-with-
threshold-value 813. This processing will be described in detail below with reference
to Figs. 9A and 9B. Note that a signal value of a pixel is set to 8 bits (0 to 255).

[0066] Fig. 9A s a diagram illustrating the LPF-with-threshold-value 813.

As illustrated in Fig. 9A, the LPF-with-threshold-value 813 performs filtering

using pixels within a predetermined range centered on a pixel of interest 901, that is,
within a predetermined filter size (for example, 5 pixels x 5 pixels).
[0067] At this time, when filtering is performed using all pixels within a predetermined
range, a sense of resolution of an edge component or the like is lost, and thus a difference
between the pixel of interest 901 and the reference image is compared with a filter
threshold value, and filtering is performed using pixels 902 in which the difference 1s
within a threshold value. Thatis, filtering is performed with pixels in which a difference
between a pixel of interest and each pixel within a predetermined filter size is within a
predetermined filter threshold value.

For example, when the filter threshold value is increased here, filtering is
performed using many pixels, and a filter strength is increased. Thus, noise is reduced,
but a sense of resolution is likely to be lost.  In contrast, when the filter threshold value
is decreased, a filter strength is decreased, and a sense of resolution is improved, but a
noise reduction effect is reduced.

[0068] Next, a method of determining the above-described filter threshold value will be
described using Fig. 9B. Fig. 9B is a diagram illustrating an example of a relationship
between a correlation amount and a filter threshold value in the first embodiment, where
the horizontal axis represents a correlation amount calculated by the correlation amount

calculation unit 502, and the vertical axis represents a filter threshold value.



[0069] As described above, a correlation amount is obtained by integrating correlation
amounts calculated for all reference images and is normalized to 1.0. For example, a
value obtained by integrating the correlation amounts calculated for all reference images
is divided by the number of reference images (N-1).

[0070] Reference numeral 911 denotes a characteristic when the number of input images
is small, and reference numeral 912 denotes a characteristic when the number of input
images is large. When a correlation amount is large, a mixing ratio is increased as
illustrated in Fig. 6B, and thus the necessity of performing NR processing using a filter is
reduced. Thus, both the characteristics 911 and 912 are set such that a filter threshold
value approaches O (that is, NR processing is not performed) as a correlation amount
increases, and both the characteristics are set such that a filter threshold value increases
(a filter strength increases) as a correlation amount decreases.

[0071] In addition, as the number of input images increases, more images are
synthesized in a region with a large correlation amount, and thus noise unevenness (noise
difference) between a region with a large correlation amount and a region with a small
correlation amount increases. For this reason, it is possible to reduce noise unevenness
by setting a filter threshold value to become larger (setting a filter strength to become
higher) in the characteristic 912 when the number of input images is large than in the
characteristic 911 even with the same correlation amount.

[0072] In addition, a relationship between the correlation amount and the filter threshold
value may be set as illustrated in Fig. 9C. Fig. 9C is a diagram illustrating another
example of a relationship between a correlation amount and a filter threshold value. The
vertical axis and the horizontal axis are the same as in Fig. 9B, and characteristics 921
and 922 correspond to the characteristics 911 and 912, respectively.

[0073] However, in Fig. 9C, in the case of the characteristic 922 with a large number of
input images, a filter threshold value has an upper limit. This is because there is a
possibility that a sense of resolution is significantly reduced when noise unevenness is
reduced excessively. That is, in Fig. 9C, a reduction in a sense of resolution is
suppressed by providing an upper limit.

[0074] In step S704, when filtering is performed for all pixels, the processing proceeds
to step S706, and otherwise, the processing proceeds to step S705 to set a new pixel of
interest, and then the processing of steps S702 and S703 is repeated. = Here, steps S702
to S705 function as a noise processing step (noise processing unit) for reducing noise in
the synthesized image based on the number of plurality of images and a correlation
amount.

[0075] In step S706, a weighting addition coefficient calculation unit 814 calculates a
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weighting addition coefficient o based on the correlation amount and the number of input
images. In step S707, a weighting addition unit 815 performs weighting addition of a
synthesized image and an LPF-with-threshold-value image using the weighting addition
coefficient a which is a predetermined ratio.

[0076] That is, the weighting addition unit 815 performs weighting addition of the
synthesized image and the LPF-with-threshold-value image, which is an output of the
LPF-with-threshold-value 813, using the weighting addition coefficient a according to
Formula (4) below.

[0077] Output image = o x Synthesized image + (1.0 - a) x LPF-with-threshold-
value image...(4)

This is to reduce noise unevenness in the LPF-with-threshold-value image, and
at the same time, to compensate for the lost sense of resolution by performing weighting
addition of the synthesized image from the normalization unit 505. In addition, as the
weighting addition coefficient a becomes closer to 1.0, an output ratio of the synthesized
image becomes higher, and thus it is possible to compensate for a sense of resolution.
[0078] Next, the weighting addition coefficient calculation unit 814 will be described
with reference to Fig. 10.  Fig. 10 is a diagram illustrating an example of a relationship
between a correlation amount and a weighting addition coefficient o, where the horizontal
axis represents the amount of correlation between a standard image and a reference image
which is calculated by the correlation amount calculation unit 502, and the vertical axis
represents a weighting addition coefficient o.

[0079] Reference numeral 1001 denotes a characteristic when the number of input
images is small, and reference numeral 1002 denotes a characteristic when the number of
input images is large. For both the characteristics 1001 and 1002, the weighting addition
coefficient o increases as the correlation amount decreases, and thus an output ratio of a
synthesized image increases.

[0080] As described above, when a correlation amount is small, a filter threshold value
of an LPF-with-threshold-value image is large, and thus noise can be reduced, but a sense
of resolution is also lost. Consequently, it is possible to compensate for the lost sense
of resolution by increasing the weighting addition coefficient a.

[0081] Although an output ratio of the LPF-with-threshold-value image increases as the
correlation amount increases, a filter strength of the LPF-with-threshold-value 813
decreases as the correlation amount increases as described above. That is, since the
sense of resolution can be maintained, the amount of compensation for resolution by a
synthesized image may be small.

[0082] When the correlation amount is set to 1.0, the weighting addition coefficient is

_11_



set to 0, and an LPF-with-threshold-value image is output at a rate of 100%. However,
as described above, when the correlation amount is 1.0, LPF processing with a threshold
value is not performed, and thus it is not necessary to compensate for the resolution with
a synthesized image. Further, when the LPF processing with a threshold value is not
performed, the synthesized image and the LPF-with-threshold-value image are the same
image as a result, and thus the synthesized image is output 100%.

[0083] In step S708, when the control unit 106 determines that weighting addition
processing has been performed for all pixels, the NR processing is terminated. When
the weighting addition processing has not been performed for all pixels, the processing
proceeds to step S709 to set a new pixel of interest, and then the processing of steps S706
and S707 is repeated.

[0084] In this manner, in the first embodiment, the smaller the number of plurality of
images, and the higher the amount of correlation between the plurality of images, the
lower a filter strength in a low-pass filter, and an output ratio of a synthesized image in
weighting addition means is decreased.

[0085] The detailed operations of the NR processing step S203 have been described so
far. When all of the operations are terminated, an output image 507 in Fig. 8 is generated.
In the above description, processing in units of pixels has been described, but processing
in units of blocks may be performed to reduce a calculation amount.

[0086] That is, block dividing means for dividing an image into blocks having a
predetermined size may be provided. In addition, the correlation amount calculation
unit 502, the synthesis unit 503, and the NR processing unit 506 as noise processing
means may perform processing in units of the blocks.

[0087] At that time, in order to suppress deterioration in image quality due to sudden
changes in various information (a correlation amount, a mixing ratio, an LPF strength-
with-threshold-value, a weighting addition coefficient) between adjacent blocks, it is
desirable to smooth and use various values between the adjacent blocks.

[0088] Note that an image which is input to the image processing device of the first
embodiment may be a RAW signal before development, a YUV signal after development
processing, or the like, and is not limited to a format, a color space, a signal bit length,
and the like.

[Second Embodiment]

[0089] In asecond embodiment, a filter size of the LPF-with-threshold-value 813 in Fig.
8 is changed depending on the number of input images and a correlation amount. In
addition, the processing of steps S702 and S703 in the processing flow of Fig. 7 is
changed.
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Control in the second embodiment will be described below in detail with
reference to Fig. 11.

[0090] Fig. 11A1s a diagram illustrating an example of a change in a filter size centered
on a pixel of interest in the second embodiment, and reference numeral 1101 denotes a
pixel of interest. Reference numeral 1102 denotes an example of a filter having a
relatively small size centered on the pixel of interest 1101, a noise reduction effect is
reduced, but a sense of resolution can be maintained. On the other hand, reference
numeral 1103 is an example of a filter having a relatively large size centered on the pixel
of interest 1101, a noise reduction effect is increased, but a sense of resolution is likely to
be lost.

[0091] Fig. 11B is a diagram illustrating an example of a relationship between a
correlation amount and a filter size. In the second embodiment, a filter size is controlled
based on a correlation amount and the number of input images in a relationship illustrated
inFig. 11B. The horizontal axis represents the amount of correlation between a standard
image and a reference image which is calculated by the correlation amount calculation
unit 502, and the vertical axis represents the degree of a filter size. Reference numeral
1111 denotes a characteristic when the number of input images is small, and reference
numeral 1112 denotes a characteristic when the number of input images is large.

[0092] For both the characteristics 1111 and 1112, when a correlation amount is large, a
mixing ratio is high, and thus it is not necessary to perform NR processing, and a filter
threshold value is set to O (that is, NR processing is not performed).

Note that a larger number of images are synthesized in a region in which a
correlation amount increases as the number of input images increases, and thus a signal
to noise difference (noise unevenness) between a region with a large correlation amount
and a region with a small correlation amount increases.

[0093] Consequently, in the second embodiment, a filter size is increased as a
correlation amount decreases, and thus noise unevenness can be reduced by setting a filter
size to become larger in the characteristic 1112 than in the characteristic 1111 even with
the same correlation amount.

[0094] That is, in the flowchart of Fig. 7, in step S702, a filter size is changed as
illustrated in Fig. 11 from a correlation amount and the number of input images, and a
threshold value during filtering is calculated. Thereby, noise unevenness corresponding
to a correlation amount can be suppressed. As described above, in the second
embodiment, a synthesized image with little noise unevenness can be obtained by
changing a filter size depending on a correlation amount and the number of input images.

[0095] While the present invention has been described with reference to exemplary
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embodiments, it is to be understood that the invention is not limited to the disclosed
exemplary embodiments. The scope of the following claims is to be accorded the
broadest interpretation to encompass all such modifications and equivalent structures and
functions.

[0096] In addition, as a part or the whole of the control according to the embodiments,
a computer program realizing the function of the embodiments described above may be
supplied to the image processing device through a network or various storage media.
Then, a computer (or a CPU, an MPU, or the like) of the image processing device may
be configured to read and execute the program. In such a case, the program and the
storage medium storing the program configure the present invention.

[0097] This application claims the benefit of Japanese Patent Application No. 2022-
071171, filed on April 22, 2022, which is hereby incorporated by reference herein in its

entirety.
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WHAT IS CLAIMED IS:

1. An image processing device comprising at least one processor or circuit
configured to function as:

an acquisition unit configured to acquire a plurality of images;

a calculation unit configured to calculate the amount of correlation between at
least two images of the plurality of images;

a synthesis unit configured to synthesize the plurality of images based on the
correlation amount to generate a synthesized image; and

a noise processing unit configured to reduce noise in the synthesized image based

on the number of plurality of images and the correlation amount.

2. The image processing device according to claim 1, further comprising:

a block division unit configured to divide the image into blocks having a
predetermined size,

wherein the calculation unit, the synthesis unit, and the noise processing unit

perform processing in units of the blocks.

3. The image processing device according to claim 1, wherein the noise
processing unit includes

a low-pass filter that smooths the synthesized image, and

a weighting addition unit configured to perform weighting addition of the

synthesized image and an output of the low-pass filter at a predetermined ratio.

4. The image processing device according to claim 3, wherein the noise
processing unit increases a filter size of the low-pass filter as the amount of correlation

between the plurality of images decreases.

5. The image processing device according to claim 3, wherein the noise
processing unit increases a filter size of the low-pass filter as the number of plurality of

images increases.

6. The image processing device according to claim 3, wherein the low-
pass filter performs filtering with pixels in which a difference between a pixel of interest
and each pixel within a predetermined filter size is within a predetermined filter threshold

value.
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7. The image processing device according to claim 6, wherein the noise
processing unit increases the filter threshold value in the low-pass filter as the number of

plurality of images increases.

8. The image processing device according to claim 6, wherein the noise
processing unit further increases the filter threshold value in the low-pass filter as the

amount of correlation between the plurality of images decreases.

9. The image processing device according to claim 3, wherein the noise
processing unit performs control so that an output ratio of the synthesized image in the
weighting addition unit becomes higher as the amount of correlation between the plurality

of images decreases.

10. The image processing device according to claim 8, wherein the noise
processing unit decreases a filter strength in the low-pass filter and decreases an output
ratio of the synthesized image in the weighting addition unit as the number of plurality of

images decreases or as the amount of correlation between the plurality of images increases.

11. An image processing method comprising:

acquiring a plurality of images;

calculating the amount of correlation between at least two images of the plurality
of images;

synthesizing the plurality of images based on the correlation amount to generate
a synthesized image; and

reducing noise in the synthesized image based on the number of plurality of

images and the correlation amount.

12. A non-transitory computer-readable storage medium configured to store
a computer program comprising instructions for executing following processes:

acquiring a plurality of images;

calculating the amount of correlation between at least two images of the plurality
of images;

synthesizing the plurality of images based on the correlation amount to generate
a synthesized image; and

reducing noise in the synthesized image based on the number of plurality of
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images and the correlation amount.
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