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MULT-DIMIENSIONAL TRANSFORM FOR 
DISTRIBUTED MEMORY NETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of, and claims 
priority from, commonly-owned, co-pending U.S. patent 
application Ser. No. 10/887,026, filed on Jul. 8, 2004, which 
is incorporated by reference herein. 

STATEMENT REGARDING FEDERALLY 
SPONSORED-RESEARCHOR DEVELOPMENT 

0002. None. 

INCORPORATION BY REFERENCE OF 
MATERIAL SUBMITTED ON A COMPACT DISC 

0003. None. 

FIELD OF THE INVENTION 

0004. The invention disclosed broadly relates to the field 
of numerical algorithms and more particularly relates to the 
field of computing numerical algorithms in a distributed com 
puting environment. 

BACKGROUND OF THE INVENTION 

0005. Three-dimensional Fast Fourier Transforms (FFTs) 
are critical to a number of numerical algorithms, in particular 
for the group of methods that are used in N-body simulations 
of systems with electrostatic forces, termed “Particle-Mesh' 
or “Particle-Particle-Particle-Mesh'. As multidimensional 
FFTs are computationally intensive problems, they are often 
calculated on large, massively parallel networks, such as in a 
distributed computing environment. The implementation of a 
FFT on a network having a distributed memory, however, 
raises certain problems. A distributed computing network 
requires communication of instructions and data between 
nodes, which is computationally costly and time-consuming. 
Also, a network having a distributed memory requires man 
agement of memory access across the distributed memory. 
Further, the computation of a FFT on a network having a 
distributed memory requires appropriate distribution of the 
work associated with calculating the FFT among the multiple 
nodes comprising the network. 
0006. One approach to this problem is the “slab decom 
position which allows scaling (or distribution of work) among 
N nodes for a three dimensional N. times.N.times.N matrix of 
input data. This approach, however, does not allow for further, 
more extensive scaling among additional nodes. Therefore, a 
need exists to overcome the problems with the prior art as 
discussed above, and particularly for a way to make the com 
putation of a FFT on a distributed memory network more 
efficient. 

SUMMARY OF THE INVENTION 

0007 Briefly, according to an embodiment of the present 
invention, a method for performing a transpose of a multidi 
mensional matrix in a distributed memory network is dis 
closed. The method includes storing a multidimensional 
matrix of side Nina distributed memory network comprising 
a plurality of nodes and distributing work associated with a 
calculation of a transpose of the matrix among N2 of the 

Oct. 7, 2010 

plurality of nodes. The method further includes receiving 
results of the calculation of the transpose of the matrix by the 
nodes. 
0008 Also disclosed is an information processing system 
for performing a transpose of a multidimensional matrix in a 
distributed memory network. The information processing 
system includes a processor configured for storing a multidi 
mensional matrix of side N in a distributed memory network 
comprising a plurality of nodes. The information processing 
system further includes a transmitter for distributing work 
associated with a calculation of a transpose of the matrix 
among N.sup.2 of the plurality of nodes. The information 
processing system further includes a receiver for receiving 
results of the calculation of the transpose of the matrix by the 
nodes. 
0009. In another embodiment of the present invention, the 
information processing system includes a plurality of nodes 
including distributed memory for storing a multidimensional 
matrix of side Nanda control node configured for distributing 
to N.sup.2 of the plurality of nodes work associated with a 
calculation of a transpose of the matrix. The information 
processing system further includes a communications net 
work for relaying results of the calculation of the transpose of 
the matrix by the nodes. 
0010. The method can also be implemented as machine 
executable instructions executed by a programmable infor 
mation processing system or as hard coded logic in a special 
ized computing apparatus Such as an application-specific 
integrated circuit (ASIC). Thus, also disclosed is a computer 
readable medium including computer instructions for storing 
a multidimensional matrix of side N in a distributed memory 
network comprising a plurality of nodes. The computer read 
able medium further includes instructions for distributing 
work associated with a calculation of a transpose of the matrix 
among N. Sup.2 of the plurality of nodes. The computer read 
able medium further includes instructions for receiving 
results of the calculation of the transpose of the matrix by the 
nodes. 
0011. The foregoing and other features and advantages of 
the present invention will be apparent from the following 
more particular description of the preferred embodiments of 
the invention, as illustrated in the accompanying drawings. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0012. The subject matter, which is regarded as the inven 
tion, is particularly pointed out and distinctly claimed in the 
claims at the conclusion of the specification. The foregoing 
and other features and also the advantages of the invention 
will be apparent from the following detailed description taken 
in conjunction with the accompanying drawings. Addition 
ally, the left-most digit of a reference number identifies the 
drawing in which the reference number first appears. 
0013 FIG. 1 is an illustration showing a mapping between 
an FFT mesh and a processor mesh in one embodiment of the 
present invention. 
0014 FIG. 2 is a flowchart showing the control flow of the 
process of one embodiment of the present invention. 
0015 FIG. 3 is a diagram showing dataflow and candidate 
partitioning keys for the computations of a convolution of one 
embodiment of the present invention. 
0016 FIG. 4 is a graph showing a comparison between 
approaches to the computation of the present invention on a 
distributed memory network. 
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0017 FIG. 5 is a graph showing a comparison between 
hardware used for the computation of the present invention. 
0018 FIG. 6 is another graph showing a comparison 
between hardware used for the computation of the present 
invention. 
0019 FIG. 7 is a high level block diagram showing the 
network architecture of a distributed network for implement 
ing one embodiment of the present invention. 
0020 FIG. 8 is a high level block diagram showing an 
information processing system useful for implementing one 
embodiment of the present invention. 
0021 While the invention as claimed can be modified into 
alternative forms, specific embodiments thereofare shown by 
way of example in the drawings and will herein be described 
in detail. It should be understood, however, that the drawings 
and detailed description thereto are not intended to limit the 
invention to the particular form disclosed, but on the contrary, 
the intention is to cover all modifications, equivalents and 
alternatives falling within the scope of the present invention. 

DETAILED DESCRIPTION 

0022 FIG. 7 is a high level block diagram showing the 
network architecture of a distributed network for implement 
ing one embodiment of the present invention. FIG. 7 shows a 
control node 702 and other, worker, nodes 704 through 705 
connected to a network 706. It should be noted that although 
FIG.7 shows only nodes 704 and 705, the system architecture 
of the present invention allows for any number of nodes 
connected to the network 706. The control node 702, which is 
described in greater detail below, exhibits control over the 
nodes 704 through 705 by distributing work associated with 
computations and other tasks. This process is described in 
greater detail with reference to FIG. 2 below. Briefly, the 
control node 702 assigns data points to the nodes 704 through 
705 for calculation of a transpose numerical algorithm and in 
response the control node 702 receives the results of the 
calculation from the nodes 704 through 705. Note that the 
control node 702 is depicted as a single, standalone, node or 
computer but can exist in a distributed fashion, operating in a 
distributed computing paradigm. 
0023 FIG. 7 further shows memory 714 connected to 
node 704 and memory 715 connected to node 715. Note that 
the network of FIG. 7 is a distributed memory network 
wherein there is no direct memory access between nodes. In 
this paradigm, information stored in distributed memory, 
such as memory 714 and memory 715, must be exchanged via 
the use of messages or other information exchange processes 
in order to be available to other nodes. 
0024. In an embodiment of the present invention, the com 
puter systems of the control node 702 and the nodes 704 
through 705 are one or more Personal Computers (PCs) (e.g., 
IBM or compatible PC workstations running the Microsoft 
Windows operating system, Macintosh computers running 
the Mac OS operating system, LINUX work stations, or 
equivalent), Personal Digital Assistants (PDAs), hand held 
computers, palm top computers, Smart phones, game con 
soles or any other information processing devices. In another 
embodiment, the computer systems of the control node 702 
and the nodes 704 through 705 are a server system (e.g., SUN 
Ultra workstations running the SunOS operating system, 
UNIX Work Stations or IBM RS/6000 workstations and Serv 
ers running the AIX operating system). The computer sys 
tems of the control node 702 and the nodes 704 through 705 
are described in greater detail below with reference to FIG.8. 
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0025. In an embodiment of the present invention, the net 
work 706 is a circuit switched network, such as the Public 
Service Telephone Network (PSTN). In another embodiment, 
the network 706 is a packet switched network. The packet 
switched network is a wide area network (WAN), such as the 
global Internet, a private WAN, a telecommunications net 
work or any combination of the above-mentioned networks. 
In yet another embodiment, the network 706 is a wired net 
work, a wireless network, a broadcast network or a point-to 
point network. 
0026 FIG. 2 is a flowchart showing the control flow of the 
process of one embodiment of the present invention. The 
flowchart of FIG. 2 outlines the steps followed in performing 
a distributed three-dimensional FFT using the method of the 
present invention. In the first step, it assumed that the data to 
be transformed (the N*NXN FFT mesh points) are distrib 
uted in a natural “volume decomposition” over the (P, PxP. 
physical or virtual) three-dimensional processor mesh so that 
every processor node has a subset () of FFT mesh points 
representing a Sub-volume. An example of such a mapping is 
defined by the following expression for the processor node 
coordinates in terms of the FFT node coordinates: 

(0027 where n=N/P, 
0028. In the second step, messages are exchanged along 
one axis (the example given here has messages sent along the 
Z-axis) to achieve the Phase I distribution of mesh points over 
processor nodes which allows the independent computation 
of the one-dimensional FFTs along the Z-axis: 

0029. In the third step, the one-dimensional transforms 
along the Z-axis are computer (no inter-node communication 
is required during this step). In the fourth step, messages are 
exchanged between nodes in the same plane of processors 
(the y-Z plane for the example target distribution given here): 

dest - p = 

dest - o, + n (k - n-Lk f n-J)Py py" = | title indir. 
| + n, ok.)P, 

firiz 

dest k p f 

0030. In the fifth step, the one-dimensional transforms 
along the y-axis are computed (no inter-node communication 
is required during this step). In the sixth step, messages are 
exchanged between nodes in the same place of processors 
(the x-y plane for the example target distribution given here): 
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dest - p = l, 

dest - o, + n(k - n-Lk f n-J)Py 
p; = 

| + n, ok.)P, 
firiz 

k dest & p 

0031. In the seventh step, the one-dimensional transforms 
along the X-axis are computed (no inter-node communication 
is required during this step). In the eighth and final step for a 
0032 standalone three-dimensional FFT, messages are 
exchanged along the X-axis to return to a Volume decompo 
sition, except now the mesh volume being distributed over 
processor nodes is in reciprocal space (k-space) so that map 
ping of FFT mesh to processor node mesh is given by: 

0033. One should note that the correct result for the three 
dimensional FFT can be obtained using any order for the 
Successive one-dimensional transforms. Although the order 
Z-y-X was used here, any permutation of x, y, and Z is permis 
sible and it is straightforward to write down the distributions 
corresponding to the phases required for these alternative 
permutations. Also, the inverse three-dimensional FFT can be 
computed using the same set of distributions for each phase, 
but applying the inverse one-dimensional transform at the 
appropriate points instead of the forward transform. 
0034. The present invention describes an implementation 
of a distributed three-dimensional FFT that allows scalability 
beyond that obtainable with previous approaches, such as 
typical "slab decomposition approaches. This implementa 
tion starts with a Volumetric decomposition of the data across 
the 3-dimensional processor mesh. To evaluate sin N*N*N 
FFT, the “row-column method is used to decompose the 
problem into successive evaluations of N one-dimensional 
FFTs along each axis. Without parallelizing the evaluation of 
the individual 1-D FFTs, the concurrency inherent in the 
computational phase for this method allows scaling to N’ 
nodes. The proposed implementation uses the high perfor 
mance torus interconnect, an efficient distribution scheme 
across processors, and strided accesses through local memory 
to carry out the distributed transposes efficiently. The pro 
posed implementation works efficiently on other high perfor 
mance network topologies. 
0035 Consider the d-dimensional array Ox of dimensions 
No *Nixfy ... *Nd-i where X=(xq, X,X2,..., Xd-i), XiG 
Zm-The Fourier transform a consisting of a d-dimen 
sional array of No NN2 ... Nd. numbers where k=(ko, k, 
k,2,... kd-i), k, C Zm is defined by: 

1 No. 1 N- 4–1 d-1 (1) 
a = -- (i. exp(27ttxiki f N) wn X. X. X. i 

x0-0 x 1-0 xd-1-0 

i-S exp(27ttokof No) No , , 
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-continued 
W 1 
X. exp(27ttyk (N1) ... 

VN, , 
1 Nd-1 

VN 2. exp(27ttxd-1kd-1 f Nd-1)ay 

= f', f, ... f(a) 

0036. For the target scientific application, system sizes are 
such that mesh dimensions of 64 or 128 are most common. 
For small node count systems, a "slab decomposition of the 
FFT onto an array of processors is most efficient. However, 
this would only allow mapping of the FFT onto partitions 
with at most 64 or 128 nodes. In principle, there is plenty of 
work to distribute over a much larger number of nodes since 
there are 3*N ID FFTs to be computed overall. 
0037 Assuming that the individual ID FFTs are not to be 
parallelized, each stage in the 3D FFT requires N ID FFT 
computations. 
0038 FIG. 3 is a diagram showing dataflow and candidate 
partitioning keys for the computations of a convolution of one 
embodiment of the present invention. A convolution can be 
carried out quickly by the use of transform methods of the 
present invention. In the case illustrated here, first a forward 
three-dimensional FFT is performed, then the transformed 
charge distribution is multiplied by the kernel function and 
then an inverse three-dimensional FFT is performed. When 
doing a convolution it is possible to eliminate a communica 
tion step on either side of the kernel evaluation because 
returning to a "neat Volume decomposition on the processor 
nodes is not necessary to the kernel evaluation/multiplication 
step. 
0039. The variables used as input to a “hashing function 
that maps mesh points onto processor nodes are shown with a 
line above them. The distributions described here represent 
one possible set of Such hashing functions. 
0040. For a machine with three dimensional torus/mesh 
interconnect, it is natural to use a Volume decomposition to 
map the 3D mesh domain onto the machine. Assuming that 
the domain mesh dimensions are NoN/xN2 and that the 
machine partition size is P=Po'PiP2 then each node will 
have responsibility for (N(/Pd) (Ni/P)'(N2/P2) mesh points 
as shown in FIG. 1. 
0041 FIG. 1 is an illustration showing a mapping between 
an FFT mesh and a processor mesh in one embodiment of the 
present invention. The FFT mesh is mapped onto the proces 
sor mesh in volume decomposition. In this figure, the FFT 
mesh is 8x8x8 while the processor mesh is 4x4. In this case, 
each node in the processor mesh has 8 FFT mesh points, 
representing one 64th of the total volume of the system. The 
thin lines indicate the “boundaries' between FFT mesh points 
while the heavier lines indicate the “boundaries' between 
processors (nodes). 
0042. During each phase of the 3DFFT outlined in FIG.2, 
communication occurs along rows of nodes or within a plane 
of nodes. The process during the first phase, is defined as: 
0043. Each node in the row sends P-1 messages to the 
other nodes in the row. Each message contains (N/P)x(N/ 
P.)x(N/P)x(1/P)xsizeof complex) bytes. 
0044). Each node carries out (N/P) (Ni/Pk)(1/Pi) one 
dimensional FFTs on local data. 
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0045. Each node in the row sends Pi-\ messages to the 
other nodes in the row. Each message contains (N/P)x(N/ 
P.)x(N/P)x(1/P)xsizeof complex) bytes. 
0046 For example, a 512 node partition (8x8x8) working 
on a 128x128x128 mesh implies a total data volume leaving 
or entering each node of 

0047. For the case where is real, the transformed data 
have additional symmetries that can be used to save compu 
tations and/or space. For convenience, we will write: 

a(ko, k1, ..., k, x-1, x1,2,..., x4-1 = a(k, v) = 

= f(, of , . . . f(a) 

0048 If a R then af-a, which implies that: 
(i(R.)*=d(-R.) 

0049. The sequence of distribution and operations for the 
forward part of a 3D-FFT intended for use in convolution 
looks like this: 

FFT(g) FFT(y) FFT(x) (2) 
(x, y, z)- (x, y) - (x, k.) -> (ky, k.) 

0050. At the beginning of the first phase, the mesh points 
are distributed in a Volume decomposition on the processor 
mesh so that N,N,N mesh points are distributed over 
PxPyxP processors. Each processor will contain {N/P)x 
(Ny/P)'(NP)-n,xn,xn mesh points, where n=N/P. For 
convenience, we will define the relative coordinate of a mesh 
point within a processor as: 

Öx=x-x/n, Jn. (3) 

öy=y-Ly/nn, (4) 

Öz=z-Z/nn. (5) 

I0051) and the processor coordinate (p, p, p.) for mesh 
coordinate (x, y, z) is: 

0052 where the floor function X is the greatest integer 
less than or equal to X, Xe Z, ye Z, and Ze Z. 
0053. During the first phase, all of the meshpoints corre 
sponding to a particular pair of X and y coordinates must be 
mapped to the same processor so that the one-dimensional 
FFT can be performed along the Z-coordinate. One mapping 
of (x,y) to the processor requires only communications along 
the z-direction so that 

0054. This mapping attempts to keep ranges of y values 
together because the next phase involves one-dimensional 
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FFTs along the y-coordinate. We would also like to be able to 
calculate what range of SX and dy is sent to a particular node 
p. Let us define the offset 

o, = , (11) 
Öy = Aya mod ny (12) 

and 

pies = Ayr P. 
& nny J 

desi 0055 Given this expression for p“', we can say that 

Aya P. 
nny 

dest 

and 

Ayr P. 
nny 

pf - 1 > 

implying that 

nn pg. s Ayr < nn (p + 1) (13) 
— 

I0056. One can write the expression for the range of A in 
the following form: 

dest dest naily P. nny (p" + 1) (14) A. e."f", "Ertl 
I0057. The actualxandy offsets can be calculated from A. 
using the expressions: 

o, = , (15) 
Öy = Ayr mod ny (16) 

0.058 At the beginning of this phase, the values corre 
sponding to the full range of Z values have been transformed 
into values corresponding to a range of k values. If we were 
trying to be “neat, we might want to transform the distribu 
tion of mesh points so that the data defined over the mesh (x, 
y, k) were distributed in a volume decomposition over the 
processor mesh so that: 

0059. However, we need to then map all mesh points with 
same X and k values to the same node so that the one 
dimensional FFTs along the y-coordinate can be performed. 
An example of a mapping appropriate for this end that 
involves communication along they and 
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p" = (17) 
dest o, + n, (k. - n.Lk. In-J)P, (18) pe-1 is?u?. 

|. to: 
(19) 

where Ök E k - in Lk f n. 

0060. This mapping attempts to keep ranges of X values 
together because the next and final phase involves one-dimen 
sional FFTs along the x-coordinate. 
0061 
0062 A=öx+n,ök and write down an expression for the 
range of A analogous to Equation 14: 

We can define 

0063. At the beginning of this phase our mesh points are 
distributed over (X, k, k) and the mapping to the processors 
has all mesh points corresponding to particular values of X 
and k mapped to the same processor. By analogy with the 
expressions for Phase II and in order to keep ranges of k, 
values together because of the order of transforms required 
for the inverse 3D-FFT to follow, we write an expression for 
a possible mapping to processors: 

(oky + nyok-)P 
p = - nyn. 

0064 One implementation of the present invention used a 
512 node system as a test platform. The results of this imple 
mentation and a comparison with a previous approach are 
shown in FIG. 4. FIG. 4 is a graph showing a comparison 
between approaches to the computation of the present inven 
tion on a distributed memory network. This implementation 
uses a non-mesh/torus interconnect topology. The execution 
times for a 128x128x128 FFT are plotted as a function of 
node/task count (the results from an early implementation of 
the method disclosed here are shown as diamonds while the 
results from the FFTW library routine are shown as crosses). 
Note that while FFTW's “slab decomposition flattens out at 
high node counts, the volumetric FFT continues to increase in 
speed through 512 nodes. 
0065 FIG. 5 is a graph showing a comparison between 
hardware used for the computation of the present invention. 
Measured speedups on differing types of hardware are shown 
in FIG. 5. The speedup is computed as the ratio of the execu 
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tion time using a single node to execution time using p nodes/ 
tasks. Ideal behavior would be linear speedup. 
0.066 FIG. 6 is another graph showing a comparison 
between hardware used for the computation of the present 
invention. FIG. 6 shows the performance achieved thus far 
using a variety of one-dimensional FFT building blocks. 
Measured execution times on differing types of hardware are 
shown in FIG. 6. Estimates of the limits to performance for 
this method using hardware design parameters are shown as 
well. 

0067. The present invention can be realized in hardware, 
Software, or a combination of hardware and Software. A sys 
tem according to a preferred embodiment of the present 
invention can be realized in a centralized fashion in one 
computer system, or in a distributed fashion where different 
elements are spread across several interconnected computer 
systems. Any kind of computer system—or other apparatus 
adapted for carrying out the methods described herein is 
suited. A typical combination of hardware and software could 
be a general-purpose computer system with a computer pro 
gram that, when being loaded and executed, controls the 
computer system such that it carries out the methods 
described herein. 
0068 An embodiment of the present invention can also be 
embedded in a computer program product, which comprises 
all the features enabling the implementation of the methods 
described herein, and which when loaded in a computer 
system is able to carry out these methods. Computer pro 
gram means or computer program in the present context mean 
any expression, in any language, code or notation, of a set of 
instructions intended to cause a system having an information 
processing capability to perform a particular function either 
directly or after either or both of the following: a) conversion 
to another language, code or, notation; and b) reproduction in 
a different material form. 
0069. A computer system may include, inter alia, one or 
more computers and at least a computer readable medium, 
allowing a computer system, to read data, instructions, mes 
sages or message packets, and other computer readable infor 
mation from the computer readable medium. The computer 
readable medium may include non-volatile memory. Such as 
ROM, Flash memory, Disk drive memory, CD-ROM, and 
other permanent storage. Additionally, a computer readable 
medium may include, for example, Volatile storage Such as 
RAM, buffers, cache memory, and network circuits. Further 
more, the computer readable medium may comprise com 
puter readable information in a transitory state medium Such 
as a network link and/or a network interface, including a 
wired network or a wireless network, that allow a computer 
system to read such computer readable information. 
0070 FIG. 8 is a high level block diagram showing an 
information processing system useful for implementing one 
embodiment of the present invention. The computer system 
includes one or more processors, such as processor 804. The 
processor 804 is connected to a communication infrastructure 
802 (e.g., a communications bus, cross-over bar, or network). 
Various software embodiments are described in terms of this 
exemplary computer system. After reading this description, it 
will become apparent to a person of ordinary skill in the 
relevant art(s) how to implement the invention using other 
computer systems and/or computer architectures. 
0071. The computer system can include a display interface 
808 that forwards graphics, text, and other data from the 
communication infrastructure 802 (or from a frame buffer not 
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shown) for display on the display unit 810. The computer 
system also includes a main memory 806, preferably random 
access memory (RAM), and may also include a secondary 
memory 812. The secondary memory 812 may include, for 
example, a hard disk drive 814 and/or a removable storage 
drive 816, representing a floppy disk drive, a magnetic tape 
drive, an optical disk drive, etc. The removable storage drive 
816 reads from and/or writes to a removable storage unit 818 
in a manner well known to those having ordinary skill in the 
art. Removable storage unit 818, represents a floppy disk, a 
compact disc, magnetic tape, optical disk, etc. which is read 
by and written to by removable storage drive 816. As will be 
appreciated, the removable storage unit 818 includes a com 
puter readable medium having Stored therein computer soft 
ware and/or data. 
0072. In alternative embodiments, the secondary memory 
812 may include other similar means for allowing computer 
programs or other instructions to be loaded into the computer 
system. 
0073. Such means may include, for example, a removable 
storage unit 822 and an interface 820. Examples of such may 
include a program cartridge and cartridge interface (such as 
that found in video game devices), a removable memory chip 
(such as an EPROM, or PROM) and associated socket, and 
other removable storage units 822 and interfaces 820 which 
allow software and data to be transferred from the removable 
storage unit 822 to the computer system. 
0074 The computer system may also include a communi 
cations interface 824. Communications interface 824 allows 
software and data to be transferred between the computer 
system and external devices. Examples of communications 
interface 824 may include a modem, a network interface 
(such as an Ethernet card), a communications port, a PCM 
CIA slot and card, etc. Software and data transferred via 
communications interface 824 are in the form of signals 
which may be, for example, electronic, electromagnetic, opti 
cal, or other signals capable of being received by communi 
cations interface 824. These signals are provided to commu 
nications interface 824 via a communications path (i.e., 
channel) 826. This channel 826 carries signals and may be 
implemented using wire or cable, fiber optics, a phone line, a 
cellular phone link, an RF link, and/or other communications 
channels. 

0075. In this document, the terms “computer program 
medium.” “computer usable medium, and “computer read 
able medium' are used to generally refer to media Such as 
main memory 806 and secondary memory 812, removable 
storage drive 816, a hard disk installed in hard disk drive 814, 
and signals. These computer program products are means for 
providing Software to the computer system. The computer 
readable medium allows the computer system to read data, 
instructions, messages or message packets, and other com 
puter readable information from the computer readable 
medium. The computer readable medium, for example, may 
include nonvolatile memory, such as a floppy disk, ROM, 
flash memory, disk drive memory, a CD-ROM, and other 
permanent storage. It is useful, for example, for transporting 
information, Such as data and computer instructions, between 
computer systems. Furthermore, the computer readable 
medium may comprise computer readable information in a 
transitory state medium Such as a network link and/or a net 
work interface, including a wired network or a wireless net 
work, that allow a computer to read Such computer readable 
information. 
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0076 Computer programs (also called computer control 
logic) are stored in main memory 806 and/or secondary 
memory 812. Computer programs may also be received via 
communications interface 824. Such computer programs, 
when executed, enable the computer system to perform the 
features of the present invention as discussed herein. In par 
ticular, the computer programs, when executed, enable the 
processor 804 to perform the features of the computer system. 
Accordingly, such computer programs represent controllers 
of the computer system. 
0077 Although specific embodiments of the invention 
have been disclosed, those having ordinary skill in the art will 
understand that changes can be made to the specific embodi 
ments without departing from the spirit and scope of the 
invention. The scope of the invention is not to be restricted, 
therefore, to the specific embodiments. Furthermore, it is 
intended that the appended claims cover any and all Such 
applications, modifications, and embodiments within the 
Scope of the present invention. 

1. A computer readable storage medium comprising com 
puter readable program instructions for: 

storing a three-dimensional NxNxN matrix in a distributed 
memory network comprising a plurality of nodes, where 
there exists a mapping of the nodes onto the three-di 
mensional array of dimension PxPxP such that every 
node can be assigned a coordinate (px, py, pZ); 

using a control node for distributing work associated with 
a calculation of a transform of the three-dimensional 
matrix among N of the plurality of nodes; 

wherein distributing the work comprises: 
allocating to each node points in the matrix correspond 

ing to a specific set of x, y values, wherein a point (X, 
y, z) in the matrix is assigned to the node coordinates 
(px, py, pz) according to the mapping selected from: 

the mapping where pX floor(X/nX), py-floor(y/ny), 
pz-floor((dy+ny dx)PZ/(nx ny)); and 

the mapping where pX and py are the same, but pZ floor 
((dx+nx dy)PZ/(nx ny)); where nx is defined as NX/Px, 
dX is defined as X-floor(X/nX) nX and similarly for ny, 
dy and nz, dz and floor(X) is defined as the greatest 
integer less than or equal to X; and 

receiving results of the calculation of the transform of the 
matrix by the nodes. 

2. The computer readable storage medium of claim 1 
wherein the program instructions further use the control node 
for distributing the work by performing a notational exchange 
ofy and Z. 

3. The computer readable storage medium of claim 1 
wherein the program instructions further use the control node 
for distributing the work by performing a notational exchange 
of X and Z. 

4. The computer readable storage medium of claim 1 
wherein the program instructions further use the control node 
for distributing the work associated with a calculation of a fast 
Fourier transform of the matrix among N of the plurality of 
the nodes. 

5. The computer readable storage medium of claim 4, 
wherein the control node further allocates to each node points 
in the matrix corresponding to a specific set of X, Z values. 

6. The computer readable storage medium of claim 4. 
wherein the control node allocates to each node points in the 
matrix corresponding to a specific set of y, Z values. 




