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SYSTEMS AND METHODS FOR CLONING
FIRMWARE UPDATES FROM EXISTING
CLUSTER FOR CLUSTER EXPANSION

TECHNICAL FIELD

The present disclosure relates in general to information
handling systems, and more particularly to methods and
systems for cloning firmware updates from an existing
cluster of information handling systems for cluster expan-
sion.

BACKGROUND

As the value and use of information continues to increase,
individuals and businesses seek additional ways to process
and store information. One option available to users is
information handling systems. An information handling
system generally processes, compiles, stores, and/or com-
municates information or data for business, personal, or
other purposes thereby allowing users to take advantage of
the value of the information. Because technology and infor-
mation handling needs and requirements vary between dif-
ferent users or applications, information handling systems
may also vary regarding what information is handled, how
the information is handled, how much information is pro-
cessed, stored, or communicated, and how quickly and
efficiently the information may be processed, stored, or
communicated. The variations in information handling sys-
tems allow for information handling systems to be general or
configured for a specific user or specific use such as financial
transaction processing, airline reservations, enterprise data
storage, or global communications. In addition, information
handling systems may include a variety of hardware and
software components that may be configured to process,
store, and communicate information and may include one or
more computer systems, data storage systems, and network-
ing systems.

In an environment of multiple information handling sys-
tems, which may be referred to as a “cluster,” maintaining
homogeneity (in terms of both hardware configuration and
firmware components) among information handling systems
(which may be referred as a “nodes”) in the cluster is often
recommended to maintain stability, performance, and resil-
iency of the cluster.

For firmware and components of a basic input/output
system (BIOS), administrators of clusters may create an
approved baseline (e.g., catalog) for each cluster and update
all nodes with the baseline. During cluster expansion, an
administrator may use the same baseline to updated new
nodes to maintain homogeneity of the cluster.

However, existing approaches for applying a baseline to
new nodes have numerous disadvantages. For example, an
administrator may tune firmware updates based on their
workload needs. Thus, the administrator may only choose
firmware components relevant to the workload needs even
though a catalog may suggest installation of all firmware
components. In addition, in enterprises including many
clusters outside of a datacenter (e.g., many factories, manu-
facturing hubs, edge locations, etc.), administrators often
prefer to use the latest online catalogs of firmware while
creating a cluster, and maintaining a local firmware baseline
for each cluster may be costly.

When expanding a cluster to add new nodes, administra-
tors often prefer not to disturb the working cluster, but bring
the new nodes on par with the existing nodes to maintain
homogeneous firmware versions. However, such is not pos-
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sible with existing approaches, as the existing nodes may be
out of sync with an online baseline. Often, either the online
baseline may be too old or the current cluster is not in
compliance with an online catalog. Thus, using existing
approaches, an administrator may be forced to take the
existing cluster offline for maintenance to perform updates
before adding the new nodes.

SUMMARY

In accordance with the teachings of the present disclosure,
the disadvantages and problems associated with cluster
expansion may be reduced or eliminated.

In accordance with embodiments of the present disclo-
sure, an information handling system may include a proces-
sor and a management controller communicatively coupled
to the processor and configured to perform out-of-band
management of the information handling system, the man-
agement controller further configured to, in response to a
request from a management utility remote from the infor-
mation handling system to create a firmware image for an
item of firmware for a cluster comprising the information
handling system retrieve a firmware update package, store
the firmware update package in a repository integral to the
management controller, and communicate a uniform
resource locator to the management utility setting forth a
path of the firmware update package within the repository,
such that the management utility may later use the uniform
resource locator to perform a firmware update for another
information handling system of the cluster.

In accordance with these and other embodiments of the
present disclosure, a method may include, in response to a
request from a management utility remote from the infor-
mation handling system to a management controller config-
ured to perform out-of-band management of an information
handling system, to create a firmware image for an item of
firmware for a cluster comprising the information handling
system: retrieving, by the management controller, a firm-
ware update package; storing, by the management control-
ler, the firmware update package in a repository integral to
the management controller; and communicating, by the
management controller, a uniform resource locator to the
management utility setting forth a path of the firmware
update package within the repository, such that the manage-
ment utility may later use the uniform resource locator to
perform a firmware update for another information handling
system of the cluster.

In accordance with these and other embodiments of the
present disclosure, an article of manufacture may include a
non-transitory computer-readable medium and computer-
executable instructions carried on the computer-readable
medium, the instructions readable by the processor, the
instructions, when read and executed, for causing the pro-
cessor to, by a management controller configured to perform
out-of-band management of an information handling sys-
tem, in response to a request from a management utility
remote from the information handling system to the man-
agement controller to create a firmware image for an item of
firmware for a cluster comprising the information handling
system: retrieve a firmware update package; store the firm-
ware update package in a repository integral to the manage-
ment controller; and communicate a uniform resource loca-
tor to the management utility setting forth a path of the
firmware update package within the repository, such that the
management utility may later use the uniform resource
locator to perform a firmware update for another information
handling system of the cluster.
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Technical advantages of the present disclosure may be
readily apparent to one skilled in the art from the figures,
description and claims included herein. The objects and
advantages of the embodiments will be realized and
achieved at least by the elements, features, and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are
examples and explanatory and are not restrictive of the
claims set forth in this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the present embodi-
ments and advantages thereof may be acquired by referring
to the following description taken in conjunction with the
accompanying drawings, in which like reference numbers
indicate like features, and wherein:

FIG. 1 illustrates a block diagram of an example system
for cloning firmware updates from an existing cluster for
cluster expansion, in accordance with embodiments of the
present disclosure;

FIG. 2 illustrates a flowchart of an example method for
cloning firmware updates from a node of a cluster, in
accordance with embodiments of the present disclosure;

FIG. 3 illustrates a flowchart of an example method for
cloning firmware updates from a management controller of
a node of a cluster, in accordance with embodiments of the
present disclosure;

FIG. 4 illustrates a flowchart of an example method for
cloning firmware updates using a management controller of
a node of a cluster for a Unified Extensible Firmware
Interface (UEFI)-compliant device, in accordance with
embodiments of the present disclosure;

FIG. 5 illustrates a flowchart of an example method for
cloning firmware updates using a management controller of
a node of a cluster for a Platform Level Data Model
(PLDM)-compliant device, in accordance with embodi-
ments of the present disclosure; and

FIG. 6 illustrates a flowchart of an example method for
cloning firmware updates using a management controller of
a node of a cluster when firmware packages cannot be
retrieved from the node, in accordance with embodiments of
the present disclosure.

DETAILED DESCRIPTION

Preferred embodiments and their advantages are best
understood by reference to FIGS. 1 through 6, wherein like
numbers are used to indicate like and corresponding parts.

For the purposes of this disclosure, an information han-
dling system may include any instrumentality or aggregate
of instrumentalities operable to compute, classitfy, process,
transmit, receive, retrieve, originate, switch, store, display,
manifest, detect, record, reproduce, handle, or utilize any
form of information, intelligence, or data for business,
scientific, control, entertainment, or other purposes. For
example, an information handling system may be a personal
computer, a personal digital assistant (PDA), a consumer
electronic device, a network storage device, or any other
suitable device and may vary in size, shape, performance,
functionality, and price. The information handling system
may include memory, one or more processing resources such
as a central processing unit (“CPU”) or hardware or software
control logic. Additional components of the information
handling system may include one or more storage devices,
one or more communications ports for communicating with
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external devices as well as various input/output (“I1/O0”)
devices, such as a keyboard, a mouse, and a video display.
The information handling system may also include one or
more buses operable to transmit communication between the
various hardware components.

For the purposes of this disclosure, computer-readable
media may include any instrumentality or aggregation of
instrumentalities that may retain data and/or instructions for
a period of time. Computer-readable media may include,
without limitation, storage media such as a direct access
storage device (e.g., a hard disk drive or floppy disk), a
sequential access storage device (e.g., a tape disk drive),
compact disk, CD-ROM, DVD, random access memory
(RAM), read-only memory (ROM), electrically erasable
programmable read-only memory (EEPROM), and/or flash
memory; as well as communications media such as wires,
optical fibers, microwaves, radio waves, and other electro-
magnetic and/or optical carriers; and/or any combination of
the foregoing.

For the purposes of this disclosure, information handling
resources may broadly refer to any component system,
device or apparatus of an information handling system,
including without limitation processors, service processors,
basic input/output systems, buses, memories, [/O devices
and/or interfaces, storage resources, network interfaces,
motherboards, and/or any other components and/or elements
of an information handling system.

FIG. 1 illustrates a block diagram of an example system
for cloning firmware updates from an existing cluster for
cluster expansion, in accordance with embodiments of the
present disclosure. As shown in FIG. 1, system 100 may
include a plurality of information handling systems 102, a
network 110, and a management server 122. The plurality of
information handling systems 102 may be considered a
“cluster,” and each individual information handling system
102 may be considered a “node” in such cluster.

In some embodiments, an information handling system
102 may comprise a personal computer. In some embodi-
ments, an information handling system 102 may comprise or
be an integral part of a server. In other embodiments, an
information handling system 102 may comprise a portable
information handling system (e.g., a laptop or notebook,
etc.). As depicted in FIG. 1, an information handling system
102 may include a processor 103, a memory 104 commu-
nicatively coupled to processor 103, a BIOS 105 commu-
nicatively coupled to processor 103, a network interface 108
communicatively coupled to processor 103, and a manage-
ment controller 112 communicatively coupled to processor
103.

Processor 103 may include any system, device, or appa-
ratus configured to interpret and/or execute program instruc-
tions and/or process data, and may include, without limita-
tion, a microprocessor, microcontroller, digital signal
processor (DSP), application specific integrated circuit
(ASIC), or any other digital or analog circuitry configured to
interpret and/or execute program instructions and/or process
data. In some embodiments, processor 103 may interpret
and/or execute program instructions and/or process data
stored in memory 104 and/or another component of infor-
mation handling system 102.

Memory 104 may be communicatively coupled to pro-
cessor 103 and may include any system, device, or apparatus
configured to retain program instructions and/or data for a
period of time (e.g., computer-readable media). Memory
104 may include RAM, EEPROM, a PCMCIA card, flash
memory, magnetic storage, opto-magnetic storage, or any
suitable selection and/or array of volatile or non-volatile
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memory that retains data after power to information han-
dling system 102 is turned off.

As shown in FIG. 1, memory 104 may have stored thereon
an operating system 106. Operating system 106 may com-
prise any program of executable instructions, or aggregation
of programs of executable instructions, configured to man-
age and/or control the allocation and usage of hardware
resources such as memory, processor time, disk space, and
input and output devices, and provide an interface between
such hardware resources and application programs hosted by
operating system 106. In addition, operating system 106
may include all or a portion of a network stack for network
communication via a network interface (e.g., network inter-
face 108 for communication over a data network). Active
portions of operating system 106 may be transferred to
memory 104 for execution by processor 103. Although
operating system 106 is shown in FIG. 1 as stored in
memory 104, in some embodiments operating system 106
may be stored in storage media accessible to processor 103,
and active portions of operating system 106 may be trans-
ferred from such storage media to memory 104 for execution
by processor 103.

BIOS 105 may include any system, device, or apparatus
configured to identify, test, and/or initialize information
handling resources of information handling system 102,
and/or initialize interoperation of information handling sys-
tem 102 with other information handling systems. “BIOS”
may broadly refer to any system, device, or apparatus
configured to perform such functionality, including without
limitation, a Unified Extensible Firmware Interface (UEFI).
In some embodiments, BIOS 105 may be implemented as a
program of instructions that may be read by and executed on
processor 103 to carry out the functionality of BIOS 105. In
these and other embodiments, BIOS 105 may comprise boot
firmware configured to be the first code executed by pro-
cessor 103 when information handling system 102 is booted
and/or powered on. As part of its initialization functionality,
code for BIOS 105 may be configured to set components of
information handling system 102 into a known state, so that
one or more applications (e.g., an operating system or other
application programs) stored on compatible media (e.g., disk
drives) may be executed by processor 103 and given control
of information handling system 102.

Network interface 108 may comprise any suitable system,
apparatus, or device operable to serve as an interface
between information handling system 102 and one or more
other information handling systems via an in-band manage-
ment network. Network interface 108 may enable informa-
tion handling system 102 to communicate using any suitable
transmission protocol and/or standard. In these and other
embodiments, network interface 108 may comprise a net-
work interface card, or “NIC.” In some embodiments, net-
work interface 108 may comprise a 10 gigabit Ethernet
network interface. In these and other embodiments, network
interface 108 may be enabled as a local area network
(LAN)-on-motherboard (LOM) card. Network interface 108
may be configured to communicate via wire-line transmis-
sions, wireless transmission, or both.

Management controller 112 may be configured to provide
out-of-band management facilities for management of infor-
mation handling system 102. Such management may be
made by management controller 112 even if information
handling system 102 is powered off or powered to a standby
state. Accordingly, in some embodiments, such management
may be made through a dedicated management communi-
cations channel which may be physically and/or logically
isolated from an “in-band” communications channel used by
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a host system of information handling system 102 when
powered on. In certain embodiments, management control-
ler 112 may include or may be an integral part of a baseboard
management controller (BMC), a remote access controller
(e.g., a Dell Remote Access Controller of Integrated Dell
Remote Access Controller), or an enclosure controller. In
other embodiments, management controller 112 may include
or may be an integral part of a chassis management con-
troller (CMC). As shown in FIG. 1, management controller
112 may comprise node cloning agent 114 and repository
116.

Node cloning agent 114 may comprise a program of
instructions embodied on computer-readable media integral
to or otherwise accessible to management controller 112,
and may be configured to, when executed and in concert
with management cloning agent 126 of management server
122, clone (if available) firmware packages present within
management controller 112 or otherwise present within
information handling system 102, and generate repository
116 for storing firmware baselines for updating other nodes
in the cluster of system 100 and/or deploying firmware to
new nodes added to the cluster of system 100, as described
in greater detail below.

Repository 116 may comprise computer-readable media
integral to or otherwise accessible to management controller
112 and configured to store firmware baselines for updating
other nodes in the cluster of system 100 and/or deploying
firmware to new nodes added to the cluster of system 100,
as described in greater detail below.

In addition to processor 103, memory 104, BIOS 105,
network interface 108, and management controller 112,
information handling system 102 may include one or more
other information handling resources.

Network 110 may be a network and/or fabric configured
to couple information handling system 102, management
server 122, and/or one or more other information handling
systems to one another. In these and other embodiments,
network 110 may include a communication infrastructure,
which provides physical connections, and a management
layer, which organizes the physical connections and infor-
mation handling systems communicatively coupled to net-
work 110. Network 110 may be implemented as, or may be
a part of, a storage area network (SAN), personal area
network (PAN), local area network (LAN), a metropolitan
area network (MAN), a wide area network (WAN), a wire-
less local area network (WLAN), a virtual private network
(VPN), an intranet, the Internet or any other appropriate
architecture or system that facilitates the communication of
signals, data and/or messages (generally referred to as data).
Network 110 may transmit data via wireless transmissions
and/or wire-line transmissions using any storage and/or
communication protocol, including without limitation, Fibre
Channel, Frame Relay, Asynchronous Transfer Mode
(ATM), Internet protocol (IP), other packet-based protocol,
small computer system interface (SCSI), Internet SCSI
(iSCSI), Serial Attached SCSI (SAS) or any other transport
that operates with the SCSI protocol, advanced technology
attachment (ATA), serial ATA (SATA), advanced technology
attachment packet interface (ATAPI), serial storage archi-
tecture (SSA), integrated drive electronics (IDE), and/or any
combination thereof. Network 110 and its various compo-
nents may be implemented using hardware, software, or any
combination thereof.

Management server 122 may comprise any information
handling system including requisite hardware, software,
and/or firmware for interfacing information handling system
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102 via network 110 in order to perform end-to-end work-
load modeling, as described in greater detail below.

As depicted in FIG. 1, management server 122 may
include a processor 123, a memory 124 communicatively
coupled to processor 123, and a network interface 128
communicatively coupled to processor 123.

Processor 123 may include any system, device, or appa-
ratus configured to interpret and/or execute program instruc-
tions and/or process data, and may include, without limita-
tion a microprocessor, microcontroller, DSP, ASIC, or any
other digital or analog circuitry configured to interpret
and/or execute program instructions and/or process data. In
some embodiments, processor 123 may interpret and/or
execute program instructions and/or process data stored in
memory 124 and/or another component of management
server 122.

Memory 124 may be communicatively coupled to pro-
cessor 123 and may include any system, device, or apparatus
configured to retain program instructions and/or data for a
period of time (e.g., computer-readable media). Memory
124 may include RAM, EEPROM, a PCMCIA card, flash
memory, magnetic storage, opto-magnetic storage, or any
suitable selection and/or array of volatile or non-volatile
memory that retains data after power to management server
122 is turned off.

As shown in FIG. 1, memory 124 may have a manage-
ment cloning agent 126 stored thereon. Management cloning
agent 126 may comprise any suitable program of instruc-
tions configured to, when loaded by processor 123 from
memory 124, in concert with a node cloning agent 114 of an
information handling system 102, clone (if available) firm-
ware packages present within management controller 112 or
otherwise present within information handling system 102,
and generate repository 116 for storing firmware baselines
for updating other nodes in the cluster of system 100 and/or
deploying firmware to new nodes added to the cluster of
system 100, as described in greater detail below.

Network interface 128 may comprise any suitable system,
apparatus, or device operable to serve as an interface
between management server 122 and network 110. Network
interface 128 may enable management server 122 to com-
municate using any suitable transmission protocol and/or
standard, including any of the protocols and/or standards
described above with respect to network 110. In these and
other embodiments, network interface 128 may comprise a
NIC.

In addition to information handling system 102, network
110, and management server 122, system 100 may include
one or more other information handling resources.

In operation, management cloning agent 126 may, via
network interface 128 and network 110, perform data col-
lection in order to retrieve hardware information (e.g.,
information regarding processors, memory, storage, network
interfaces, peripheral devices, cryptographic processors,
graphics processors, and BIOS capabilities) from informa-
tion handling systems 102. After collecting such hardware
information, management cloning agent 126 may analyze
such information to determine a recommended purpose of
each information handling system 102, and may also deter-
mine a ranking of recommended purposes of each informa-
tion handling system. Management cloning agent 126 may
further communicate such determined recommended pur-
pose and determined ranking to a user (e.g., administrator or
information technology technician) to allow a user to choose
the purpose of each information handling system 102, which
may thus define the type of processing workload each
information handling system 102 will handle. Management
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cloning agent 126 may also, for each ranked recommended
purpose, generate a recommended configuration profile
associated with such ranked recommended purpose, which
may be based on vendor recommendations for each infor-
mation handling system 102 or its components. Accordingly,
the user may be enabled to, based on hardware configura-
tions of each information handling system 102, select a
purpose for each such information handling system 102 and
apply configuration settings for each information handling
system 102 related to its selected purpose. Such configura-
tions may then be applied to one or more information
handling systems 102 via any suitable device management
console.

FIG. 2 illustrates a flowchart of an example method 200
for cloning firmware updates from a node of a cluster, in
accordance with embodiments of the present disclosure.
According to certain embodiments, method 200 may begin
at step 202. As noted above, teachings of the present
disclosure may be implemented in a variety of configura-
tions of information handling system 102. As such, the
preferred initialization point for method 200 and the order of
the steps comprising method 200 may depend on the imple-
mentation chosen.

At step 202, an administrator, via management cloning
agent 126, may generate a request to a particular manage-
ment controller 112 of a node in the cluster of system 100 to
create a firmware repository for an item of firmware for the
cluster. Such firmware may be any firmware associated with
the nodes of the cluster, including without limitation BIOS
firmware or firmware for an information handling resource
of the nodes. The particular management controller 112
selected by the administrator may be one residing in a node
which includes all required firmware updates for nodes of
the cluster.

At step 204, in response to the request, node cloning agent
114 may determine if a firmware image for the firmware is
present within a storage partition of the management con-
troller 112 (e.g., in rollback storage of management control-
ler 112 used for storing a firmware payload and metadata of
an update package installed through the management con-
troller 112). If the image is present in the management
controller, method 200 may proceed to step 206. Otherwise,
method 200 may proceed to step 208.

At step 206, in response to the firmware image being
present within a storage partition of the management con-
troller 112, node cloning agent 114 may clone a firmware
update image from the management controller 112, as
described in greater detail below with reference to FIG. 3.

At step 208, node cloning agent 114 may determine if the
information handling resource for which the firmware
update is to be cloned is UEFI-compliant. If the device is
UEFI-compliant, method 200 may proceed to step 210.
Otherwise, method 200 may proceed to step 212.

At step 210, in response to the device being UEFI-
compliant, node cloning agent 114 may clone a firmware
update image via UEFI, as described in greater detail below
with reference to FIG. 4.

At step 212, node cloning agent 114 may determine if the
information handling resource for which the firmware
update is to be cloned is PLDM-compliant. If the device is
PLDM-compliant, method 200 may proceed to step 214.
Otherwise, method 200 may proceed to step 216.

At step 214, in response to the device being PLDM-
compliant, node cloning agent 114 may clone a firmware
update image via PLDM, as described in greater detail
below with reference to FIG. 5.
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At step 216, node cloning agent 114 may clone a firmware
update image from a remote repository, as described in
greater detail below with reference to FIG. 6.

Although FIG. 2 discloses a particular number of steps to
be taken with respect to method 200, it may be executed with
greater or fewer steps than those depicted in FIG. 2. In
addition, although FIG. 2 discloses a certain order of steps
to be taken with respect to method 200, the steps comprising
method 200 may be completed in any suitable order.

Method 200 may be implemented using information han-
dling system 102, components thereof or any other system
operable to implement method 200. In certain embodiments,
method 200 may be implemented partially or fully in
software and/or firmware embodied in computer-readable
media.

FIG. 3 illustrates a flowchart of an example method 300
for cloning firmware updates from a management controller
112 of a node of a cluster, in accordance with embodiments
of'the present disclosure. According to certain embodiments,
method 300 may begin at step 302. As noted above, teach-
ings of the present disclosure may be implemented in a
variety of configurations of information handling system
102. As such, the preferred initialization point for method
300 and the order of the steps comprising method 300 may
depend on the implementation chosen.

At step 302, node cloning agent 114 may retrieve all
relevant firmware update packages stored in the storage
partition of management controller 112. Such retrieval may
include extraction of metadata, such as firmware version,
firmware name, etc. from a metadata file for the update
package.

At step 304, node cloning agent 114 may create a catalog
from the metadata, such that the catalog may include meta-
data information associated with each firmware update com-
ponent. At step 306, node cloning agent 114 may store the
firmware update image and catalog information in repository
116. At step 308, node cloning agent 114 may communicate
auniform resource locator to management cloning agent 126
setting forth the path for the firmware update image in
repository 116. At step 310, management cloning agent 126
may store such uniform resource locator, which may be used
to retrieve a firmware update image and perform a firmware
update on an existing node or to provision firmware on a
new node added to the cluster of system 100.

Although FIG. 3 discloses a particular number of steps to
be taken with respect to method 300, it may be executed with
greater or fewer steps than those depicted in FIG. 3. In
addition, although FIG. 3 discloses a certain order of steps
to be taken with respect to method 300, the steps comprising
method 300 may be completed in any suitable order.

Method 300 may be implemented using information han-
dling system 102, components thereof or any other system
operable to implement method 300. In certain embodiments,
method 300 may be implemented partially or fully in
software and/or firmware embodied in computer-readable
media.

FIG. 4 illustrates a flowchart of an example method 400
for cloning firmware updates using a management controller
112 of a node of a cluster for a UEFI-compliant device, in
accordance with embodiments of the present disclosure.
According to certain embodiments, method 400 may begin
at step 402. As noted above, teachings of the present
disclosure may be implemented in a variety of configura-
tions of information handling system 102. As such, the
preferred initialization point for method 400 and the order of
the steps comprising method 400 may depend on the imple-
mentation chosen.
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At step 402, node cloning agent 114 may communicate a
UEFI request to retrieve a firmware update package from the
UEFI-compliant device. In response, at step 404, BIOS 105
may boot UEFI and invoke an application programming
interface of the device to retrieve the firmware update
package from the device. At step 406, BIOS 105 may
communicate the firmware update package to management
controller 112 via a Shared Memory Architecture (SMA)
interface of the management controller 112.

At step 408, node cloning agent 114 may store the
firmware update image in repository 116. At step 410, node
cloning agent 114 may communicate a uniform resource
locator to management cloning agent 126 setting forth the
path for the firmware update image in repository 116. At step
412, management cloning agent 126 may store such uniform
resource locator, which may be used to retrieve a firmware
update image and perform a firmware update on an existing
node or to provision firmware on a new node added to the
cluster of system 100.

Although FIG. 4 discloses a particular number of steps to
be taken with respect to method 400, it may be executed with
greater or fewer steps than those depicted in FIG. 4. In
addition, although FIG. 4 discloses a certain order of steps
to be taken with respect to method 400, the steps comprising
method 400 may be completed in any suitable order.

Method 400 may be implemented using information han-
dling system 102, components thereof or any other system
operable to implement method 400. In certain embodiments,
method 400 may be implemented partially or fully in
software and/or firmware embodied in computer-readable
media.

FIG. 5 illustrates a flowchart of an example method 500
for cloning firmware updates using a management controller
112 of a node of a cluster for a PLDM-compliant device, in
accordance with embodiments of the present disclosure.
According to certain embodiments, method 400 may begin
at step 502. As noted above, teachings of the present
disclosure may be implemented in a variety of configura-
tions of information handling system 102. As such, the
preferred initialization point for method 500 and the order of
the steps comprising method 500 may depend on the imple-
mentation chosen.

At step 502, node cloning agent 114 may communicate a
PLDM request to retrieve a firmware update package from
the PLDM-compliant device. In response, at step 504,
operating system 106 may retrieve the firmware update
package from the device. At step 506, operating system 106
may communicate the firmware update package to manage-
ment controller 112 via a suitable interface of the manage-
ment controller 112.

At step 508, node cloning agent 114 may store the
firmware update image in repository 116. At step 510, node
cloning agent 114 may communicate a uniform resource
locator to management cloning agent 126 setting forth the
path for the firmware update image in repository 116. At step
512, management cloning agent 126 may store such uniform
resource locator, which may be used to retrieve a firmware
update image and perform a firmware update on an existing
node or to provision firmware on a new node added to the
cluster of system 100.

Although FIG. 5 discloses a particular number of steps to
be taken with respect to method 500, it may be executed with
greater or fewer steps than those depicted in FIG. 5. In
addition, although FIG. 5 discloses a certain order of steps
to be taken with respect to method 500, the steps comprising
method 500 may be completed in any suitable order.
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Method 500 may be implemented using information han-
dling system 102, components thereof or any other system
operable to implement method 500. In certain embodiments,
method 500 may be implemented partially or fully in
software and/or firmware embodied in computer-readable
media.

FIG. 6 illustrates a flowchart of an example method 600
for cloning firmware updates using a management controller
112 of a node of a cluster when firmware packages cannot
be retrieved from the node, in accordance with embodiments
of'the present disclosure. According to certain embodiments,
method 600 may begin at step 602. As noted above, teach-
ings of the present disclosure may be implemented in a
variety of configurations of information handling system
102. As such, the preferred initialization point for method
600 and the order of the steps comprising method 600 may
depend on the implementation chosen.

At step 602, node cloning agent 114 may determine if the
firmware update image for the device is stored in a reposi-
tory, either online or offline, remote from information han-
dling system 102. If the firmware update image for the
device is stored in a remote repository, method 600 may
proceed to step 604. Otherwise, method 600 may end.

At step 604, node cloning agent 114 may retrieve the
firmware update package from the remote repository.

At step 606, node cloning agent 114 may store the
firmware update image in repository 116. At step 608, node
cloning agent 114 may communicate a uniform resource
locator to management cloning agent 126 setting forth the
path for the firmware update image in repository 116. At step
610, management cloning agent 126 may store such uniform
resource locator, which may be used to retrieve a firmware
update image and perform a firmware update on an existing
node or to provision firmware on a new node added to the
cluster of system 100.

Although FIG. 6 discloses a particular number of steps to
be taken with respect to method 600, it may be executed with
greater or fewer steps than those depicted in FIG. 6. In
addition, although FIG. 6 discloses a certain order of steps
to be taken with respect to method 600, the steps comprising
method 600 may be completed in any suitable order.

Method 600 may be implemented using information han-
dling system 102, components thereof or any other system
operable to implement method 600. In certain embodiments,
method 600 may be implemented partially or fully in
software and/or firmware embodied in computer-readable
media.

As used herein, when two or more elements are referred
to as “coupled” to one another, such term indicates that such
two or more elements are in electronic communication or
mechanical communication, as applicable, whether con-
nected indirectly or directly, with or without intervening
elements.

This disclosure encompasses all changes, substitutions,
variations, alterations, and modifications to the example
embodiments herein that a person having ordinary skill in
the art would comprehend. Similarly, where appropriate, the
appended claims encompass all changes, substitutions,
variations, alterations, and modifications to the example
embodiments herein that a person having ordinary skill in
the art would comprehend. Moreover, reference in the
appended claims to an apparatus or system or a component
of an apparatus or system being adapted to, arranged to,
capable of, configured to, enabled to, operable to, or opera-
tive to perform a particular function encompasses that
apparatus, system, or component, whether or not it or that
particular function is activated, turned on, or unlocked, as
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long as that apparatus, system, or component is so adapted,
arranged, capable, configured, enabled, operable, or opera-
tive. Accordingly, modifications, additions, or omissions
may be made to the systems, apparatuses, and methods
described herein without departing from the scope of the
disclosure. For example, the components of the systems and
apparatuses may be integrated or separated. Moreover, the
operations of the systems and apparatuses disclosed herein
may be performed by more, fewer, or other components and
the methods described may include more, fewer, or other
steps. Additionally, steps may be performed in any suitable
order. As used in this document, “each” refers to each
member of a set or each member of a subset of a set.
Although exemplary embodiments are illustrated in the
figures and described below, the principles of the present
disclosure may be implemented using any number of tech-
niques, whether currently known or not. The present disclo-
sure should in no way be limited to the exemplary imple-
mentations and techniques illustrated in the drawings and
described above.
Unless otherwise specifically noted, articles depicted in
the drawings are not necessarily drawn to scale.
All examples and conditional language recited herein are
intended for pedagogical objects to aid the reader in under-
standing the disclosure and the concepts contributed by the
inventor to furthering the art, and are construed as being
without limitation to such specifically recited examples and
conditions. Although embodiments of the present disclosure
have been described in detail, it should be understood that
various changes, substitutions, and alterations could be
made hereto without departing from the spirit and scope of
the disclosure.
Although specific advantages have been enumerated
above, various embodiments may include some, none, or all
of the enumerated advantages. Additionally, other technical
advantages may become readily apparent to one of ordinary
skill in the art after review of the foregoing figures and
description.
To aid the Patent Office and any readers of any patent
issued on this application in interpreting the claims
appended hereto, applicants wish to note that they do not
intend any of the appended claims or claim elements to
invoke 35 U.S.C. § 112(f) unless the words “means for” or
“step for” are explicitly used in the particular claim.
What is claimed is:
1. An information handling system, comprising one of a
plurality of information handling systems in a cluster, the
information handling system comprising:
a processor; and
a management controller communicatively coupled to the
processor and configured to perform out-of-band man-
agement of the information handling system, wherein
performing out-of-band management includes:

receiving a request from a remote management utility to
create a firmware image for an item of firmware for the
cluster; and

responsive to receiving the request, performing operations

including:

retrieving a firmware update package;

storing the firmware update package in a repository
integral to the management controller; and

enabling the remote management utility to access the
firmware update package stored in the repository to
perform a firmware update for another information
handling system in the cluster, wherein said enabling
includes communicating a uniform resource locator
to the remote management utility, the uniform
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resource locator setting forth a path of the firmware
update package within the repository.
2. The information handling system of claim 1, wherein
the operations further include:
determining if the firmware update package is stored in a
storage partition of the management controller; and
if the firmware update package is stored in the storage
partition, retrieving the firmware update package from
the storage partition.
3. The information handling system of claim 2, the
operations further include:
if the firmware update package is stored in the storage
partition, creating a catalog of data from metadata
stored in the storage partition and associated with the
firmware update package; and
storing the catalog in the repository.
4. The information handling system of claim 2, wherein
the operations further include:
if the firmware update package is absent from the storage
partition, determining if an information handling
resource associated with the firmware update package
is Unified Extensible Firmware Interface (UEFI)-com-
pliant; and
if the information handling resource associated with the
firmware update package is UEFI-compliant, causing a
basic input/output system of the information handling
system to invoke an application programming interface
of the information handling resource to retrieve the
firmware update package from the information han-
dling resource associated with the firmware update
package and communicate the firmware update pack-
age to the management controller.
5. The information handling system of claim 2, wherein
the operations further include:
if the firmware update package is absent from the storage
partition, determining if an information handling
resource associated with the firmware update package
is Platform Level Data Model (PLDM)-compliant; and
if the information handling resource associated with the
firmware update package is PLDM-compliant, causing
an operating system of the information handling system
to invoke an application programming interface of the
information handling resource to retrieve the firmware
update package from the information handling resource
associated with the firmware update package and com-
municate the firmware update package to the manage-
ment controller.
6. The information handling system of claim 2, wherein
the operations further include:
if the firmware update package is absent from the storage
partition, determining if the firmware update package is
stored on a remote repository remote from the infor-
mation handling system; and
if the information handling resource associated with the
firmware update package is stored on the remote
repository, retrieving the firmware update package
from the remote repository.
7. A firmware management method, the firmware man-
agement method comprising:
receiving, by a management controller of an information
handling system comprising one of a plurality of infor-
mation handling systems in a cluster, a request from a
remote management utility to create a firmware image
for an item of firmware for the cluster; and
responsive to receiving the request, performing operations
including:
retrieving a firmware update package;
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storing the firmware update package in a repository
integral to the management controller; and
enabling the remote management utility to access the
firmware update package stored in the repository to
perform a firmware update for another information
handling system in the cluster, wherein said enabling
includes communicating a uniform resource locator to
the remote management utility, the uniform resource
locator setting forth a path of the firmware update
package within the repository.
8. The method of claim 7, wherein the operations further
include:
determining, by the management controller, if the firm-
ware update package is stored in a storage partition of
the management controller; and
if the firmware update package is stored in the storage
partition, retrieving, by the management controller, the
firmware update package from the storage partition.
9. The method of claim 8, wherein the operations further
include:
if the firmware update package is stored in the storage
partition, creating, by the management controller, a
catalog of data from metadata stored in the storage
partition and associated with the firmware update pack-
age; and
storing, by the management controller, the catalog in the
repository.
10. The method of claim 8, wherein the operations further
include:
if the firmware update package is absent from the storage
partition, determining, by the management controller, if
an information handling resource associated with the
firmware update package is Unified Extensible Firm-
ware Interface (UEFI)-compliant; and
if the information handling resource associated with the
firmware update package is UEFI-compliant, causing,
by the management controller, a basic input/output
system of the information handling system to invoke an
application programming interface of the information
handling resource to retrieve the firmware update pack-
age from the information handling resource associated
with the firmware update package and communicate the
firmware update package to the management controller.
11. The method of claim 8, wherein the operations further
include:
if the firmware update package is absent from the storage
partition, determining, by the management controller, if
an information handling resource associated with the
firmware update package is Platform Level Data Model
(PLDM)-compliant; and
if the information handling resource associated with the
firmware update package is PLDM-compliant, causing,
by the management controller, an operating system of
the information handling system to invoke an applica-
tion programming interface of the information handling
resource to retrieve the firmware update package from
the information handling resource associated with the
firmware update package and communicate the firm-
ware update package to the management controller.
12. The method of claim 8, wherein the operations further
include:
if the firmware update package is absent from the storage
partition, determining, by the management controller, if
the firmware update package is stored on a remote
repository remote from the information handling sys-
tem; and
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if the information handling resource associated with the
firmware update package is stored on the remote
repository, retrieving, by the management controller,
the firmware update package from the remote reposi-
tory.
13. An article of manufacture comprising:
a non-transitory computer-readable medium; and
computer-executable instructions carried on the non-tran-
sitory computer-readable medium, the instructions,
when read and executed by a processor of a manage-
ment controller configured to perform out-of-band
management of an information handling system com-
prising one of a plurality of information handling
systems in a cluster, cause the management controller
to perform operations including:
receiving a request from a remote management utility to
create a firmware image for an item of firmware for the
cluster; and
responsive to receiving the request, performing operations
including:
retrieving a firmware update package;
storing the firmware update package in a repository
integral to the management controller; and
enabling the remote management utility to access the
firmware update package stored in the repository to
perform a firmware update for another information
handling system in the cluster, wherein said enabling
includes communicating a uniform resource locator
to the remote management utility, the uniform
resource locator setting forth a path of the firmware
update package within the repository.
14. The article of manufacture of claim 13, the operations
further including:
determine if the firmware update package is stored in a
storage partition of the management controller; and
if the firmware update package is stored in the storage
partition, retrieve the firmware update package from
the storage partition.
15. The article of manufacture of claim 14, the operations
further including:
if the firmware update package is stored in the storage
partition, creating a catalog of data from metadata
stored in the storage partition and associated with the
firmware update package; and
storing the catalog in the repository.
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16. The article of manufacture of claim 14, the operations
further including:

if the firmware update package is absent from the storage
partition, determining if an information handling
resource associated with the firmware update package
is Unified Extensible Firmware Interface (UEFI)-com-
pliant; and

if the information handling resource associated with the
firmware update package is UEFI-compliant, causing a
basic input/output system of the information handling
system to invoke an application programming interface
of the information handling resource to retrieve the
firmware update package from the information han-
dling resource associated with the firmware update
package and communicate the firmware update pack-
age to the management controller.

17. The article of manufacture of claim 14, the operations
further including:

if the firmware update package is absent from the storage
partition, determining if an information handling
resource associated with the firmware update package
is Platform Level Data Model (PLDM)-compliant; and

if the information handling resource associated with the
firmware update package is PLDM-compliant, causing
an operating system of the information handling system
to invoke an application programming interface of the
information handling resource to retrieve the firmware
update package from the information handling resource
associated with the firmware update package and com-
municate the firmware update package to the manage-
ment controller.

18. The article of manufacture of claim 14, the operations
further including:

if the firmware update package is absent from the storage
partition, determining if the firmware update package is
stored on a remote repository remote from the infor-
mation handling system; and

if the information handling resource associated with the
firmware update package is stored on the remote
repository, retrieving the firmware update package
from the remote repository.
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