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FLEXBLE NETWORKED IMAGE PROCESSING 

RELATED APPLICATIONS 

0001. The present application is a continuation-in-part of 
pending U.S. Application Ser. No. 09/750,188 (Attorney 
Docket 3175-51), filed Dec. 29, 2000, and entitled 
“Enhanced Data Compression Technique”; U.S. application 
Ser. No. 09/750,293 (Attorney Docket 3175-51A), filed Dec. 
29, 2000, and entitled “Dual Mode Data Compression 
Technique'; and pending U.S. application Ser. No. 09/827, 
315 (Attorney Docket 3175-52), filed Apr. 6, 2001, and 
entitled “Enhanced Networked Pre-Press Imaging”. 

TECHNICAL FIELD 

0002 The present application relates generally to net 
worked image processing and more particularly to net 
worked image processing with enhanced flexibility particu 
larly Suitable for use in the graphical arts and capable of 
accommodating multiple raster image processors and/or 
print drivers. 

BACKGROUND ART 

0003. As shown in FIG. 1, a conventional pre-press 
imaging System 100 commonly includes a raster image 
processor (RIP) 105, or other type image processor, a print 
drive server (PDS) 110, and one or more image markers 
(IM), such as a pre-press imagesetter (PPIS) 115 having an 
optical Scan assembly, e.g. a laser Scanner, and a Support 
Surface, e.g. a cylindrical drum, and/or an image proofer (IP) 
120, e.g. a color proofing device. 
0004. In operation, the RIP 105 receives, as input, a 
digitized image from a front-end processor (not shown) or 
via user commands entered on a user input device (not 
shown), and processes the received input to generate raster 
image data representing the input image. The raster image 
data is transmitted from the RIP 105 to the PDS 110, and 
Subsequently processed by the PDS 110 to generate appro 
priate instructions for the applicable IM 115 or 120. These 
instructions are transmitted from the PDS 110 to the IM 115 
or 120. 

0005 For example, if an IP 120 is included as part of the 
system, the instructions for the IP 120 may be transmitted by 
the PDS 120 to the IP 120 prior to instructions being 
transmitted by the PDS 120 to the PPIS 115. The IP 120 
operates in accordance with the received PDS instructions to 
generate an image proof, e.g. a color proof, for inspection by 
a System operator, as is well understood in the art. If the 
proof is deemed acceptable, PDS instructions for the PPIS 
115 are transmitted to the PPIS 115. In accordance with 
these received instructions, the optical Scan assembly of the 
PPIS 115 operates to scan the image represented by the PDS 
instructions onto a plate or film Supported by the Support 
surface of the PPIS 115. In this way, the input image is 
transferred to the plate or film, which in turn can be used to 
print the input image on other media, e.g. paper. 
0006 More recently, enhancements in print drive server 
capabilities, and particularly the introduction of the 
AGFATTM Apogee TM print drive server, have allowed mul 
tiple RIPs to be serviced by one or more PDS over a 
network. FIG. 2, depicts a convention networked imaging 
system 200 with an Ethernet network 225 linking multiple 
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RIPs 205 to a single PDSs 210. It will be recognized that 
additional PDSs could also be linked to the multiple RIPs 
205 via the network 225 if so desired. The RIPs 205 and 
PDS 210 are typically configured on separate workstations, 
and communicate via the network 225. However, if desired, 
a single workstation could serve as both the PDS 210 and 
one of the RIPS 205. 

0007. In operation, each of the networked system RIPs 
205 processes received input to generate raster image data. 
The applicable RIPs 205 then typically transmits this data 
via the network 225 to a remote storage device 230, i.e. 
typically a storage device remote to both the applicable RIP 
205 and the PDS 210, but accessible to both the applicable 
RIP 205 and PDS 210 via the network 225. The transmitted 
raster image data is written into a storage file of the remote 
storage device 230. The remote storage device 230 could, for 
example, be a magnetic or optical disk or Some other type 
Storage device. 

0008. The stored data is retrieved, typically via the net 
work 225, by the PDS 210 from the remote storage device 
230 by reading the applicable storage file when needed. The 
read raster image data is transmitted to the PDS 210 via the 
network 225, and processed to generate instructions for the 
applicable IM 215 and/or 220. These instructions are in turn 
transmitted to the applicable IM 215 and/or 220, either via 
a dedicated link 227 in the case of the PPIS 215, or via the 
network 225 in the case of the IP 220. 

0009. However, in the case where the RIP 205 and PDS 
210 are implemented in a single workstation, the raster 
image data generated by that RIP205 will typically be stored 
in a local Storage device (not shown). In Such a case, there 
is no need to transmit the raster image data via the network 
225. Furthermore, even in the case where the RIP 205 and 
PDS 210 are implemented on separate workstations, the 
raster image data generated by that RIP 205 may be stored 
in a storage device local to the applicable RIP 205 or the 
PDS 210. In the case where the storage device is local to the 
RIP 205, there will be no need for the RIP 205 to transmit 
the raster image data via the network 225 to the Storage 
device 230. In the case where the storage device is local to 
the PDS 210, there will be no need for the PDS 210 to 
retrieve the stored raster image data via the network 225 
from the storage device 230. Hence, in either of these later 
cases only a single transmission of the raster image data over 
the network 225 is required. 
0010 When a job begins, the RIP 205 requests a desti 
nation storage device and path from the PDS 210. If the RIP 
205 and PDS 210 are implemented on same workstation, the 
destination Storage device will normally be a local Storage 
device and the raster image data is simply written as a file 
to local Storage. If not, the destination drive and path request 
is communicated via a network 225. 

0.011) If the PDS 210 destination storage device letter 
designation e.g. “drive c” provided to the RIP 205 in 
response to the request is to a remote, mapped Storage device 
230, the RIP205 will transmit the raster image data over the 
network 225 and the data will be written directly to storage 
at the designated Storage device 230 via remote file access 
by the RIP 205. 
0012. On the other hand, if the PDS 210 destination 
Storage device letter designation is to a remote, at least with 
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respect to the RIP 205, unmapped device, e.g. a Storage 
device local to the PDS 210, the RIP 205 will transmit the 
raster image data over the network 225 to the PDS 210. The 
PDS 210 will then transmit the raster image data over the 
network 225 and the data will be written to storage at the 
designated Storage device via remote file access by the PDS 
210. 

0013) If the PDS 210 destination storage device letter 
designation is not to a remote Storage device, but rather to 
a storage device which is local to the RIP 205, the raster 
image data is simply written as a file to local Storage. 
0014) In all of the above cases, the RIP 205 informs the 
PDS 210 that the image data has been written once storage 
has been completed. 
0015) Pseudo code for the above is as follows: 

0016) 1) RIP ->PDS: Query, where should data be 
written'? 

0.017) 2) PDS ->RIP: Response, X:\pathV . . . \file 
name 

0018 3) RIP Processing 
0019 a) if RIP and PDS are on different work 
Stations (i) and if X is a remote, mapped drive 
write image data via remote file System, (ii) and 
else write image data via PDS interface* 

0020 b) else write image data to local drive 
0021 4) RIP->PDS: Data has been written 
0022 where * =Ethernet transmission 

0023 The electronic pre-press workflow involves the 
generation of large amounts of raster image data by the RIPS 
205 and the consumption of this data by an IM, e.g. the PPIS 
215 or the IP 220. As discussed above, often the RIPs 205 
store the raster image data at and the PDS 210 retrieves the 
Stored raster image data from a remote Storage device 230. 
In Such cases multiple transmissions of the raster image data 
via the network 225 are required, i.e. transmissions to and 
from the applicable storage device 230. 
0024. Furthermore, on occasion the RIPs 205 may store 
the raster image data at and the PDS 210 may retrieve the 
Stored raster image data from a storage device which is local 
to either the applicable RIP205 or the PDS 210, but not to 
both. In Such cases, at least one transmission of the raster 
image data via the network 225 is still required, i.e. trans 
missions to or from the applicable Storage device. 
0.025 Although conventional networked imaging sys 
tems developed since the introduction of AGFATM Apo 
gee" print drive Server are a vast improvement over imag 
ing Systems developed prior to its introduction, conventional 
networked imaging Systems, Such as that depicted in FIG.2, 
have experienced certain problems which have been difficult 
to OVerCOme. 

0026. More particularly, because of the large amounts of 
raster image data which must be communicated via these 
networks, the transmission(s) of this data over the network 
225 can Significantly degrade the overall performance of the 
network 225. The uncompressed image data for a normal 
four color job can exceed 10 Gigabytes. Data compression 
and decompression help to reduce the amount of data which 
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must be transmitted and Stored, but even in compressed form 
the raster image data can be quite large, e.g. more than 1 
Gigabyte per job. 

0027) If a large amount of network bandwidth is allocated 
to each Such transmission, this may result in delayS in the 
transmission of other data, including other raster image data 
over the network, or in the inability to transmit other data 
altogether during the transmission of the raster image data, 
due to inadequate total bandwidth capacity of a given 
network link. 

0028. Further still, in some networks even if the maxi 
mum possible bandwidth is allocated to the transmission of 
raster image data, the transmission of the raster image data 
may still be unduly slow, and also delay or prevent other 
transmissions over the network for a relatively lengthy 
period of time. For example, the transfer of image data for 
a job, using 100 Megabits/second 100 Base-T, can consume 
the entire network bandwidth for up to two minutes. 
0029. Another problem arises in the amount of memory 
needed to Store the raster image data. In order to Store jobs, 
for example at 1 Gigabyte per job, the network Storage 
device(s) must have large capacity, high access speed, and 
easily expandable memory resources. The need to add 
remote Storage devices to the network and map these devices 
within the RIPs and PDS is a complex and time consuming 
task. 

0030 Therefore a need exists for an improved technique 
for networking multiple RIPs, one or more PDSs and one or 
more storage devices which are remote to either the RIPS, 
or the PDS(s), or both. 
0031 Even if the problems relating to the need to com 
municate and Store large amounts of raster image data on 
these networks could somehow be solved, other problems 
could remain. For example, a network PDS may still be 
unable to provide the drive instructions to the IM when 
needed. This might occur if the PDS is processing image 
data to generate instructions for one IM while another IM is 
waiting for instructions from the same PDS. 
0032. Furthermore, in certain implementations the mul 
tiple RIPs being networked may include RIPs having dif 
ferent capabilities. For example, some networked RIP's may 
be capable of compressing image data in the desired manner. 
Other RIPs may be older RIPs, sometimes characterized as 
“legacy RIPs”, which have been designed to directly inter 
face with an IM, e.g. a PPIS or an IP. Hence, legacy RIPs 
may be incapable of compressing image data at all or of 
writing data to a file that can be shared with a PDS. 
0033 Still other RIPs may be incapable of generating 
image data in the desired format. For example, conventional 
image data formats, such as DCS and TIFF, may not be the 
desired image data format of a PDS. These other RIPs may 
also or alternatively be incapable of compressing image data 
in the desired manner, or at all. 

0034. As noted above, in the graphic arts there is a 
tendency to have extremely large images. For example, 
one-bit-per-Sample images approaching or even exceeding 2 
Gigabytes of data are quite common. AS also noted above, 
the need to compress Such data has been well known for 
many years. Compression of the image data is particularly 
useful in networked image processing, Since not only is 
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compression helpful in reducing Storage requirements, but 
compression can also reduce the network communication 
resources required to transmit the image data. 
0035. One type of proposed techniques for compressing 
such data is commonly referred to as a pack-bit (PB) 
compression technique. Using proposed PB compression 
techniques, either a String of characters is preceded with a 
count and a repeat character code or a single byte pattern is 
preceded with a count. Proposed PB compression techniques 
are capable of processing data very quickly. These tech 
niques also provide Satisfactory results if the data is either 
Solid black or Solid white, and hence digitally represented in 
binary form by all 1's or 0's. Accordingly, PB techniques 
provide reasonably Satisfactory results for non-color image 
data. 

0.036 An exemplary pack-bits representation of a stream 
of Sequential input data, as it would appear entering a 
processor prior to encoding, might include the String of 
characters “abco000000000". Using the PB technique, the 
processor would first determined whether or not the first 
character “a” and the second character “b' match. Under 
Some proposed PB techniques, the processor might Scan 
ahead to consider other matches in certain of the Subsequent 
characters. In any event, Since in the present example the 
determination is negative, the processor proceeds to encode 
the input data as a literal String with a length. The processor 
next determines whether or not the second character “b' and 
the third character “c” match. Since this determination is 
also negative, the processor will proceed to encode the three 
characters of the input data as a literal String with a length. 
The processor now determines whether or not the third 
character “c” and the fourth character “0” match. Since this 
determination is also negative, the processor will proceed to 
encode the four characters of the input data as a literal String 
with a length. The processor continues by determining 
whether or not the fourth character “0” and the fifth char 
acter “0” match. Since this determination is positive, the 
processor continues by determining whether or not the 
immediately Subsequent characters in the Sequence also 
match, until it makes a negative determination. The proces 
sor thereby determines the repeat count for the character “0”. 
Based on the initial positive determination, the processor 
also proceeds to encode the first three characters of the input 
data Sequence, i.e. “a”, “b' and “c”, as a literal String with 
a length and the following 10 characters of the input data 
Sequence, i.e. the “0”, ... “0”, as a repeat character with a 
COunt. 

0037 Accordingly, the processor generates encoded out 
put data forming a 2-byte Sequence including the Strings of 
characters “82abc” and “090". In the output data, the “8” 
Serves as a header and indicates that the total length of the 
sequence is 8 bits and a literal string follows, the “2” 
indicates that the length of the literal String is three charac 
ters, i.e. characters “a”, “b', and “c”, the first “0” indicates 
a repeat character follows, and the “9” indicates that the 
repeat character represented by the second “0” is repeated 10 
times. 

0038. To decode the encoded sequence “82abco90”, the 
receiving processor first reads the new header “8”, which is 
the highest order bit, and from the header determines that a 
literal String follows. The processor then extracts the length 
“2 and reads the next three characters “a”, “b' and “c”. The 
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processor next reads the first “0” and from this determines 
that a repeat character follows. The processor continues by 
extracting the count “9” and reading the next character “0”, 
which is the character to be repeated 10 times. It will be 
recognized that by using one-off numberS Such as the "2 to 
indicate a literal string of 3 characters and the “9 to indicate 
that a repeat character is repeated 10 times, a close to 1% 
improvement is obtainable because 128 bytes can be packed 
into 129. 

0039. As should be clear from the above, PB techniques 
process only one character at a time. Accordingly, PB 
techniques are incapable of compressing Strings of repeating 
multiple byte patterns. PB techniques also have a relatively 
limited compression rate, generally no more than 64 to 1. 
Thus, PB compression techniqueS provide unsatisfactory 
results when used to compress color image data. 
0040 Another type of proposed technique for compress 
ing image data is commonly referred to as the Lempel–Ziv 
Welch (LZW) compression technique. Using proposed LZW 
compression techniques variable length of Strings of byte 
based data can be processed. Proposed LZW compression 
technique, process the data Somewhat slower than PB com 
pression techniques, but provide Satisfactory results on data 
representing color imageS as well as black and white images. 
However, Since these techniques are based on Single bytes of 
data, Such techniques are incapable of compressing data on 
an arbitrary pixel or bit boundary basis. Additionally, 
although Such techniques, are capable of providing a higher 
compression rate than PB compression techniques, LZW 
techniques Still offer a Somewhat limited compression rate. 

0041 An exemplary LZW representation of a stream of 
Sequential input data, as it would appear entering a processor 
prior to encoding, might include the String of characters 
“abcO1c01'. Using the LZW technique, the encoding and 
decoding processors must coordinate on the transmission 
and receipt of codes. LZW techniques use a compression 
dictionary containing Some limited number of compression 
codes defined during the processing of the input data. The 
characters in the input String are read on a character by 
character basis to determine if a Sub-String of characters 
match a compression code defined during the processing of 
prior characters in the input String. If So, the matching 
Sub-String of characters is encoded with the applicable 
compression code. If a Sub-String of characters does not 
match a pre-existing code, a new code corresponding to the 
Sub-String is added to the dictionary. Sub-Strings are initially 
defined by codes having 9 bits or digits, but the number of 
bits may be increased up to 12 bits to add new codes. Once 
the 12 bit limit is exceeded, the dictionary is reset and 
Subsequent codes are again defined initially with 9 bits. In 
conventional LZW techniques, two codes are predefined, i.e. 
defined prior to initiating processing of the input String. In 
the present example these codes are the code 100, repre 
Senting a reset, and the code 101, representing an end. In the 
present example, codes 102, 103, and 104 etc. represent 
Strings of new patterns which are identified during the 
processing of the input data. 
0042. Using the LZW technique, the encoding processor 
would first read the “a” in the sequence and the “b” 
immediately thereafter in the Sequence. The processor then 
determines if a code exists for the character Sequence "ab'. 
Since, in this example, no Such code exists at this point in the 
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processing, a new code 103 is generated to represent the new 
pattern String “ab'. The processor continues by reading the 
“c' immediately following the “b' in the sequence. The 
processor determines if a code exists for the character 
Sequence “bc'. Since, in this example, no Such code exists 
at this point in the processing, a new code 104 is generated 
to represent the new pattern String "bc'. 

0043. The processor continues by reading the “0” imme 
diately following the “c” in the Sequence. The processor 
determines if a code exists for the character Sequence “co”. 
Since, in this example, no Such code exists at this point in the 
processing, a new code 105 is generated to represent the new 
pattern string “co”. The processor continues further by 
reading the “1” immediately following the “0” in the 
Sequence. The processor determines if a code exists for the 
character Sequence "01". Since, in this example, no Such 
code exist at this point in the processing, a new code 106 is 
generated to represent the new pattern String "01". The 
processor proceeds by reading the “c' immediately follow 
ing the “1” in the Sequence. The processor determines if a 
code exists for the character Sequence “1c'. Since, in this 
example, no Such code exists at this point in the processing, 
a new code 107 is generated to represent the new pattern 
string “1c'. 
0044) The processor proceeds by reading the “0” imme 
diately following the second “c” in the sequence. The 
processor determines if a code exists for the character 
Sequence “c0'. In this example, Such a code, i.e. code 105, 
does exist. The processor therefore proceeds by reading the 
“1” immediately following the second “co” in the sequence. 
The processor determines if a code exists for the character 
Sequence “co1'. Since, in this example, Such a code does not 
exist, a new code 108 is generated to represent the new 
pattern string “c()1” which can be represented as “1051'. 
The processor ultimately generates encoded output data 
forming a Sequence including the String of characters 
“100abcC)1c105. 

0.045 Using the LZW technique, the encoding processor 
builds a tree of codes generated using other codes. This is a 
primary reason why the LZW techniques provide Satisfac 
tory results even though processing is performed on a byte 
by byte basis to find repeating bytes. That is, the downstream 
encoding builds on the upstream encoding. However, using 
the LZW technique, the encoding processor can take Sig 
nificant processing time to encode large Sequences. For 
example, if there is a large, Say a megabyte, occurrence of 
adjacent OS or 1's, a significant period of time will be 
required by the processor to encode the Sequence. 

0046) The decoding processor builds a similar tree from 
the codes received from the encoding processor. Basically, 
the decoding processor performs the reciprocal of the encod 
ing process to decode the encoded Sequence characters 
“100abcC)11051. 

0047. In Summary, the PB compression technique is 
deficient in that it addresses only Single byte repeats and is 
limited to a 64 to 1 compression rate. Therefore, it is not 
Suitable for color images. 
0.048. On the other hand, the LZW compression tech 
nique addresses multi-byte repeats and has a compression 
rate of perhaps 500 to 1, but requires significant processing 
time to build the codes which are required to obtain good 

Jul.18, 2002 

compression. Hence, although the LZW technique may be 
Suitable where relatively Small amounts of data are involved, 
where the encoding of gigabytes of data is required, Such as 
with an 80 inchx50 inch image having 2400 dots per inch, 
the processing time and/or resources to encode data using 
the LZW technique make the technique impractical. 
0049 Accordingly, a need exist for a technique which can 
quickly compreSS large amounts of image data, offer a still 
higher compression rate than previously proposed tech 
niques, and provide Satisfactory results when used to com 
preSS either color or noncolor image data. 
0050. However, even if a better technique could be found 
to compress large amounts of raster image data, a question 
remains as to how Such an improved technique can be 
implemented in a networked image processing System hav 
ing multiple RIPs and/or multiple PDSS. More particularly, 
as discussed above some RIPs included in the network may 
be incapable of compressing image data in a desired manner 
and other RIPS may be incapable of compressing image data 
at all. 

0051. Therefore a need exists for improve networked 
image processing technique having the flexibility to better 
facilitate the use of compressed image data, and/or improved 
Storage and communications capabilities. 

OBJECTIVES OF THE INVENTION 

0052 Accordingly, it is an object of the present invention 
to provide an improved networked image processing tech 
nique having the flexibility to better facilitate the use of 
compressed image data, and/or provide enhanced Storage 
and communications capabilities. 
0053. It is a further object of the present invention to 
provide an improved networked image processing technique 
Suitable for use in networks having multiple different types 
of RIPs, one or more PDSs and/or one or more storage 
devices. 

0054 Additional objects, advantages, novel features of 
the present invention will become apparent to those skilled 
in the art from this disclosure, including the following 
detailed description, as well as by practice of the invention. 
While the invention is described below with reference to 
preferred embodiment(s), it should be understood that the 
invention is not limited thereto. Those of ordinary skill in the 
art having access to the teachings herein will recognize 
additional implementations, modifications, and embodi 
ments, as well as other fields of use, which are within the 
Scope of the invention as disclosed and claimed herein and 
with respect to which the invention could be of Significant 
utility. 

SUMMARY DISCLOSURE OF THE INVENTION 

0055. In accordance with the invention, a networked 
imaging System includes first and Second communications 
networks. Preferably, these networks include respective 
communications links, and the links of the first network have 
a bandwidth greater than that of the links of the second 
network. 

0056. A first storage device is interconnected to the first 
network, and a Second storage device is interconnected to 
the Second network. A first image processor, Such as a raster 
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image processor, is interconnected to the first network and 
configured, e.g. programmed, to generate first image data, 
e.g. raster image data, representing a first image. The first 
image processor writes the generated first image data to the 
first Storage device. A Second image processor, for example 
another raster image processor, is interconnected to the 
Second network, and generates Second image data represent 
ing a Second image. 
0057. A first print driver is interconnected to the first and 
Second networks and writes the Second image data to the 
Second Storage device. The first print driver also generates 
first drive instructions corresponding to the written first 
image data. A Second print driver is interconnected to the 
Second network and generates Second drive instructions 
corresponding to the written Second image data. 
0.058 A first image maker generates a representation of 
the first image in accordance with the first drive instructions. 
A Second image maker generates a representation of the 
Second image in accordance with the Second drive instruc 
tions. The first image maker could, for example, be a high 
resolution imager, Such as an image Setter, plate Setter or 
high resolution proofer, and the Second image maker could, 
for example, be a different high resolution image maker. On 
the other hand, the first and Second image makers could be 
a single image maker, Such as a lower resolution proofer. 
However, preferably, the network system includes both 
Separate high resolution image makers for respectively gen 
erating high resolution image representations in accordance 
with the drive instructions of a respective one of the print 
drivers, and a lower resolution image maker for generating 
lower resolution image representations in accordance with 
the drive instructions of both print drivers. It will be recog 
nized that each print driver will typically generate different 
drive instructions to respectively drive the high and low 
resolution image makers. 
0059. According to other aspects of the invention, the 

first communications network may include a dedicated link 
between the first image processor and the first Storage 
device, and another dedicated link between the first print 
driver and the first storage device. The first print driver may 
read the first image data from the first Storage device via the 
first communications network and write the Second image 
data to the Second Storage device via the Second communi 
cations network. The first image processor may be further 
configured to transmit, to the first print driver via the Second 
communications network, a message indicative of the first 
image data having been written to the first Storage device. 
0060 Beneficially, the first image processor compresses 
the first image data. In Such a case, the written first image 
data is the compressed first image data. The first print driver 
decompresses the written first image data and processes the 
decompressed first image data to generate the first drive 
instructions. The first print driver may also compress the 
generated Second image data, in which case the written 
Second image data is the compressed Second image data. 
0061 According to still other aspects of the invention, 
the Second image processor generates the Second image data 
in a first format. In Such a case, the first print driver 
reformats the Second image data in the first format to a 
Second format and may also compress reformatted Second 
image data, as discussed above. If So, the written Second 
image data is the compressed reformatted Second image 
data. 
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0062. In another alternative implementation, if the writ 
ten Second image data is in a first format, the first print driver 
may reformat this data into a Second format. In Such case, 
the Second print driver processes the reformatted Second 
image data to generate the Second drive instructions. 
0063. In a particularly preferred implementation, the first 
image processor converts a first Sequence of characters 
representing the first image into a Second Sequence of 
characters, including a predefined compression code for at 
least one of white image data and black image data, in order 
to generate the first image data. Thus, the written first image 
data will include the Second Sequence of characters. The first 
print driver coverts the written Second Sequence of charac 
ters into the first Sequence of characters based on the 
predefined compression code in order to generate the first 
drive instructions. 

0064. If this particularly preferred implementation is 
adopted, the first image processor advantageously coverts 
the first Sequence of characters by reading a first character in 
the first Sequence of characters, to determine if the read first 
character represents the white or black image data. If So, the 
image processor reads one or more characters occurring 
immediately Subsequent to the first character in the first 
Sequence of characters, to determine if the later read char 
acter(s) match the read first character. If So, the processor 
generates the Second Sequence of characters to represent the 
matching one or more characters. 
0065. In a process for implementing the invention, a 
representation of an image is generated by writing and then 
retrieving first image data, representing a first image, to and 
from a first Storage device via a first communications 
network. If desired, a message indicative of the first image 
data having been written to the first Storage device is 
transmitted via a Second communications network. First 
instructions are generated to correspond to the retrieved first 
image data. Second image data, representing a Second 
image, is written to and then retrieved from a Second Storage 
device, for example via the Second communications net 
work. The retrieved Second image data is transmitted, for 
example via the Second communications network. Second 
instructions, corresponding to the transmitted Second image 
data, are then generated. Representations of the first and 
Second images are generated in accordance with the first and 
Second instruction. 

0066. If both the first and second instructions are to be 
processed by a single image maker, Such as a lower reso 
lution proofer, it may be desirable for these instructions to be 
transmitted via the Second network. The applicable image 
maker would then generate the representations of the first 
and Second images in accordance with the transmitted first 
and Second instructions. 

0067. According to other aspects of the inventive pro 
ceSS, the first image data may be compressed. In Such a case, 
the written first image data is the compressed first image data 
and the retrieved first image data is the written compressed 
first image data. This retrieved first image data is decom 
pressed and the decompressed first image data is processed 
to generate the first drive instructions. If desired the Second 
image data may also be compressed. In Such case, the 
compressed Second image data is written and retrieved. 
0068 According to still other aspects of the inventive 
process, the Second image data may be reformatted from a 
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first format to a Second format and then compressed. In Such 
a case, it is the compressed reformatted Second image data 
that is written and retrieved. Alternatively, the written sec 
ond image data may be reformatted So that the transmitted 
Second image data is the reformatted data. In this case, it is 
the reformatted Second image data which is processed to 
generate the Second drive instructions. 
0069 Advantageously, the first image data is generated 
by converting a first Sequence of characters representing the 
first image into a Second Sequence of characters, including 
a predefined compression code for one of white image data 
and black image data. In this implementation, the written 
first image data includes the Second Sequence of characters. 
The written Second Sequence of characters is then converted 
back into the first Sequence of characters based on the 
predefined compression code in order to generate the first 
drive instructions. 

0070 The first sequence of characters may be converted 
by reading a first character in the first Sequence of charac 
ters, determining if the read first character represents the 
white or black image data, and if So, reading one or more 
characters occurring immediately Subsequent to the first 
character in the first Sequence of characters. If the read one 
or more characters match the read first character, the Second 
Sequence of characters is generated to represent the match 
ing character(s). 

BRIEF DESCRIPTION OF DRAWINGS 

0071) 
System. 

FIG. 1 depicts a conventional pre-press imaging 

0.072 FIG. 2 depicts a conventional networked pre-press 
imaging System. 

0.073 FIG. 3 depicts an exemplary simplified depiction 
of an image processing System which compresses image 
databased on a first preferred compression technique usable 
in a flexible networked image processing System according 
to the present invention. 
0.074 FIG. 4 depicts an exemplary simplified depiction 
of an image processing System which compresses image 
data based on a Second preferred compression technique 
uSable in a flexible networked image processing System 
according to the present invention. 

0075 FIG. 5 depicts an exemplary code dictionary for 
use with the Second preferred compression technique imple 
mented in the system of FIG. 4. 
0.076 FIG. 6 depicts a networked imaging system having 
overlapping networks usable in a flexible networked image 
processing System according to the present invention. 

0.077 FIG. 7 depicts a flexible networked imaging sys 
tem in accordance with the present invention. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

0078. In pre-press imaging, particularly for the flats hav 
ing an entire plate worth of image information, most of the 
data is often either Solid black or Solid white, and hence 
digitally represented in binary form by all 1's or 0's. For 
halftone images all of the data is black and white. 
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007.9 FIG. 3 is a somewhat simplified, exemplary depic 
tion of a image processing system 1000 with a first imple 
mentation of an improved compression technique usable in 
the enhanced flexibility networked imaging System of the 
present invention. The system 1000 includes a raster image 
processor (RIP) 1050, which includes a processor 1050a and 
a memory 1050b for storing processing instructions and 
other data as required. The RIP 1050 receives image data 
and converts the image data into encoded data. The image 
data is then transmitted to an imager control processor 1100, 
which includes a processor 1100a and a memory 1100b for 
Storing processing instructions and other data as required. 
The controller 1100 generates control signals to the imager 
1150 in accordance with the data received from the RIP 
1050, to control the imager 1150. More particularly, the 
control signals from the processor 1100a control the opera 
tion of the imager scanning assembly 1150a So as to form the 
image on a medium 1150c, Such as a film or plate, Supported 
within the imager 1150. As shown, the imager includes a 
cylindrical drum 1150b for supporting the medium 1150c, 
but could alternatively include a flatbed or external drum for 
Supporting the medium. 
0080. In a first mode of operation, which will hereafter be 
referred to as a flat banding mode, the RIP 1050 receives an 
80 inchx50 inch color separated image having 2400 dots per 
inch. Preferably using imposition Software on a front end 
preprocessor (not shown), the image could, for example, 
correspond to multiple pages of a magazine. In Such a case, 
the image is formatted Such that the image printed from the 
imaged medium 1150c is positioned so as to facilitate 
cutting, folding and Stitching to create multiple properly 
printed and positioned magazine pages. In any event, the 
RIP 1050 converts the entire image into multiple gigabytes 
of encoded data as a single job. 
0081. However, due to processing power limitations of 
RIP 1050, the entire image cannot be converted into encoded 
data in a Single operational process. Accordingly, the image 
is sliced into bands, prior to being converted, typically by the 
RIP 1050. If converted by the RIP 1050, this banding of the 
image may be performed by the RIP processor 1050a. 
However, conversion could also be preformed outside the 
RIP, for example by a preprocessor (not shown). Preferably, 
the RIP processor 1050a converts the image data represent 
ing each of the bands into encoded data in a Separate 
operational process. Thus, the job is completed only after the 
multiple Separate operational processes are performed by the 
RIP 1050 so as to convert all of the image data representing 
the bands for the entire image into encoded data. In practice, 
the larger the image the Smaller is each image band, with all 
bands preferably being equal in size. Furthermore, the larger 
the image the greater the Startup time required before 
beginning the conversion of the image data to encoded data, 
because the larger the image, the more pre-conversion 
processing required. Additionally, the more objects included 
in the image, the more memory that is required. 

0082 In a second mode of operation, sometimes referred 
to as a page assembly mode, the RIP 1050 receives, as 
multiple images, an 80 inchx50 inch color image having 
2400 dots per inch. In this case, one of the multiple images, 
which might be characterized as a template image, includes 
information Such as registration marks, color gradients, and 
identification marks, but is primarily white. Each of the 
other of the multiple imageS could, for example, be the 
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image for a separate page of a magazine. Here, the RIP 1050 
may be operated to convert the image data representing the 
entire template image into encoded data as one job and to 
convert all of image data representing the other of the 
multiple images into image data in another job. When fully 
converted, the multiple images will be represented by 
encoded data. 

0.083 More particularly, in the page assembly mode, the 
image is divided into page assemblies, one of which is a 
primarily white template image which is typically processed 
by the RIP processor 1050a without being split into bands. 
The other of the multiple images are, however, typically 
sliced into bands prior to being encoded by the RIP 1050. 
Because the area of each of the other multiple imageS is 
much Smaller than the area of the entire image discussed 
with reference to the first mode of operation, fewer bands are 
required and, as a whole, it will take less time to convert the 
image data representing the multiple images into encoded 
data in the page assembly mode than the time required to 
convert the image data representing entire image into image 
data in the banding mode discussed above. Thus, the RIP 
processor 1050a converts the image data for each of the 
bands for each of the other multiple images into encoded 
data in a separate operational process. The job, or jobs if the 
template image is pre-processed, is completed only after the 
multiple operational processes are performed to convert all 
of the image data representing the multiple images forming 
the entire image into encoded data. 

0084. Although, the image discussed with reference to 
the page assembly mode may be the same as the image 
discussed with reference to the prior page assembly mode, 
conversion in the page assembly mode will typically result 
in even a greater amount of encoded data than the conver 
Sion in the previously discussed banding mode. For 
example, two gigabytes of encoded data may be generated 
by the RIP 1050 to represent the image in the banding mode, 
while three gigabytes of image data could be generated by 
the RIP 1050 to represent the same image in the page 
assembly mode because there would be more uncompressed 
data. Further, whether the banding or page assembly modes 
are utilized by the RIP 1050, the entire image cannot be 
converted into encoded data in a Single operational proceSS 
due to processing power limitations of the RIP 1050. 
0085. In the banding mode, the image bands may be 
Satisfactorily converted using a LZW technique. In the page 
assembly mode, a template image, of Say 16 megabytes, may 
be satisfactorily converted using a PB technique. However, 
the PB technique will often produce unsatisfactory results if 
used to convert the bands of the other of the multiple images. 
Accordingly, in the page assembly mode, these bands are 
converted using an LZW technique. Thus, in the page 
assembly mode, different compression techniques are uti 
lized for a Single image and perhaps even in a single job. 

0.086 Accordingly, in the first implementation of the 
improved compression technique described above, the RIP 
1050 is selectively operable in either the banding or the page 
assembly mode operation. Hence, in operation, the RIP 1050 
initially Scans the received image data representing the 
image, or image bands if the bands are Sliced during 
pre-processing, to determine if banding mode or page 
assembly mode operations is required. If it is determined 
that banding mode operation is required, the RIP 1050 
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implements an LZW technique to convert the image data 
into encoded data. If, on the other hand, it is determined page 
assembly mode operation is required, the RIP 1050 further 
determines if the page image data represents a template 
image or banded image. If it is determined that the page 
image data represents a template image, the RIP 1050 
implements a PB technique to convert the template image 
into encoded data. If, however, it is determined that the page 
image data represents a banded image, the RIP 1050 imple 
ments a LZW technique to convert the banded image data 
into encoded data. The selective operation of the RIP 1050, 
depending on the received image data facilitates the more 
efficient and effective processing of different types of large 
images than has been previously obtainable in conventional 
RIPS. 

0087. According to a second implementation of the 
improved compression technique, as a stream of Sequential 
data is processed prior to encoding if, at the Start of the 
Sequence, the immediately preceding character, which is yet 
to be encoded, matches the next character in the Stream and 
this next character is either Solid black or Solid white, and 
hence digitally represented in binary form by all 1's or 0's, 
encoding is interrupted. During the interruption, a determi 
nation is made as to whether the one or more characters, 
immediately following the next character in the Sequence, 
also match the next character. 

0088. The second implementation will now be described 
with reference to FIG. 4. As shown, FIG. 4 represents a 
Somewhat Simplified, exemplary depiction of an image 
processing system 2000. The system 2000 includes a raster 
image processor (RIP) 2050, which receives an image and 
converts the image into encoded data. The encoded data is 
then transmitted to print driver server 2100, which generates 
control signals to the imager 1150 in accordance with the 
encoded data received from the RIP 2050 to control the 
imager 1150 after decoding the received data. This imager 
1150 is identical to the image 1150 of FIG. 3. More 
particularly, the control Signals from the print drive Server 
processor 2100a control the operation of the imager Scan 
ning assembly 1150a So as to form the image on a medium 
1150c, which could be identical to the medium 1150c in 
FIG. 3. The medium 1150c is supported within the imager 
1150 of FIG. 4. As shown, the imager 1150 includes a 
cylindrical drum 1150b for supporting the medium 1150c. 

0089. In the second implementation, the RIP processor 
2050a implements a compression technique, which will 
hereafter be referred to as the AGFA compression technique. 
Using the AGFA compression technique, variable length of 
Strings of byte based data can be processed. Processing using 
the AGFA technique will be substantially faster for many 
large image applications than the LZW compression tech 
niques, while Still providing Satisfactory results for color 
imageS as well as those which are primarily black and white. 
Further, the AGFA technique is not limited to single bytes of 
data, and is therefore capable of compressing data on an 
arbitrary pixel orbit boundary basis. Additionally, the AGFA 
technique is capable of providing a higher compression rate 
than both PB and LZW compression techniques. 

0090 An exemplary representation of a stream of 
Sequential input data as it would appear entering a RIP 
processor 2050a prior to encoding could, for example, 
include the string of characters “abcC) ... 01c(01'. The string 
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“0... 0” is a large String of Zero's, for example representing 
image information for 32k pixels. 
0091. Using the AGFA technique, the encoding and 
decoding processors, i.e. the RIP processor 2050a and print 
drive server processor 2100a, must coordinate on the trans 
mission and receipt of codes, Similar to the coordination 
required by LZW techniques. However, as will be described 
further below, the AGFA technique uses a compression 
dictionary containing four pre-defined compression codes. 
The characters in the input String are Scanned to determine 
if a Scanned Sub-String of characters match certain of these 
pre-defined compression codes. If So, the matching Sub 
String of characters is encoded with the applicable pre 
defined compression code. If a Sub-String of characters does 
not match a pre-existing code, new codes corresponding to 
the Sub-Strings are added to the dictionary. 
0092. Further, the AGFA technique provides a look-ahead 
function, in which to determine whether or not the Sub-String 
is greater than a minimum number, preferably 6, bytes, and 
if So the Sub-String is encoded with a new code, which 
includes any applicable pre-existing code, and the length of 
the code field. The length is the width of the pre-existing 
code, with this code forming the most significant bits and 
Serving as a continuation indicator, and any new coding, 
with this coding forming the least significant bits. Like LZW 
techniques, Sub-Strings are initially defined by codes having 
9 bits or digits, but may be increased to up to 12 bits to add 
new codes. Once the 12 bit limit is exceeded, the dictionary 
is reset and Subsequent codes are again defined initially with 
9 bits. 

0093. Referring to FIG. 5, in the AGFA technique, four 
codes are predefined and stored in the code dictionary 3000 
on RIP memory 2050b as codes 1330. In the present 
example these codes are the code 100, representing a Sub 
String of all Zero bytes which corresponds to white, code 
101, representing a Sub-String of all one bytes which corre 
sponds to black, code 102, representing a reset, and the code 
103, representing an end of the compressed encoded data. In 
the present example, codes 104,105, and 106 etc. represent 
Sub-Strings of new patterns which are generated during the 
processing of the input date and also Stored on RIP memory 
2050b in code dictionary 3000. It will be recognized that 
because codes for the Strings corresponding to white and 
black are partially predefined, reduced processing is 
required to generate these codes, Since the predefined codes 
can simply be read by RIP processor 2050a from the 
dictionary codes as required. 
0094. Using the AGFA technique, the RIP processor 
2050a first sets a reset code 102 read from the code 
dictionary 3000 and reads the “a” in the sequence and the 
“b' immediately thereafter in the sequence. The RIP pro 
cessor 2050a then determines from code dictionary 3000, if 
a code exists for the character Sequence "ab'. Since, in this 
example, no Such code exists at this point in the processing, 
a new code 105 is generated to represent the new pattern 
string “ab” and stored in the code dictionary 3000 on 
memory 2050b. The RIP processor 2050a continues by 
reading the “c” immediately following the “b” in the 
sequence. The RIP processor 2050b determines if a code 
exists for the character Sequence “bc'. Since, in this 
example, no Such code exist at this point in the processing, 
a new code 106 is generated to represent the new pattern 
string “bc' and stored in dictionary 3000. 
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0.095 The RIP 2050 continues by reading the “0” imme 
diately following the “c” in the sequence. The RIP processor 
2050a determines if a code exists for the character sequence 
“cO'. Since, in this example, no Such code exists at this point 
in the processing, a new code 107 is generated to represent 
the new pattern string “co” and stored in dictionary 3000. 
Also, because the “0” is recognized as special, the RIP 
processor 2050a, automatically scans ahead to read the next 
character in the Sequence to determine if it matches with the 
initial “0” in the Sequence. If not, the Scanning ahead is 
immediately discontinued and the RIP processor 2050a 
proceeds with normal processing. If So, the Scanning ahead 
continues on a character by character basis until no match 
with “0” is found, at which point the scanning ahead is 
discontinued and normal processing continues. 
0096. In this exemplary application of the AGFA tech 
nique, the RIP processor 2050a Scans ahead and counts the 
number of “0” or “1” bytes in the sequence. Preferably, a 
compression threshold is preestablished and Stored on the 
RIP memory 2050b. For example, the threshold might 
correspond to a 4 to 1 compression rate. If Such a threshold 
is utilized and the number of “0” or “1” bytes counted is less 
than the number required to meet or exceed the threshold, 
e.g. if the Sequence consist of only one or two Zeros or ones, 
then a new code would be established for the Sequence in the 
normal manner. Only if the number of “0” or “1” bytes 
counted meets or exceeds the threshold, is the Sequence 
encoded using the applicable pre-defined code 100 or 101. 

0097 Assuming in the present example that the number 
of “0” bytes counted by the RIP processor 2050a meets or 
exceeds the threshold, the count is determined to be a repeat 
count. Either of 9, 10, 11, or 12 bits can be used to code the 
repeat count. However, if the count is So great that more 11 
bits would be required for the encoding, a continue code 
which may be generated by processor 2050a or retrieved 
from memory 2050b, is inserted as the least significant bit in 
the output code to enable the output codes representing the 
entire Sequence of Zeros or ones to be Strung together. 
Accordingly, no matter how long the Sequence, the low or 
leSS Significant bit of each output code within the String of 
output codes would represent an end or continuation of the 
coding. Hence, 1 bit is Sacrificed for the end/continuation bit 
leaving 8, 9, 10, or 11 bits for the repeat count. 
0098. Accordingly, in the present example the output 
code for the repeat count of “0” characters would be formed 
with the code “100” to indicate that this is a sequence of “0” 
characters, followed by “102” representing a first portion of 
the repeat count, and "001" indicating that the output codes 
for the repeat count continues. Thus, the first code in the 
string of repeat count output codes would be “100102001'. 
The Second code in the String of repeat count output codes 
could be “102001, with the “102” representing a second 
portion of the repeat count, and “001” indicating that the 
output codes for the repeat count continues. The last code in 
the string of repeat count output codes could be “0201'. The 
high bit of the last output code "0201 is made clear to 
indicate that this is the end of the repeat count information 
in this field. 

0099. Using the repeat count multiple output codes, the 
Strung together codes for the entire repeat count would, in 
the above example be “1001020011020010201”. Thus, the 
Strung together multiple bytes of output codes provide a full 
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representation of the repeat count. In practice, five output 
codes may be used to represent up to four billion characters. 
Notwithstanding the number of bits in the output codes, the 
high bit is used to represent the count. Accordingly, what 
ever output code size is used, full advantage is taken of all 
available bits for the repeat count. 
0100. It is perhaps worthwhile emphasizing here that 
conventional LZW techniques lack the ability to Scan ahead. 
Conventional PB techniques, on the other hand, Scan ahead 
to locate matches with whatever character has been read and 
must fully generate the match coding for each matching 
Sequence. In contrast, the present improved technique Scans 
ahead to locate matches with only Selective characters, 
preferably only white and black, respectively represented 
herein by “0” and “1”. Further, the present technique uses a 
predefined code for each of the Selected characters, e.g. 
white and black, and hence the match coding for each 
matching Sequence need only be partially generated, since 
the predefined code, e.g. codes 100 or 101, which identifies 
the applicable Sequence as a Sequence of white or black 
characters is pre-generated and need only be read from the 
code dictionary 3000. 
0101 Accordingly, the present technique is capable of 
providing Superior encoding of, for example, large images 
using less computing resources and computing time. 
0102) As noted above, once the RIP processor 2050a 
determines it is at the last “0” in the Sequence, i. e. by 
determining from the Scanning ahead on a character by 
character basis that a next character does not match with “0”, 
the Scanning ahead is discontinued and normal processing 
continues. Thus, the RIP processor 2050a continues by 
reading the “1” immediately following the last “0” in the 
sequence. The processor 2050a determines if a code exists 
for the character Sequence "01". Since, in this example, no 
Such code exist at this point in the processing, a new code 
108 is generated to represent the new pattern string "01". 
The processor 2050a proceeds by reading the “c” immedi 
ately following the “1” in the Sequence. The processor 
determines if a code exists for the character Sequence “1c'. 
Since, in this example, no Such code exists at this point in the 
processing, a new code 109 is generated to represent the new 
pattern String "1c'. 
0103) The processor further proceeds by reading the “0” 
immediately following the Second “c” in the Sequence. The 
processor 2050a determines if a code exists for the character 
Sequence “c0'. In this example, Such a code, i.e. code 107, 
does exist. The RIP processor 2050a also scans ahead to 
determine if another “0” immediately follows this occur 
rence of “co”. Since, in this case the RIP processor 2050a 
determination is negative, the Scanning ahead is discontin 
ued and normal processing continues. 
0104. The processor 2050a now proceeds by reading the 
“1” immediately following the second “co” in the sequence. 
The processor 2050a determines if a code exists for the 
character Sequence “co1'. Since, in this example, Such a 
code does not exist, a new code 110 is generated to represent 
the new pattern String “co1' which can be represented as 
“1071". The RIP processor 2050a also scans ahead to 
determine if another “1” immediately follows this occur 
rence of “co1". Since, in this case the RIP processor 2050a 
determination is negative, the Scanning ahead is discontin 
ued and normal processing would continue if further char 
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acters remained to be encoded. However, since the “co1' are 
the final characters, encoding ends. 
0105 The processor ultimately generates encoded output 
data forming a Sequence including the String of characters 
“102abc1 OO1O2OO1102OO1O2O11071103. 

0106 Similar to LZW techniques, in the AGFA tech 
nique, the RIP processor 2050a builds a tree of numerous 
codes generated using pre-defined or other codes and 
thereby is capable of providing Satisfactory results even 
though the processing is performed on a byte by byte basis 
to find repeating bytes. However, as compared to LZW 
techniques, in the AGFA technique, processing time and 
resources required by the RIP 2050 to encode large 
Sequences is Substantially reduced through the use of Special 
pre-defined codes. The decoding processor, i.e. the print 
drive server processor 2100a, which could serve as a print 
drive server (not shown) or be Some other type decoding 
device, builds a Similar tree using the codes in the code 
dictionary received from the encoding processor, i.e. the RIP 
processor 2050a . Basically, the decoding processor per 
forms the reciprocal of the encoding process to decode the 
encoded Sequence characters 
“102abc10010200110200102011 071103'. It should be 
understood that the encoded data could, if desired, be 
transmitted to the decoding device via a direct communica 
tions link, a local network, a public network Such as the 
Internet, or Some other type of network. Further, Such 
communications may be by wire communications or wire 
leSS communications. 

0107 FIG. 6 depicts an enhanced networked image 
processing System having the preferred overlapping net 
WorkS usable in the enhanced flexible networked image 
processing System of the present invention. AS shown, the 
networked system 300 includes multiple raster image pro 
cessors (RIPs) 305, a print drive server (PDS) 310, and 
multiple image makers (IMs) 315 and 320. The IMs include 
a pre-press image setter (PPIS) 315 having an optical scan 
assembly, Such as a laser Scanner, and a Support Surface, 
such as a cylindrical drum, and an image proofer (IP) 320 
which could, for example, be a color proofing device. A 
single workstation could serve as both the PDS 310 and one 
of the RIPs 305, although generally each RIP305 and each 
PDS 310 will be implemented on a separate workstation. 
Also included are multiple remote SAN storage devices 330 
and non-SAN storage devices 340 and 345, i. e. Storage 
devices remote to both the RIPs 305 and the PDS 310, for 
storing raster image data generated by the RIPs 305. It will 
be recognized that the System is easily adaptable to accom 
modate storage devices local to the applicable RIP 305 or 
PDS 310, or local to both the applicable RIP 305 and the 
PDS 310 if the PDS 310 and applicable RIP 305 are 
implemented as a single WorkStation. 
0108) An Ethernet network 325, preferably formed of 
optical fiber or high-Speed copper cable, interconnects the 
RIPs 305, PDS 310, storage device 340 and IP 320, thus 
providing links between each of the multiple RIPs 305 and 
the PDS 310 and the storage device 340, and between the 
PDS 310 and the IP320. The PDS 310 is also connected to 
the PPIS 315 via a dedicated link 327. The PDS 310 is 
connected to the remote Storage device 345 by a Separate 
link or network 329. Additional PDSS 310 could also be 
interconnected to the multiple RIPs 305, and to the IP or 
other IPs via the Ethernet network, if so desired. 
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0109 Astorage area network (SAN) 335, preferably also 
formed of optical fiber or high-speed copper cable, inter 
connects the remote storage devices 330 with each of the 
RIPs 305 and the PDS 310, thus providing a respective 
dedicated link 335a or 335b between the remote SAN 
storage devices 330 and each of the multiple RIPs 305 and 
between the remote SAN storage devices 330 and the PDS 
310. Accordingly, the networked pre-press imaging System 
300 of FIG. 6 includes what may be characterized as 
overlapping Ethernet and Storage area networkS 325 and 
335. 

0110 Preferably, the dedicated links 335a and 335b pro 
vided by the SAN 335 are very high speed, e.g. 100 
Megabyte per Second, connections. Advantageously, each of 
the multiple remote SAN storage devices 330 includes a fast, 
large memory, as are well known in the art. The multiple 
remote SAN storage devices 330 are configured in a pool of 
storage devices 332, as depicted in FIG. 6, which is easily 
expandable by adding additional remote SAN Storage 
devices 330 to the SAN storage device pool 332. 
0111. In operation, each of the networked system RIPs 
305 receives, as input, a digitized image from a respective or 
shared front-end processor (not shown) or via user com 
mands entered on a user input device (not shown). The 
applicable RIP305 processes the received input to generate 
raster image data representing the input image. The raster 
image data may be directly transmitted from the applicable 
RIP 305 via the SAN 335 to the SAN's multiple storage 
device pool 332 via the dedicated SAN link 335a between 
the applicable RIP305 and SAN storage device pool 332. 
0112 The raster image data stored on the SAN storage 
device pool 332 is retrieved by the PDS 310 directly from 
the SAN storage device pool 332, via the dedicated SAN 
link335b between the PDS 310 and storage device pool 332. 
The PDS 310 processes the retrieved raster image data to 
generate appropriate instructions to the applicable IM 315 or 
320. These instructions are transmitted from the PDS 310 to 
the IM 315 or 320 via either the Ethernet network 325 or a 
dedicated non-network link 327. 

0113 More particularly, if the PDS 310 instructions are 
generated for the IP320, the instructions are transmitted via 
the Ethernet network 325. On the other hand, if the PDS 310 
instructions are generated for the PPIS 315, the instructions 
are transmitted via the dedicated non-network link 327. 

0114 Beneficially, the PDS 310 instructions for the IP 
320 are transmitted to the IP320 prior to PDS 310 instruc 
tions being transmitted to the PPIS 315. The IP320 operates 
in accordance with the received PDS 310 instructions to 
generate an image proof, e.g. a color proof, for inspection by 
a System operator, as is well understood in the art. 
0115) If the proof is determined to be acceptable, the PDS 
310 instructions for the PPIS 315 are transmitted via the 
dedicated non-network link 327 from the PDS 310 to the 
PPIS 315. In accordance with the received instructions, the 
optical scan assembly of the PPIS 315 operates to scan the 
image represented by the PDS 310 instructions onto a plate 
or film supported by the Support surface of the PPIS 315. 
The image input to the RIP305 is thereby transferred to the 
plate or film. The film or plate can in turn be used to print 
the input image on other media, e.g. paper. 
0116. Thus, the use of the SAN 335 solves problems 
relating to network bandwidth and Storage capacity in con 
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vention networked pre-preSS Systems. However, in order for 
the PDS 310 to retrieve raster image data from the SAN and 
other remote storage devices, each RIP305 and the PDS 310 
must Somehow coordinate on the identity of the applicable 
storage device address. Thus, the use of the SAN 335 
introduces a question as to how to identify the remote 
Storage device at which particular raster image data should 
be stored. 

0.117) This question is answered by adding a volume 
serial number query and response to the PDS protocol. More 
particularly, the PDS 310 is configured to transmit an 
applicable destination Storage device identifier and path to 
each of the RIPs 305. Each of the RIPs 305 is configured to 
query PDS 310 for the identified storage device's volume 
Serial number, after receipt of the destination and path 
information from the PDS 310. Each RIP 305 is further 
configured to process the Storage device Volume Serial 
number returned by the PDS 310 in response to the query to 
determine if one of the Volume Serial numbers of the Storage 
devices accessible to that RIP 305 matches the storage 
device volume serial number returned by the PDS 310. If so, 
the destination Storage device is deemed to be a shared 
Storage device, e.g. the SAN Storage device pool 332 or the 
remote non-SAN storage device 340. 
0118. However, even after the RIP305 has confirmed that 
the destination device designated by the PDS 310 is an 
accessible shared Storage device, a further question remains. 
More particularly, Since there is no established Storage 
device identifier standard, one RIP305 could, for example, 
identify a remote storage device as “Drive G”, while another 
RIP 305 might identify the same remote storage device as 
“Drive Z”. Further, the PDS 310 might identify the same 
remote storage device as “Drive D”. Hence, the PDS 310 
could seek to retrieve raster image data at address D:/XXX or 
D:/yyy which has been stored by one RIP 305 at address 
G:/XXX or by another RIP305 by at address Z:/yyy. Thus, a 
question remains as to how the RIP's 305 and PDS 310 will 
share access to the remote Storage devices, including device 
pool 332, such that the PDS 310 can easily access the 
appropriate raster image data stored by the RIPs 305 on the 
shared remote storage devices 332 and 340. 
0119) This potential problem is solved by mapping the 
PDS's 310 storage device address to applicable RIP 305 
storage device address. More particularly, the PDS 310 is 
configured to retrieve the Volume Serial numbers, by Step 
ping the drive designation for the destination device String 
from, for example, “C” to “Z”. Drive designations “A” and 
“B” are assumed to be local drives, and are therefore not 
checked. The String is processed as an argument to a call, for 
example for “GetVolumeInformation(path, . . . )”. If the 
destination Volume's Serial number matches that returned 
from GetVolumeInformation, the drive letter string is cap 
tured for Subsequent use. 
0120 In certain operating systems, such as WindowsTM, 
call “GetLogicalDrives( ), provides a mask of assigned 
drive designation letters, and only assigned drive designa 
tion letters are checked. Further, in WindowsTM call, “Get 
DriveType(path), the device assigned to the drive designa 
tion letter in the path is described, and only drives with a 
“DRIVE FIXED” type are checked. 
0121 Referring again to FIG. 6, when a job begins, the 
RIP 305 requests a destination drive designation and path 
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from the PDS 310. If the RIP 305 and PDS 310 reside on 
Same WorkStation, the image data is written to the local drive 
as a file. 

0122) If not, the RIP 305 queries the PDS 310, via a 
communication over the Ethernet network 325, for the 
destination storage device's volume serial number. The PDS 
310 processes the query and transmits the destination Stor 
age device's volume serial number to the RIP 305 via the 
Ethernet network 325. 

0123. The RIP 305 receives the destination storage 
device's volume serial number from the PDS 310, and 
processes the received Serial number, typically by compar 
ing it to those destination Storage device Volume Serial 
numbers accessible to that RIP 305. Typically, these desti 
nation Storage device Volume Serial numbers are Stored 
locally at the applicable RIP 305. If the destination storage 
device's volume serial number received from the PDS 310 
is determined to correspond to a storage device accessible to 
the RIP 305, e.g. determined by matching the received 
destination Storage device's Volume Serial number and one 
of the Stored accessible Storage devices Volume Serial 
numbers, the destination Storage device identified by the 
PDS 310 is deemed by the RIP305 to be a shared storage 
device. The RIP 305 drive designation for that device is 
mapped to the PDS designation for that same device. 

0.124. If the identified destination storage device identi 
fied by the PDS 310 is further deemed to be a SAN storage 
device pool 332, the RIP 305 will transmit the raster image 
data to the identified SAN storage device pool 332 via the 
SAN 335. The transmitted raster image data is written as a 
file in the SAN storage device pool 332. 

0.125) If not, the RIP305 will determine if the PDS's 310 
destination drive letter designation, e.g. “drive D'' is to a 
remote, shared, mapped Storage device, Such as Storage 
device 340 of FIG. 6. If so, the RIP 305 will transmit the 
raster image data to the remote Storage device 340 over the 
Ethernet network325. The transmitted raster image data will 
be written to the remote storage device 340 using the 
mapped RIP 305 designation, e.g. “drive G” for remote 
storage device 340, by remote file access. 

0126. If the PDS's 310 destination drive letter designa 
tion is not to a remote, Shared, mapped Storage device, e.g. 
storage device 345, the RIP 305 will transmit the raster 
image data to the PDS 310 over the SAN 335. The trans 
mitted raster image data will be written to the identified 
storage device 345 by the PDS 310 using remote file access. 

0127 Pseudo code for implementing the above follows: 

0128 1) RIP ->PDS: Query, where should data be 
written'? 

0129. 2) PDS ->RIP: Response, X:pathV . . . \file 
name 

0130 3) RIP Processing if RIP and PDS are on 
different workstations: 

0131) 
ID's: 

a) RIP->PDS: Query, what is the volume 

0132) b) PDS->RIP: Response, disk device vol 
ume ID 
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0133 c) Y=GetLocalDriveID(volume ID) 
0134 d) if Y is an accessible SAN drive write 
image data to SAN** 

0135 e) else if Y is a remote mapped drive write 
image data via remote file System 

0136 f) else write image data via PDS interface** 
0137) 4) else RIP Processing if RIP and PDS are on 
Same workStation: 

0138) 
0139 5). RIP->PDS: Data has been written 

0140 where *=Ethernet transfers. 
0141 where **=high speed SAN transfers. 

0142. In FIG. 6, the RIPs 305 and PDS 310 have direct 
connections via the SAN 335. The RIPS 305 and PDS 310 
use the Ethernet network link 325 to exchange protocol 
messages. The raster image data is preferably transmitted via 
the very high speed SAN links 335a and 335b. The SAN 
links 335a and 335b can provide 10 times the transfer speed, 
and allow the Ethernet bandwidth to be utilized for trans 
mission of other than the raster image data, Such as for 
transmitting the output of the PDS 310. 
0143. It should be understood that, if desired, other RIPs 
305 which are not interconnected by the SAN 335 could be 
included in the networked system 300 of FIG. 6. Such RIPs 
305 would accordingly transmit raster image data and other 
data, e.g. messages to the PDS 310, via the Ethernet network 
325. However, the transmission of raster image data by these 
RIPs 305 would take at least 10 times longer over the 
Ethernet network 325 than transmissions of raster image 
data by the other RIPs 305 over the SAN 335. This could 
result in the Ethernet network 325 being saturated during the 
transfer of the raster image data by these non-SAN RIPs 
305, and hence, other PDS 310 operations, requiring Eth 
ernet network 325 transfers, could be adversely impacted. 
014.4 FIG. 7 depicts a preferred embodiment of the 
enhanced flexible networked image processing System 400 
in accordance with the present invention. AS shown, the 
networked System includes multiple raster image processors 
(RIPs) 405a, 405b and 405c, multiple print drive servers 
(PDSs) 4.10a and 410b, and multiple image markers (IMs) 
415, 420, and 422. Also included are multiple storage 
devices 430, 440, 445 and 450, for storing data generated by 
the RIPS. 

0145 The multiple RIPs include RIP 405a, which is 
capable of operating as described above with reference to 
FIGS. 3-6. That is, RIP 405a generates raster image data in 
a predefined format desired by the applicable PDS, com 
presses this data in accordance with the appropriate 
improved compression algorithm, and writes this data in a 
file on the appropriate shared Storage device or transmits the 
data to the applicable PDS. 
0146). RIP 405b is another type RIP, for example a third 
party RIP, which generates raster image data in a different 
predefined format, e.g. one of well known formats DCS or 
TIFF. RIP405b may either be incapable of compressing the 
generated data or may compresses the generated data in 
accordance with a compression algorithm other than an 
improved compression algorithm of the type described 

a) Write image data to local drive 
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above. Because RIP 405b is not configured to operate with 
the PDSs it is also incapable of writing the generated 
uncompressed or compressed data in a file on a shared 
remote storage device accessible to the applicable PDS. 
0147 RIP 405c is still another type RIP, for example an 
older RIP, which might be characterized as a legacy RIP. RIP 
405c generates raster image data, and further processes this 
uncompressed generated data to generate uncompressed 
instructions for directly driving an IM, Such as an imageSet 
ter. 

0148. As will described further below, the multiple PDSs 
include a primary PDS 410a which is capable of managing 
the imaging of jobs originating with any of the RIPs 405a 
405c, having data stored on any of the storage devices 430, 
440, 445 and 450 and imaged on any of the IMs 415,420 and 
422. Also included is a satellite PDS 410b, which is only 
capable of imaging jobs originating with any of the RIPS 
405a-405c, having data Stored on certain of the Storage 
devices 430, 440, 445 and 450 and imaged on only certain 
of the IMs 415, 420 and 422. 

014.9 The IMs include multiple pre-press image setters 
(PPISs) 4.15a and 415b, each having an optical scan assem 
bly, Such as a laser Scanner, and a Support Surface, Such as 
a cylindrical drum. The IMS also include an image proofer 
(IP) 420 which could, for example, be a color proofing 
device, and a preview monitor (PM) 422, which could be a 
programmed personal computer or WorkStation, having a 
display and input device Such as a keyboard and/or mouse. 
0150. The multiple storage devices include storage 
devices 430 and 440, which are remote to both the RIPs 
405a-405c and the PDSS 410a and 410b. Also included is 
storage device 445, which is local to PDS 410a but remote 
to the RIPs 405a-405c and PDS 410b, and storage device 
450 which is local to the RIP 405a but remote to the other 
RIPS 405b-405c and to the PDSS 410a -410b. It will be 
recognized that if, for example, PDS 410a and RIP 405a 
were configured on a single WorkStation the Storage device 
445 or 450 would be local to both that RIP and PDS. 

0151. An Ethernet network 425, preferably formed of 
optical fiber or high-Speed copper cable, interconnects the 
RIPs 405a-405b, PDSs 410a -410b, IP 420, PM 422, and 
Storage device 440, thus providing a links between each of 
the multiple RIPs 405a-405b and the multiple PDSs 410a 
-410b, between the PDSS 410a -410b, between the PDS 
410a and the IP420 and PM 422, between the PDS 410b and 
the IP 420, between the RIP 405a and the shared storage 
device 440, and between the PDS 410a and the shared 
storage device 440. The PDS 410a is connected to the RIP 
405c via a dedicated link 423, and to the PPIS 415a via a 
dedicated link 427. Additionally, PDS 410b is connected to 
the PPIS 415b via a dedicated link 429. It will be recognized 
that, if desired, the system 400 could include additional 
RIPS, PDSs, IMs and storage devices which could also be 
interconnected in a similar manner. 

0152 Astorage area network (SAN) 435, which is pref 
erably also formed of optical fiber or copper cable, inter 
connects the pool 432 of remote storage devices 430 with 
RIP 405a and the PDS 410a , thus providing respective 
dedicated links 435a between the remote storage device pool 
432 and the RIP 405a and 435b between the remote storage 
devices pool 432 and the PDS 410a. It will of course be 
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recognized that the System could, and in a practical imple 
mentation would in all likelihood, include multiple RIPs 
405a, each connected by a respective dedicated link to the 
remote storage device pool 432 via the SAN 435. Accord 
ingly, the networked pre-press imaging system 400 of FIG. 
7 includes overlapping networks, i.e. Ethernet network 425 
and SAN 435. 

0153. Preferably, the dedicated links 435a and 435b 
provided by the SAN 435 are very high speed, e.g. 100 
Megabyte per second connections. The SAN could be imple 
mented as a very high speed Ethernet if desired as will be 
well understood by those skilled in the art. Advantageously, 
each of the multiple remote storage devices 430 forming the 
SAN Storage pool 432, includes a fast, large memory device, 
as are well know in the art. The multiple remote Storage 
devices 430 are configured in the storage device pool 432, 
as shown, So as to be easily expandable by adding additional 
remote storage devices 430 to the storage device pool 432. 
0154) In operation, each of the networked system RIPs 
405a-405c receives, as input, a digitized image from a 
respective or shared front-end processor (not shown) or via 
user commands entered on a user input device (not shown). 
The applicable RIP processes the received input to generate 
raster image data representing the input image. 
0155. In the case of the RIP 405a, the generated raster 
image data is preferably compressed using one of the 
improved compression algorithms described above with 
reference to FIGS. 3-5. As described in detail above with 
reference to FIG. 6, the compressed raster image data may 
be directly transmitted via the SAN 435 to the multiple 
remote, mapped, shared storage devices 430 of the SAN 
pool 432 via the dedicated SAN link 435a between the RIP 
405a and storage device pool 432. Alternatively, the raster 
image data can be directly transmitted via the Ethernet 425 
to another remote, mapped shared Storage device, Such as 
storage device 440, via a link on the Ethernet network 425 
between the RIP 405a and remote storage device 440. In a 
Still further alternative, the raster image data can be directly 
transmitted to a local Storage device, Such as Storage device 
450, which is remote to the PDS 410a. 

0156 If the raster image data is stored on the SAN 
storage device pool 432, it is retrieved by the PDS 410a 
directly from SAN storage device pool 432, via the dedi 
cated SAN link 435b between the PDS 410a and storage 
device pool 432. On the other hand, if the raster image data 
is Stored on the remote, mapped, shared Storage device 440, 
it is retrievable by the PDS 410a directly from storage 
device 440, via a link on the Ethernet network 425 between 
the PDS 410a and remote storage device 440. If the raster 
image data is stored on the local (RIP 405a) storage device 
450, it may be retrieved by the PDS 410a directly from 
storage device 450, via the dedicated SAN links 435a and 
435b between the PDS 410a and RIP 405a. 

0157 However, if the PDS 410a destination drive letter 
designation is not to a mapped remote Storage device, the 
RIP 405a will transmit the compressed raster image data to 
the PDS 410a over the SAN 435. The transmitted raster 
image data will be written to the identified Storage device by 
the PDS 410a . For example, if the non-mapped storage 
device is the local Storage device 445, the transmitted raster 
image data will be written to the local storage device 445 by 
the PDS 410a using local file access. 
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0158) As also described above with reference to FIG. 6, 
if the PDS 410a destination drive letter designation were to 
a remote, rather than local, non-mapped Storage device on 
the Ethernet network 425, the RIP 405a would similarly 
transmit the raster image data to the PDS 410a over the SAN 
435. However, the transmitted raster image data would then 
be written to the identified remote storage device (not 
shown) by the PDS 410a via a link on the Ethernet network 
425 using remote file access. 

0159. RIP405b is not connected to the SAN 435. Accord 
ingly, RIP 405b cannot transmit the raster image data 
directly via the SAN 435 to the remote storage device pool 
432 of the SAN pool 432. RIP 405b could directly transmit 
the generated data via the Ethernet 425 to remote Storage 
device 440, via a link on Ethernet network 425 between the 
RIP 405b and remote storage device 440, and transmit a 
notice of the writing of the data to the PDS 410a via Ethernet 
network 425. However, since the RIP 405b cannot map the 
PDS 410a designation for remote storage device 440 to the 
RIP 405b designation for that storage device 440, there is no 
way to ensure that PDS 410a will be able to access data 
stored on the storage device 440 by the RIP 405b. Therefore, 
the RIP405b transmits the generated raster image data to the 
PDS 410a via the Ethernet network 425. The transmitted 
raster image data is then written to, for example, local 
storage device 445 or the SAN storage device pool 432 by 
the PDS 410a using either local or remote file access, as 
appropriate. 

0160. As noted above, RIP 405b may generate raster 
image data in an undesirable predefined format, Such as DCS 
or TIFF. Further, the RIP 405b may transmit the data in an 
uncompressed State or compressed based on an undesirable 
compression algorithm. Hence, the PDS 410a optionally 
decompresses the raster image data transmitted by the RIP 
405b via the Ethernet 425, and reformats the decompressed 
or uncompressed data, e.g. from DCS or TIFF to the desired 
format. PDS 410a also preferably compresses the reformat 
ted raster image data using one of the above described 
improved compression algorithms, and Stores the reformat 
ted compressed raster image data at local Storage device 445 
or SAN storage device pool 432 using local or remote file 
access, as appropriate. 

0161 RIP 405c is not connected to either the SAN 435 or 
the Ethernet 425. Accordingly, RIP 405b cannot transmit the 
raster image data directly to the remote Storage device pool 
432 via the SAN 435, or to remote storage device 440 device 
via the Ethernet network 425. Rather, the RIP 405c transmits 
the generated raster image data to the PDS 410a via the 
dedicated or Separate network link 423, which is neither part 
of the SAN 435 or Ethernet network 425. As noted above, 
legacy or other type RIP's, such as RIP 405c, may not only 
generate raster image data, but could also further process the 
generated uncompressed raster image data to generate 
uncompressed instructions for directly driving an IM, Such 
as PPIS 415a or 415b. Hence, the PDS 410a is additionally 
configured to convert the IM instructions transmitted by the 
RIP 405c via the dedicated link 423 to raster image data, to 
optionally reformat this raster image data, e.g. from DCS or 
TIFF to the desired format, to preferably compress the raster 
image data, whether or not reformatted, using one of the 
above described improved compression algorithms, and to 
Store the reformatted compressed raster image data at, for 
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example, local Storage device 445 or the SAN Storage device 
pool 432 using local or remote file access, as appropriate. 
0162. As described in detail with reference to FIG. 6, in 
order for the PDS 410a to retrieve raster image data from a 
shared Storage device, Such as the SAN Storage device pool 
432, remote storage device 440, or local RIP storage device 
450, the RIP 405a and the PDS 410a coordinate on the 
destination and identity of the storage device. The PDS's 
destination drive letter designation is mapped So the RIP 
405a can transmit the raster image data directly to the 
applicable Storage device. The transmitted raster image data 
is written to the identified storage device by the RIP 405a 
using local or remote file access, as appropriate. 

0163) If, on the other hand, 1) the destination drive letter 
designation furnished by the PDS 410a to RIP 405a is not 
to a shared Storage device, but rather is to a unshared Storage 
device, such as PDS local storage device 445, or 2) the raster 
image data is generated by a third party, legacy or other type 
RIP, such as RIP 405b or RIP 405c, which is not configured 
to coordinate storage with the PDS 410a, the applicable RIP 
will transmit the raster image data or IM instructions, as 
applicable, to the PDS 410a over either the SAN 435 in the 
case of RIP405a, the Ethernet network 425 in the case of the 
RIP405b, or some other link in the case of the RIP405c. The 
transmitted raster image data or IM instruction will be 
processed, as appropriate, and written to the desired Storage 
device by the PDS 410a, using either remote or local file 
access, as applicable. 

0164. In all the above cases, the PDS 410a can retrieve 
the raster image data from the SAN storage device pool 432; 
mapped, remote Storage device 440; mapped local RIP 
storage device 450; or unmapped local PDS storage device 
445 and process the retrieved data to generate appropriate 
instructions to the applicable IM. More particularly, the PDS 
410a, opens the Stored compressed raster image data file, 
reads the compressed raster image data, and decompresses 
the read compressed raster image data. AS is well understood 
in the art, the raster image data may be either flat based with 
an image file for each color Separation, or page assembly 
based with an image file for each color Separation of each 
element, i.e. the blank flat and pages to be merged into the 
flat. With page assembly based image files, the placement 
information is provided with the raster image data by the 
RIP. If the decompressed raster image data is page assembly 
based, PDS 410a processes this data to merge together the 
color elements of each page. PDS 410a performs the appro 
priate driver Specific processing on, in the case of page 
assembly based data, the merged decompressed raster image 
data, or, in the case of flat based data, the un-merged 
decompressed raster image data to generate the IM instruc 
tions. For example, Such processing may be performed to 
generate instructions relating to monitor Scale and merger of 
color planes, proofer de-Screening, Scaling and merger of 
color planes, or reformatting to a Standard or other format. 
The generated instructions may be transmitted from the PDS 
410a to the applicable target IM via either the Ethernet 
network 425 or a dedicated nonnetwork link 427. More 
particularly, if instructions are generated by the PDS 410a 
for the IP420 or the PM 422, the instructions are transmitted 
via the Ethernet network 425. On the other hand, if the 
instructions are generated by the PDS 410a for the PPIS 
415a, the instructions are transmitted via the dedicated 
non-network link 427. Beneficially, the PDS instructions for 
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the IP 420 and/or PM 422 are transmitted to the IP 420 
and/or PM 422 prior to PDS instructions for PPIS 415a 
being transmitted to the PPIS 415a. The transmitted instruc 
tions are written at the target IM. 

0165. The PM 422 operates in accordance with the 
received PDS 410a instructions to display selected color 
planes of the applicable job or job element(s) for inspection 
by a system operator, as is well understood in the art. The IP 
420 operates in accordance with the received PDS 410a 
instructions to generate an image proof, e.g. a lower reso 
lution, e.g. 8bit, large format color Sample, for inspection by 
a System operator, as is also well understood in the art. If the 
display and/or proof are determined to be acceptable, the 
PDS 410a instructions for the PPIS 415a are transmitted via 
the dedicated non-network link 427 from the PDS 410a to 
the PPIS 415a. In accordance with these received instruc 
tions, the optical scan assembly of the PPIS 415a operates 
to Scan the image represented by the PDS instructions onto 
a plate or film Supported by the Support surface of the PPIS 
415a. The image input to the applicable RIP is thereby 
transferred to the plate or film as a high resolution image. 
The film or plate can in turn be used to print the input image 
On other media, e.g. paper. 

0166 If the output drive device is the PDS 410b, in one 
preferred implementation the PDS 410a retrieves the com 
pressed raster image data from the SAN Storage device pool 
432; mapped, remote storage device 440; mapped local RIP 
storage device 450; or unmapped local PDS storage device 
445, just as with raster image data which will be processed 
by PDS 410a to generate instructions for an IM. The PDS 
410a, opens the Stored compressed raster image data file and 
reads the compressed raster image data. The read data is 
optionally decompressed and reformatted to, for example a 
standard TIFF format by the PDS 410a. The reformatted 
raster image data may be compressed by PDS 410a, but in 
any event is transmitted to PDS 410b via Ethernet network 
425. 

0167. In an alternative implementation, the PDS 410b 
directly retrieves the Stored raster image data from the 
applicable storage device, e.g. storage device 440. The PDS 
410b, opens the Stored compressed raster image data file and 
reads the compressed raster image data. The read data is 
decompressed and optionally reformatted to, for example a 
standard TIFF format by the PDS 410b. 
0.168. Notwithstanding which of the above alternatives is 
implemented, PDS 410b next processes the transmitted 
raster image data to generate appropriate instructions to the 
applicable IM. It will be recognized that the PDS 410b may 
locally Store the received or retrieved data prior to decom 
pression, reformatting and/or processing if So desired. AS 
described in detail above, the raster image data, in for 
example a TIFF format, may be either flat based with an 
image file for each color Separation, or page assembly based 
with an image file for each color Separation of each element. 
If the raster image data is page assembly based, PDS 410b 
processes this data to merge together the color elements of 
each page. PDS 410b performs the appropriate driver spe 
cific processing on, in the case of page assembly based data, 
the merged raster image data, or, in the case of flat based 
data, the un-merged raster image data to generate the appro 
priate IM instructions. Since, the PDS 410b does not inter 
face with the preview monitor 422, the processing per 
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formed by the PDS 410b will typically be more limited than 
that performed by the PDS 410a. For example, the process 
ing performed by PDS 410b could be limited to that asso 
ciated with generating instructions for a proofer, Such as IP 
420, and an imagesetter, such as PPIS 415b. Such instruc 
tions may, for example, include instructions for proofer 
de-Screening, Scaling and merger of color planes. 
0169. The generated instructions may be transmitted 
from the PDS 410b to the applicable target IM via the 
Ethernet network 425 or a dedicated non-network link 429. 
More particularly, if instructions are generated by the PDS 
410b for the IP 420, the instructions are transmitted via the 
Ethernet network 425. On the other hand, if the instructions 
are generated by the PDS 410b for the PPIS 415b, the 
instructions are transmitted via the dedicated non-network 
link 429. 

0170 AS previously described, the PDS instructions for 
the IP 420 are preferably transmitted to the IP 420 prior to 
PDS instructions being transmitted to the PPIS 415b. The 
transmitted instructions are written to the target IM. The IP 
420 operates in accordance with the received PDS 410b 
instructions to generate an image proof for inspection by a 
system operator. If the proof is acceptable, the PDS 410b 
instructions for the PPIS 415b are transmitted via the 
dedicated non-network link 429 from the PDS 410b to the 
PPIS 415b. In accordance with these received instructions, 
the optical scan assembly of the PPIS 415b operates to scan 
the image represented by the PDS instructions onto a plate 
or film supported by the support surface of the PPIS 415b. 
The image input to the applicable RIP is thereby transferred 
to the plate or film as a high resolution image. The film or 
plate can in turn be used to print the input image on other 
media, e.g. paper. 
0171 It will also be recognized by those skilled in the art 
that, while the invention has been described above in terms 
of one or more preferred embodiments, it is not limited 
thereto. Various features and aspects of the above described 
invention may be used individually or jointly. Further, 
although the invention has been described in the context of 
its implementation in a particular environment and for 
particular purposes, e.g. imaging, those skilled in the art will 
recognize that its usefulneSS is not limited thereto and that 
the present invention can be beneficially utilized in any 
number of environments and implementations. Accordingly, 
the claims set forth below should be construed in view of the 
full breath and spirit of the invention as disclosed herein. 

I/We claim: 
1. A networked imaging System, comprising: 

a first communications network; 

a Second communications network, different than the first 
communications network; 

a first Storage device interconnected to the first network; 

a Second Storage device interconnected to the Second 
network, 

a first image processor interconnected to the first network, 
and configured to generate first image data representing 
a first image and to write the first image data to the first 
Storage device; 
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a Second image processor interconnected to the Second 
network, and configured to generate Second image data 
representing a Second image, 

a first print driver interconnected to the first and the 
Second networks, and configured to write the Second 
image data to the Second Storage device and to generate 
first drive instructions corresponding to the written first 
image data; 

a Second print driver interconnected to the Second net 
work, and configured to generate Second drive instruc 
tions corresponding to the written Second image data; 

a first image maker configured to generate a representa 
tion of the first image in accordance with the first drive 
instructions, and 

a Second image maker configured to generate a represen 
tation of the Second image in accordance with the 
Second drive instructions. 

2. A System according to claim 1, wherein: 
the first and the Second image maker are the same image 

maker. 
3. A System according to claim 1, wherein: 
the first image maker is a first imageSetter; and 
the Second image maker is a Second imageSetter, different 

than the first imageSetter. 
4. A System according to claim 1, wherein: 
the first print driver is further configured to read the first 

image data from the first storage device via the first 
communications network and to write the Second image 
data to the Second Storage device via the Second com 
munications network. 

5. A System according to claim 1, wherein: 
the first image processor is further configured to transmit, 

to the first print driver via the Second communications 
network, a message indicative of the first image data 
having been written to the first Storage device. 

6. A System according to claim 1, wherein: 
the first communications network includes a respective 

dedicated link, having a first bandwidth, between the 
first image processor and the first Storage device, and 
between the first print driver and the first storage 
device; 

the Second communications network includes links hav 
ing a Second bandwidth; and 

the first bandwidth is greater than the second bandwidth. 
7. A System according to claim 1, wherein: 
the first image processor is further configured to compress 

the first image data; 
the written first image data is the compressed first image 

data; 
the first print driver is further configured to decompress 

the written first image data, to compress the generated 
Second image data, and to process the decompressed 
first image data to generate the first drive instructions, 
and 

the written Second image data is the compressed Second 
image data. 
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8. A System according to claim 1, wherein: 
the Second image processor is further configured to gen 

erate the Second image data in a first format; 
the first print driver is further configured to reformat the 

Second image data from the first format to a Second 
format and to compress reformatted Second image data; 
and 

the written Second image data is the compressed refor 
matted Second image data. 

9. A System according to claim 1, wherein: 
the first print driver is further configured to compress the 

Second image data; and 
the written Second image data is the compressed Second 

image data. 
10. A System according to claim 1, wherein: 
the written Second image data is in a first format; 
the first print driver is further configured to reformat the 

written Second image data from the first format to a 
Second format; and 

the Second print driver is further configured to process the 
reformatted Second image data to generate the Second 
drive instructions. 

11. A System according to claim 1, wherein: 
the first image processor is further configured to convert 

a first Sequence of characters representing the first 
image into a second Sequence of characters, including 
a predefined compression code for one of white image 
data and black image data, in order to generate the first 
image data; 

the written first image data includes the Second Sequence 
of characters, and 

the first print driver is further configured to covert the 
written Second Sequence of characters into the first 
Sequence of characters based on the predefined com 
pression code in order to generate the first drive instruc 
tions. 

12. A System according to claim 11, wherein: 
the first image processor is further configured to covert 

the first Sequence of characters by reading a first 
character in the first Sequence of characters, to deter 
mine if the read first character represents the one of the 
white and the black image data, if So, to read one or 
more characters occurring immediately Subsequent to 
the first character in the first Sequence of characters, to 
determine if the read one or more characters match the 
read first character, and, if So, to generate the Second 
Sequence of characters to represent the matching one or 
more characters. 

13. A method for generating a representation of an image, 
comprising: 

Writing first image data, representing a first image, to a 
first Storage device via a first communications network; 

retrieving the written first image data from the first 
Storage device via the first communications network; 

generating first instructions corresponding to the retrieved 
first image data; 
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Writing Second image data, representing a Second image, 
to a Second storage device; 

retrieving the written Second image data from the Second 
Storage device; 

transmitting the retrieved Second image data via a Second 
communications network; 

generating Second instructions corresponding to the trans 
mitted Second image data; 

generating a representation of the first image in accor 
dance with the first instructions, and 

If generating a representation of the Second image in 
accordance with the Second instructions. 

14. A method according to claim 13, further comprising: 
transmitting the first instructions via the Second network; 

and 

transmitting the Second instructions via the Second net 
work; 

wherein the representation of the first image and the 
representation of the Second image are generated in 
accordance with the transmitted first instructions and 
the transmitted Second instructions by a Single image 
maker. 

15. A method according to claim 14, wherein the Second 
image data is written to the Second Storage device via the 
Second communications network. 

16. A method according to claim 13, further comprising: 
transmitting, via the Second communications network, a 

message indicative of the first image data having been 
written to the first Storage device. 

17. A method according to claim 13, wherein: 
the first communications network has an associated first 

bandwidth; 
the Second communications network has an associated 

Second bandwidth; and 
the first bandwidth is greater than the second bandwidth. 
18. A method according to claim 13, further comprising: 
compressing the first image data, wherein the written first 

image data is the compressed first image data and the 
retrieved first image data is the written compressed first 
image data; 

decompressing the retrieved first image data; and 
processing the decompressed first image data to generate 

the first drive instructions. 
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19. A method according to claim 13, further comprising: 

reformatting the Second image data from a first format to 
a Second format, and 

compressing the reformatted Second image data; 

wherein the written Second image data and the retrieved 
written Second image data are the compressed refor 
matted Second image data. 

20. A method according to claim 13, further comprising: 

compressing the Second image data; 

wherein the written Second image data and the retrieved 
written Second image data are the compressed Second 
image data. 

21. A method according to claim 13, further comprising: 

reformatting the written Second image data from a first 
format to a Second format, wherein the transmitted 
Second image data is the reformatted Second image 
data; and 

processing the reformatted Second image data to generate 
the Second drive instructions. 

22. A method according to claim 13, further comprising: 

generating the first image data by converting a first 
Sequence of characters representing the first image into 
a Second Sequence of characters, including a predefined 
compression code for one of white image data and 
black image data, wherein the written first image data 
includes the Second Sequence of characters, and 

converting the written Second Sequence of characters into 
the first Sequence of characters based on the predefined 
compression code in order to generate the first drive 
instructions. 

23. A method according to claim 22, wherein: 

the first Sequence of characters are converted by reading 
a first character in the first Sequence of characters, 
determining if the read first character represents the one 
of the white and the black image data, if So, reading one 
or more characters occurring immediately Subsequent 
to the first character in the first Sequence of characters, 
determining if the read one or more characters match 
the read first character, and, if So, generating the Second 
Sequence of characters to represent the matching one or 
more characters. 


