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(54) ELECTRONIC DEVICE AND CONTROL METHOD THEREOF

(57) Disclosed is an electronic device. The electronic
device including a memory storing signal information cor-
responding to a trigger speech; a microphone; a commu-
nication interface; and a processor configured to identify
whether a first speech signal received through the micro-
phone corresponds to the trigger speech based on the
signal information, obtain a first speech sharpness value
of the first speech signal based on the identifying, obtain
a second speech sharpness value from the at least one
external device through the communication interface,
based on the first speech sharpness value being greater
than the second speech sharpness value, identify a
speech command included in the second speech signal
received through the microphone by entering a speech
recognition mode, and control the electronic device
based on the identifying of the speech command, and
the processor is further configured to, based on the
speech command being unidentified, control the commu-
nication interface to transmit a control signal to the at

least one external device based on the second speech
sharpness value.
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Description

[Technical Field]

[0001] This disclosure relates to an electronic device
and a control method thereof and, more particularly, to
an electronic device that receives a speech signal and a
control method thereof.

[Background Art]

[0002] Recently, a lot of electronic devices are
equipped with a speech recognition function. A user may
utter a designated trigger word to execute a speech rec-
ognition function easily.
[0003] When it is determined that a user utters a trigger
word, the electronic device may activate a speech rec-
ognition mode to recognize the intent included in the
speech command of the user and perform the corre-
sponding operation.
[0004] If a plurality of home appliances having the
same trigger word are provided in a house, when a user
intends to control a specific home appliance among a
plurality of home appliances by a speech and utters a
trigger word, a problem frequently occurs that a speech
recognition mode of a home appliance (e.g., a home ap-
pliance closest to a user) not matching the intent of a
user may be activated, or a specific home appliance may
not recognize a trigger word due to ambient noise, or the
like.
[0005] Accordingly, there is an inconvenience that the
speech recognition mode is activated when the user re-
utters the trigger word after the user has moved close to
a specific home appliance corresponding to the intent of
the user.
[0006] Therefore, there is a need for a method and
technology for smoothly activating a speech recognition
mode of a particular home appliance to be controlled by
a user using a speech among a plurality of home appli-
ances without additional operations without an additional
action like moving of the user, reutterance of the trigger
word, or the like.

[Disclosure]

[Technical Problem]

[0007] It is an object of the disclosure to provide an
electronic device for activating a speech recognition
mode of an electronic device to be controlled by a user
using a speech among a plurality of electronic devices,
and a control method thereof.

[Technical Solution]

[0008] An electronic device according to an embodi-
ment may include a memory to store signal information
corresponding to a trigger speech; a microphone; a com-

munication interface; and a processor configured to iden-
tify whether a first speech signal received through the
microphone corresponds to the trigger speech based on
the signal information, obtain a first speech sharpness
value of the first speech signal based on a result of the
identifying, obtain a second speech sharpness value
from the at least one external device through the com-
munication interface, based on the first speech sharp-
ness value being greater than the second speech sharp-
ness value, identify a speech command included in the
second speech signal received through the microphone
by entering a speech recognition mode, and control the
electronic device based on the identifying of the speech
command, and the processor is further configured to,
based on the speech command being unidentified, con-
trol the communication interface to transmit a control sig-
nal to the at least one external device based on the sec-
ond speech sharpness value.
[0009] The processor may obtain a second speech
sharpness value corresponding to each of a plurality of
external devices including the at least one external de-
vice through the communication interface, based on the
speech command being unidentified, control the commu-
nication interface to transmit the control signal to an ex-
ternal device corresponding to a greatest value among
a plurality of second speech sharpness values, and the
control signal may include at least one of a signal to con-
trol the external device to enter a speech recognition
mode, the second speech signal, or a text corresponding
to the second speech signal.
[0010] The processor may, based on a signal indicat-
ing that the external device receiving the control signal
fails to identify the speech command included in the sec-
ond speech signal through the communication interface,
sequentially transmit the control signal to a remaining
external device among the plurality of external devices
based on the plurality of second speech sharpness val-
ues.
[0011] The memory may store identification informa-
tion corresponding to the at least one external device and
a first neural network model, and the processor may,
based on the speech command being unidentified, iden-
tify a first external device enabled to identify the speech
command among the at least one external device by in-
putting the second speech signal to the first neural net-
work model, and control the communication interface to
transmit the control signal to the identified first external
device.
[0012] The processor may, based on a plurality of ex-
ternal devices being enabled to identify the speech com-
mand among the at least one external device, transmit
the control signal to the first external device correspond-
ing to a greatest value among the second speech sharp-
ness values corresponding to each of the plurality of iden-
tified external devices, and based on an external device
being enabled to identify the speech command uniden-
tified among the at least one external device, output feed-
back information indicative of error occurrence.
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[0013] The memory may store identification informa-
tion corresponding to the at least one external device and
a second neural network model, and the processor may,
based on the speech command being unidentified, iden-
tify a function corresponding to a speech command in-
cluded in the second speech signal and a first external
device enabled to perform the function by inputting the
second speech signal to the second neural network mod-
el, control the communication interface to transmit the
control signal to the identified first external device, and
the control signal may be a signal to control the first ex-
ternal device to perform a function corresponding to the
speech command.
[0014] The processor may, based on receiving a third
speech signal through the microphone after the control
signal is transmitted to the at least one external device,
transmit at least one of the third speech signal or a text
corresponding to the third speech signal to the external
device.
[0015] The processor may control the communication
interface to transmit the first speech sharpness value to
the external device, wherein the electronic device does
not enter the speech recognition mode based on the first
speech sharpness value being less than the second
speech sharpness value.
[0016] The processor may, based on receiving a con-
trol signal from the at least one external device through
the communication interface, enter the speech recogni-
tion mode or perform a function corresponding to a
speech signal included in the control signal based on the
control signal.
[0017] The trigger speech corresponding to the elec-
tronic device and the trigger speech corresponding to the
at least one external device may be identical.
[0018] According to an embodiment, a method of con-
trolling an electronic device includes receiving a first
speech signal; identifying whether the first speech signal
corresponds to the trigger speech based on signal infor-
mation corresponding to the trigger speech; obtaining a
first speech sharpness value of the first speech signal
based on a result of the identifying; obtaining a second
speech sharpness value from the at least one external
device; receiving a second speech signal; based on the
first speech sharpness value being greater than the sec-
ond speech sharpness value, identifying a speech com-
mand included in the second speech signal by entering
a speech recognition mode; and controlling the electronic
device based on a result of the identifying of the speech
command, and the controlling the electronic device may
include, based on the speech command being unidenti-
fied, transmitting a control signal to the at least one ex-
ternal device based on the second speech sharpness
value.
[0019] The obtaining the second sharpness value may
include obtaining a second speech sharpness value cor-
responding to each of a plurality of external devices, the
controlling the electronic device may include, based on
the speech command being unidentified, transmitting the

control signal to an external device corresponding to a
greatest value among the plurality of second speech
sharpness values, and the control signal may include at
least one of a signal to control the external device to enter
a speech recognition mode, the second speech signal,
or a text corresponding to the second speech signal.
[0020] The controlling the electronic device may in-
clude, based on a signal indicating that the external de-
vice receiving the control signal fails to identify the speech
command included in the second speech signal, sequen-
tially transmitting the control signal to a remaining exter-
nal device based on the plurality of second speech sharp-
ness values.
[0021] The controlling the electronic device may in-
clude, based on the speech command being unidentified,
identifying a first external device enabled to identify the
speech command among the at least one external device
by inputting the second speech signal to the first neural
network model; and transmitting the control signal to the
identified first external device.
[0022] The controlling the electronic device may in-
clude, based on a plurality of external devices being en-
abled to identify the speech command being identified
among the at least one external device, transmitting the
control signal to the first external device corresponding
to a greatest value among the second speech sharpness
values corresponding to each of the plurality of identified
external devices; and based on an external device being
enabled to identify the speech command being uniden-
tified among the at least one external device, outputting
feedback information indicative of error occurrence.
[0023] The controlling the electronic device may in-
clude, based on the speech command being unidentified,
identifying a function corresponding to a speech com-
mand included in the second speech signal and a first
external device enabled to perform the function by input-
ting the second speech signal to the second neural net-
work model, and transmitting the control signal to the
identified first external device, and the control signal may
be a signal to control the first external device to perform
a function corresponding to the speech command.
[0024] The method may include, based on receiving a
third speech signal through the microphone after the con-
trol signal is transmitted to the at least one external de-
vice, transmitting at least one of the third speech signal
or a text corresponding to the third speech signal to the
external device.
[0025] The method may further include transmitting the
first speech sharpness value to the external device, and
the identifying the speech command may include, based
on the first speech sharpness value being less than the
second speech sharpness value, not entering the speech
recognition mode.
[0026] The method may further include, based on re-
ceiving a control signal from the at least one external
device through the communication interface, entering the
speech recognition mode or performing a function cor-
responding to a speech signal included in the control sig-
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nal based on the control signal.
[0027] The trigger speech corresponding to the elec-
tronic device and the trigger speech corresponding to the
at least one external device may be identical.

[Effect of Invention]

[0028] As described above, according to various em-
bodiments of the disclosure, a speech recognition mode
of a specific electronic device to be controlled by a user
among a plurality of electronic devices may be activated
without additional operations (e.g., moving of a user or
reutterance of a trigger speech) of a user.

[Description of Drawings]

[0029]

FIG. 1 is a diagram illustrating a plurality of electronic
devices provided in house according to an embodi-
ment of the disclosure;
FIG. 2 is a block diagram illustrating a configuration
of an electronic device according to an embodiment
of the disclosure;
FIG. 3 is a flowchart illustrating a speech sharpness
value and a speech recognition mode according to
an embodiment of the disclosure;
FIG. 4 is a flowchart illustrating a method of compar-
ing a plurality of speech sharpness values according
to an embodiment of the disclosure;
FIG. 5 is a diagram illustrating a control signal ac-
cording to an embodiment of the disclosure;
FIG. 6 is a flowchart illustrating a method of sequen-
tially transmitting a control signal to an external de-
vice according to an embodiment of the disclosure;
FIG. 7 is a flowchart illustrating a neural network
model according to an embodiment of the disclosure;
FIG. 8 is a diagram illustrating a method of transmit-
ting a control signal to an external device according
to an embodiment of the disclosure;
FIG. 9 is a flowchart illustrating a method of using a
neural network model by an external device accord-
ing to an embodiment of the disclosure;
FIG. 10 is a flowchart illustrating a method of using
a neural network model by an external device ac-
cording to another embodiment of the disclosure;
FIG. 11 is a diagram illustrating a neural network
model according to an embodiment of the disclosure
in detail;
FIG. 12 is a diagram illustrating a rule-based elec-
tronic device according to another embodiment of
the disclosure; and
FIG. 13 is a flowchart illustrating a method of con-
trolling an electronic device according to an embod-
iment of the disclosure.

[Mode for Invention]

[0030] The disclosure will be described in greater detail
with reference to the attached drawings.
[0031] The terms used in the disclosure and the claims
are general terms identified in consideration of the func-
tions of embodiments of the disclosure. However, these
terms may vary depending on intent, legal or technical
interpretation, emergence of new technologies, and the
like of those skilled in the related art. In addition, in some
cases, a term may be arbitrarily selected, in which case
the term will be described in detail in the description of
the corresponding disclosure. Thus, the term used in this
disclosure should be defined based on the meaning of
term, not a simple name of the term, and the contents
throughout this disclosure.
[0032] Expressions such as "have," "may have," "in-
clude," "may include" or the like represent presence of
corresponding numbers, functions, operations, or parts,
and do not exclude the presence of additional features.
[0033] Expressions such as "at least one of A or B"
and "at least one of A and B" should be understood to
represent "A," "B" or "A and B."
[0034] As used herein, terms such as "first," and "sec-
ond," may identify corresponding components, regard-
less of order and/or importance, and are used to distin-
guish a component from another without limiting the com-
ponents.
[0035] In addition, a description that one element (e.g.,
a first element) is operatively or communicatively coupled
with/to" or "connected to" another element (e.g., a sec-
ond element) should be interpreted to include both the
first element being directly coupled to the second ele-
ment, and the first element being indirectly coupled to
the second element through an intervening third element.
[0036] A singular expression includes a plural expres-
sion, unless otherwise specified. It is to be understood
that terms such as "comprise" or "consist of" are used
herein to designate a presence of a characteristic,
number, step, operation, element, component, or a com-
bination thereof, and not to preclude a presence or a
possibility of adding one or more of other characteristics,
numbers, steps, operations, elements, components or a
combination thereof.
[0037] A term such as "module," "unit," and "part," is
used to refer to an element that performs at least one
function or operation and that may be implemented as
hardware or software, or a combination of hardware and
software. Except when each of a plurality of "modules,"
"units," "parts," and the like must be realized in an indi-
vidual hardware, the components may be integrated in
at least one module or chip and be realized in at least
one processor.
[0038] In the following description, a "user" may refer
to a person using an electronic device or an artificial in-
telligence electronic device using an electronic device
(e.g., artificial intelligence electronic device).
[0039] Hereinafter, various example embodiments of
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the disclosure will be described in greater detail.
[0040] FIG. 1 is a diagram illustrating a plurality of elec-
tronic devices provided in house according to an embod-
iment of the disclosure.
[0041] Referring to FIG. 1, as various types of home
appliances have been developed and distributed, a plu-
rality of electronic devices may be provided in a house.
[0042] Each of the plurality of electronic devices may
be controlled according to the utterance speech of a user
1. For example, the electronic device 100 may include a
microphone (not shown) and may receive a speech sig-
nal according to the utterance of the user 1 through the
microphone. As another example, the electronic device
100 may receive a speech signal from a remote control
device (not shown) provided with a microphone.
[0043] The electronic device 100 may then identify
whether the received speech signal corresponds to a trig-
ger speech. For example, the electronic device 100 may
include a memory (not shown) in which signal information
corresponding to the trigger speech is stored, and may
identify whether the received speech signal corresponds
to a trigger speech based on the signal information. The
electronic device 100 may then enter a speech recogni-
tion mode if the received speech signal includes a trigger
speech.
[0044] The speech recognition mode may be a mode
in which a speech command included in the speech sig-
nal is identified according to the utterance of the user 1
by the electronic device 100 and performs a function cor-
responding to the speech command.
[0045] The trigger speech may also be a word of a
predetermined one syllable or more length that activates
the speech recognition mode of the electronic device
100. According to an embodiment, the trigger speech
may be referred to as a trigger word, a wakeup word, or
the like. Hereinafter, the term will be called a trigger
speech for convenience of description. The trigger
speech may be pre-set in the manufacturing step of the
electronic device 100, and may be added or deleted ac-
cording to the user’s setting. As another example, the
trigger speech may be changed, added, etc. through
firmware update or the like.
[0046] Referring to FIG. 1, a case where the electronic
device 100 receives a speech signal (e.g., a "Hi, Bixby")
is received. The electronic device 100 may activate the
speech recognition mode if the received speech signal
corresponds to a "Hi, Bixby" which is a trigger sound. The
activation of the speech recognition mode may mean en-
tering a mode (e.g., a state in which components in the
electronic device 100 associated with speech recognition
switches from a standby mode to a normal mode, a state
in which power is supplied to the components associated
with speech recognition, or the like) that recognizes a
speech command included in a speech signal according
to the utterance of the user 1. According to an example,
the electronic device 100 may be switched from a general
mode to a speech recognition mode. As another exam-
ple, the electronic device 100 may not activate the speech

recognition mode if the received speech signal does not
correspond to the trigger speech.
[0047] As illustrated in FIG. 1, a plurality of electronic
devices may be provided in a space (e.g., in-house), and
a trigger speech corresponding to each of the plurality of
electronic devices may be equal to each other. Even
when the user 1 wishes to activate a speech recognition
mode of a specific electronic device among a plurality of
electronic devices by uttering a trigger speech, a speech
recognition mode of another electronic device, which is
not a specific electronic device according to the intent of
a user, may be activated or a speech recognition mode
of the plurality of electronic devices may be activated.
[0048] As an example, when the user 1 utters a trigger
speech, the speech recognition model is activated with
only the electronic device 100 (e.g., the electronic device
100 located at a relatively short distance from the user
1) that receives the speech signal according to the utter-
ance of the user 1 among the plurality of electronic de-
vices, and a speech recognition mode may not be acti-
vated with other electronic devices (e.g., a first external
device 200-1 and a second external device 200-2 which
are located at a relatively farther distance from the user
1) located at a relatively long distance from the other
electronic device.
[0049] As shown in FIG. 1, even if the electronic device
100 in which the speech recognition mode is activated
receives a second speech signal (e.g., "please turn on
air conditioner) subsequent to the first speech signal of
the user 1, that is, the trigger speech (for example, "Hi,
Bixby"), the electronic device 100 may not perform a func-
tion corresponding to the second speech signal, and an
external device according to the intent of the user 1, that
is, a first external device 200-1 (e.g., the air conditioner)
is not activated with the speech recognition mode, so the
first external device 200-1 may not identify the speech
command (e.g., turn on) included in the second speech
signal.
[0050] Hereinafter, various embodiments in which the
electronic device 100 receives a speech signal corre-
sponding to a trigger speech and activates a speech rec-
ognition mode of a specific electronic device according
to the intent of the user 1 among the plurality of electronic
devices, or transmits a control signal to a specific elec-
tronic device will be described.
[0051] FIG. 2 is a block diagram illustrating a configu-
ration of an electronic device according to an embodi-
ment of the disclosure.
[0052] Referring to FIG. 2, the electronic device 100
includes a memory 110, a microphone 120, a communi-
cation interface 130, and a processor 140.
[0053] The memory 110 may store signal information
corresponding to the trigger speech to enter the speech
recognition mode.
[0054] The signal information corresponding to the trig-
ger speech may include at least one of an utterance fre-
quency of a trigger speech activating a speech recogni-
tion mode, utterance length information, or pronunciation
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variants information. The utterance frequency may in-
clude information on a frequency change rate, an ampli-
tude change rate, etc. during a trigger speech utterance
of a human. The utterance frequency of the trigger
speech may vary depending on the structure of a human
such as mouth, a vocal cord, throat, age, gender, race,
etc. of a human. The signal information corresponding
to the trigger speech according to an embodiment of the
disclosure may include a plurality of utterance frequen-
cies. The utterance frequency may be referred to as a
vocalization frequency or the like, but will hereinafter be
referred to as an utterance frequency for convenience of
description.
[0055] The utterance length information of the trigger
speech may include an average utterance length, a lower
utterance length, an upper utterance length, and the like,
during the trigger speech utterance of the human.
[0056] The pronunciation variants information of the
trigger speech may be indicative of a pronunciation of a
human’s trigger speech utterance. For example, since
the trigger speech "Hi Bixby" may be variously pro-
nounced depending on humans, the pronunciation vari-
ants information may include a plurality of pronunciation
variants.
[0057] The microphone 120 may refer, for example, to
an element to receive a user speech or other sound and
convert the received sound to audio data.
[0058] The microphone 120 may receive the user
speech in an active state. For example, the microphone
120 may be integrally formed as an integral unit on an
upper side, a front side direction, a side direction, or the
like of the electronic device 100. The microphone 120
may include various configurations such as a microphone
for collecting user speech in an analog format, an ampli-
fier circuit for amplifying the collected user speech, an
audio-to-digital (A / D) conversion circuit for sampling the
amplified user speech to convert into a digital signal, a
filter circuitry for removing a noise element from the con-
verted digital signal, or the like. According to an embod-
iment, the microphone 120 may obtain an audio signal
according to utterance of a user 1 and provide the signal
to the processor 140.
[0059] The electronic device 100 according to another
embodiment of the disclosure may include various types
of input units in addition to the microphone 120. For ex-
ample, the input unit may include a keyboard, a mouse,
a key pad, a touch pad, a camera, and the like, but is not
limited thereto. The electronic device 100 may receive a
user command, a control command, and the like through
various types of input units.
[0060] The communication interface 130 may receive
various types of data. For example, the communication
interface 130 may receive various types of data with an
eternal device 200 provided in a household, external stor-
age medium (e.g., USB memory), external server (e.g.,
web hard) through communication methods such as an
access point (AP)-based wireless fidelity (Wi-Fi) (wire-
less local area network (WLAN)), Bluetooth, Zigbee,

wired/wireless local area network (LAN), wide area net-
work (WAN), Ethernet, IEEE 1394, high definition multi-
media interface (HDMI), universal serial bus (USB), mo-
bile high-definition link (MHL), advanced encryption
standard (AES)/European broadcasting union (EBU),
optical, coaxial, or the like.
[0061] The communication interface 130 according to
an embodiment of the disclosure may transmit a speech
sharpness value corresponding to a trigger speech ut-
tered by a user to at least one external device 200 under
the control of the processor 140, and may receive a
speech sharpness value obtained by the at least one
external device 200. The detailed description will be de-
scribed later.
[0062] The processor 140 according to an embodiment
controls overall operations of the electronic device 100.
[0063] The processor 140 according to an embodiment
may be implemented with, for example, and without lim-
itation, a digital signal processor (DSP) for image-
processing of a digital image signal, a microprocessor,
a graphics processor (GPU), an AI (AI) processor, a neu-
ral processor (NPU), a time controller (TCON), or the like,
but this is not limited thereto. The processor 140 may
include, for example, and without limitation, one or more
among a central processor (CPU), a micro controller unit
(MCU), a micro processor (MPU), a controller, an appli-
cation processor (AP), a communication processor (CP),
an advanced reduced instruction set computing (RISC)
machine (ARM) processor, a dedicated processor, or
may be defined as a corresponding term. The processor
140 may be implemented in a system on chip (SoC) type
or a large scale integration (LSI) type which a processing
algorithm is built therein, application specific integrated
circuit (ASIC), or in a field programmable gate array (FP-
GA) type.
[0064] The processor 140 may identify whether the
speech signal received via the microphone 120 corre-
sponds to a trigger speech based on the signal informa-
tion stored in the memory 110. For example, the proces-
sor 140 may analyze the speech signal to obtain char-
acteristic information. The characteristic information may
include at least one of an utterance frequency, utterance
length information, or pronunciation variants information.
[0065] The processor 140 may then analyze the
speech signal to identify whether the speech signal cor-
responds to the trigger speech based on similarity be-
tween the characteristic information obtained by analyz-
ing the speech signal and the signal information stored
in the memory 110. For example, the processor 140 may
obtain a similarity value having a value of 0 to 1, and if
the similarity value is greater than or equal to a threshold
value (e.g., 0.7), identify that the speech signal received
via the microphone 120 corresponds to a trigger speech.
A range and threshold values of the similarity values are
exemplary and are not limited thereto. As another exam-
ple, the signal information may include texts correspond-
ing to the trigger speech. The processor 140 may analyze
the speech signal to obtain a text, compare the text with
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the signal information stored in the memory 110 to obtain
a similarity value, and identify whether the speech signal
corresponds to a trigger speech.
[0066] The embodiment is not limited thereto and the
processor 140 may identify whether a speech signal cor-
responds to the trigger speech, that is, whether the user
1 utters a trigger speech, by using various methods of
the related art.
[0067] The processor 140 may obtain the speech
sharpness value of the speech signal when the speech
signal corresponds to the trigger speech (e.g., if the sim-
ilarity value is greater than or equal to a threshold value).
[0068] When the processor 140 identifies that the
speech signal according to the utterance of the user 1
corresponds to the trigger speech, the processor 140
may obtain a speech sharpness value of the correspond-
ing speech signal. Hereinafter, for convenience of de-
scription, a speech signal corresponding to a trigger
speech is referred to as a first speech signal.
[0069] The processor 140 may analyze the first speech
signal to obtain a speech sharpness value. For example,
the processor 140 may obtain a speech sharpness value
based on the magnitude of the first speech signal re-
ceived through the microphone 120. For example, the
processor 140 may obtain a speech sharpness value
based on a sound pressure level (SPL) corresponding
to the first speech signal, a loudness value obtained by
converting the first speech signal into a decibel scale,
and obtain a speech sharpness value by combining var-
ious values such as sound pressure, loudness, etc.
[0070] As another example, the processor 140 may
obtain a speech sharpness value using a signal to noise
ratio (SNR) corresponding to the first speech signal, and
in another example, the processor 140 may obtain a
speech sharpness value using a similarity value (i.e., a
similarity between the first speech signal and the trigger
speech) corresponding to the first speech signal.
[0071] The embodiment is not limited thereto, and the
processor 140 may combine the values (e.g., SPL, loud-
ness, SNR, similarity value, dB, etc.) according to the
foregoing example to obtain a speech sharpness value
corresponding to the first speech signal. In addition to
the above example, the processor 140 may analyze the
first speech signal using various speech processing tech-
nologies and obtain a speech sharpness value corre-
sponding to the first speech signal.
[0072] Generally, as the distance between the elec-
tronic device 100 and the user 1 becomes shorter, the
speech sharpness value may increase, and as the dis-
tance increases, the speech sharpness value may be
reduced, but it is not limited thereto. For example, the
distance between the electronic device 100 and the user
1 may not be inversely proportional due to in-house noise
(e.g., a speech noise such as cough, laughter, cry, ex-
clamation, or non-speech noise like TV sound, a music
sound, a telephone bell sound, a noise generated ac-
cording to the driving of the home appliance, etc.).
[0073] The processor 140 according to an embodiment

of the disclosure may control the communication inter-
face 130 to transmit a speech sharpness value corre-
sponding to the first speech signal to the at least one
external device 200, and may receive a speech sharp-
ness value from the at least one external device 200
through the communication interface 130.
[0074] In the following description, for convenience of
description, the sound sharpness value obtained by the
processor 140 using the first speech signal will be re-
ferred to as the first speech sharpness value. The speech
sharpness value obtained by the at least one external
device 200 using the first speech signal will be referred
to as the second speech sharpness value.
[0075] Referring to FIG. 1, the speech sharpness value
obtained by analyzing the first speech signal by the elec-
tronic device 100 in the viewpoint of the electronic device
100 (e.g., refrigerator) will be referred to as the first
speech sharpness, and the speech sharpness value re-
ceived by at least one external device 200 (e.g., air-con-
ditioner, robot cleaner, etc.) will be referred to as the sec-
ond speech sharpness.
[0076] The processor 140 according to an embodiment
of the disclosure may enter a speech recognition mode
if a first speech sharpness value of the first speech sharp-
ness value and the second speech sharpness value is
the largest value. As another example, the processor 140
may not enter the speech recognition mode if the first
speech sharpness value of the first speech sharpness
value and the second speech sharpness value is not the
largest value.
[0077] A specific description will be given with refer-
ence to FIG. 3.
[0078] FIG. 3 is a flowchart illustrating a speech sharp-
ness value and a speech recognition mode according to
an embodiment of the disclosure.
[0079] FIG. 3 illustrates an example in which the proc-
essor 140 obtains the first speech sharpness value of
the first speech signal since the first speech signal ac-
cording to the utterance of the user 1 corresponds to a
trigger speech (e.g., Hi Bixby) in operations S301 and
S302.
[0080] For example, the processor 130 may obtain the
first speech sharpness value and store the value in a
speech sharpness value table in operation S302.
[0081] The processor 140 may then receive the second
speech sharpness value from the external device and
store the second speech sharpness value in the speech
sharpness value table in operation S303. The processor
140 may integrate (or merge) the first speech sharpness
value and the second speech sharpness value to obtain
a speech sharpness value table. The processor 140 may
identify the speech sharpness value of the largest value
based on the speech sharpness value table in operation
S304. For example, the processor 140 may identify
whether the first speech sharpness value is greater than
the second speech sharpness value.
[0082] The table is merely an example for convenience
of description, and the processor 140 may incorporate a
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first speech sharpness value and a second speech
sharpness value in various formats and types, and may
identify a speech sharpness value of the largest value
among the plurality of speech sharpness values.
[0083] The processor 140 may then enter a speech
recognition mode if the first speech sharpness value cor-
responding to the electronic device 100 is identified as
the largest value among the plurality of speech sharp-
ness values in operation S305. As shown in FIG. 3, the
operation of entering the speech recognition mode by
the electronic device 100 may be referred to as a wake-
up operation.
[0084] According to an embodiment, the speech rec-
ognition module provided in the electronic device 100
may include an automatic speech recognition (ASR)
module and a natural language understanding (NLU)
module.
[0085] According to an embodiment, in the speech rec-
ognition mode, the ASR module may recognize the
speech signal received through the microphone 120 and
may obtain a text corresponding to the speech signal.
For example, the processor 140 may receive the second
speech signal in operation S306 and may input the sec-
ond speech signal to the ASR module to obtain text cor-
responding to the second speech signal.
[0086] For convenience of description, the speech sig-
nal (e.g., "please turn on air conditioner") received
through the microphone 120 subsequent (or continuous-
ly) to the first speech signal, that is, the trigger speech
(e.g., "Hi Bixby") will be referred to as the second speech
signal.
[0087] Subsequently, the natural language under-
standing (NLU) module may obtain a control command
corresponding to the text obtained through the ASR mod-
ule in operation S307. The natural language understand-
ing module may analyze the text to see how the user 1
wants to control the electronic device 100 through the
second speech signal, that is, may convert the intent of
the user 1 (e.g., the speech signal according to the ut-
terance of the user 1) into a control command under-
standable (or interpretable) by the electronic device 100.
[0088] The control command has been obtained from
the second speech signal and may be called a speech
command, and will be referred to as a speech command
for convenience of description.
[0089] The processor 140 may control the electronic
device 100 to perform a function according to a speech
command obtained through the natural language under-
standing module (see FIG. 3, NLU accept, S308).
[0090] The natural language understanding module
provided in the processor 140 may identify at least one
speech command corresponding to the second speech
signal among a plurality of speech commands corre-
sponding to the electronic device 100 by analyzing the
second speech signal. According to another embodi-
ment, even if the natural language understanding module
analyzes the second speech signal, the module may not
identify at least one speech command corresponding to

the second speech signal among the plurality of speech
commands corresponding to the electronic device 100
(see FIG.3, NLU reject). For example, if the electronic
device 100 is a refrigerator and the text corresponding
to the second speech signal obtained through the speech
recognition module is "please increase the cleaning in-
tensity", the natural language understanding module pro-
vided in the processor 140 of the refrigerator may not
identify a speech command corresponding to "please in-
crease the cleaning intensity" among a plurality of speech
commands corresponding to the refrigerator.
[0091] If a speech command corresponding to the sec-
ond speech signal is not identified (refer to FIG. 3, NLU
reject), the processor 140 may control the communica-
tion interface 130 to transmit a control signal to the at
least one external device 200 based on the second
speech sharpness value.
[0092] Referring to FIG. 3, the processor 140 may in-
clude a multi device wakeup (MDW) assistant module.
The MDW assistant module may compare the magni-
tudes of each of a plurality of speech sharpness values
included in the speech sharpness value table, and may
identify a device corresponding to each of the plurality of
speech sharpness values (e.g., the electronic device
100, the first external device 200-1, the second external
device 200-2, etc.).
[0093] As described above, the processor 140 may
identify the largest value of the speech sharpness value
by itself based on the speech sharpness value table. As
another example, the processor 140 may request iden-
tification of the speech sharpness value of the largest
value among the plurality of speech sharpness values
and a device corresponding thereto to the MDW assistant
module, and may receive a response according to the
request from the MDW assistant module.
[0094] For example, the processor 140 may determine
whether a wake-up operation is performed when a
speech sharpness value of the largest value among the
plurality of speech sharpness values is received from the
MDW assistant module. For example, the processor 140
may enter a speech recognition mode if it is identified
that the first speech sharpness value corresponds to the
speech sharpness value of the largest value using an
MDW assistant module.
[0095] The MDW assistant module is a term for con-
venience of description, and may be referred to as vari-
ous terms, not being limited thereto. For example, the
MDW assistant module may be referred to as a speech
sharpness value comparison module, or the like.
[0096] If the speech command corresponding to the
second speech signal is not identified (refer to FIG. 3,
NLU reject), the MDW assistant module may identify the
largest value among the second speech sharpness val-
ues corresponding to each of the plurality of external de-
vices. The MDW assistant module may transmit a control
signal to the external device 200 (referring to FIG. 3, B
device) of the largest value among the plurality of second
speech sharpness values in operation S309.
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[0097] This will be further described with reference to
FIG. 4.
[0098] FIG. 4 is a flowchart illustrating a method of
comparing a plurality of speech sharpness values ac-
cording to an embodiment of the disclosure.
[0099] Referring to FIG. 4, the MDW assistant module
may compare the magnitudes of each of the plurality of
speech sharpness values included in a speech sharp-
ness value table 10 and may identify a device (e.g., A
device, B device, C device, or the like) corresponding to
each of the plurality of speech sharpness values.
[0100] For example, if the MDW assistant module iden-
tifies the speech sharpness value of the largest value
among the plurality of speech sharpness values (for ex-
ample, the first speech sharpness value and a plurality
of second speech sharpness values) as the first speech
sharpness value obtained by the electronic device 100,
the electronic device 100 may identify at least one speech
command corresponding to the second speech signal by
using the ASR module and the NLU module provided in
the speech recognition module (see FIG. 3, S304 to
S307).
[0101] If at least one speech command corresponding
to the second speech signal is not identified, as shown
in FIG. 3 (NLU reject of FIG. 3), the electronic device 100
may identify the second large value of the speech sharp-
ness value (e.g., the largest value among the plurality of
second speech sharpness values) from among the plu-
rality of speech sharpness values using the MDW assist-
ant module in operation S410. The MDW assistant mod-
ule may then control the communication interface 130 to
transmit a control signal to the external device 200 cor-
responding to the largest value of the plurality of second
speech sharpness values in operation S420. As another
example, if other speech sharpness values are not iden-
tified, in addition to the first speech sharpness value, the
electronic device 100 may output a feedback, error, in-
dicating that at least one speech command correspond-
ing to the second speech signal is not identified in oper-
ation S430.
[0102] The control signal may be a signal that controls
the external device 200 to enter a speech recognition
mode. For example, the external device 200 receiving
the control signal may enter a speech recognition mode,
receive a speech signal according to the user’s utterance,
and identify a speech command corresponding to the
received speech signal to perform an operation.
[0103] As another example, the control signal may in-
clude at least one of a speech signal or text correspond-
ing to a speech signal. For example, the external device
200 may receive, from the electronic device 100, a sec-
ond speech signal (e.g., "please turn on air-conditioner")
received subsequently to the first speech signal corre-
sponding to the trigger speech by the electronic device
100 or a control signal including a text corresponding to
the second speech signal, and may obtain a speech com-
mand corresponding to the second speech signal or text
included in the received control signal.

[0104] The external device 200 may control the exter-
nal device 200 to perform a function corresponding to
the speech command (same as the NLU accept of the
electronic device 100).
[0105] A specific description will be given with refer-
ence to FIG. 5.
[0106] FIG. 5 is a diagram illustrating a control signal
according to an embodiment of the disclosure.
[0107] FIG. 5 illustrates an example in which the MDW
assistant module included in the processor 140 transmits
a control signal to the first external device 200-1 corre-
sponding to the largest value among the plurality of sec-
ond speech sharpness values.
[0108] Referring to FIG. 5, the electronic device 100
may output a feedback (e.g., a sound feedback such as
a "tteering"(an example of a beep sound)) indicating that
the first speech signal has entered the speech recogni-
tion mode because the first speech signal corresponds
to a trigger speech (e.g., Hi Bixby).
[0109] The processor 140 may transmit a control signal
to the first external device 200-1 corresponding to the
largest value of the plurality of second speech sharpness
values if at least one speech command corresponding
to the second speech signal (e.g., "please set the desired
temperature to 25 degrees") is not identified.
[0110] According to an embodiment, the control signal
may be a signal that controls the first external device 200
to enter a speech recognition mode. For example, the
first external device 200-1 receiving the control signal
may enter a speech recognition mode, receive a speech
signal according to the user’s utterance, and identify a
speech command corresponding to the received speech
signal to perform an operation. As an example, as shown
in 3-1) of FIG. 5, the first external device 200-1 receiving
the control signal may enter the speech recognition mode
in the same manner as receiving the first speech signal,
and may output feedback (e.g., "Yes? May Ihelp you?")
indicates of entering the speech recognition mode. The
first external device 200-1 may additionally output a feed-
back (e.g., sound feedback, such as "Would you say that
again?") that requests reutterance of the user 1.
[0111] As another example, the control signal may in-
clude at least one of a speech signal or text correspond-
ing to a speech signal. For example, as shown in 3-2) of
FIG. 5, the first external device 200-1 may receive, from
the electronic device 100, a control signal including a
second speech signal (e.g., "please set the desired tem-
perature to 25 degrees") or a text corresponding to a
second speech signal received in response to a first
speech signal corresponding to a trigger speech, and
obtain a speech command corresponding to a second
speech signal or text included in the received control sig-
nal.
[0112] The natural language understanding (NLU)
module included in the external device 200 may analyze
the second speech signal to identify at least one speech
command corresponding to the second speech signal
among the plurality of speech commands corresponding
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to the external device 200 (the same as the NLU accept
of the electronic device 100 shown in FIG. 3). The exter-
nal device 200 may then perform a function according to
the identified speech command. In this example, the first
external device 200-1 may omit a step of outputting feed-
back indicating that the first external device 200-1 has
entered the speech recognition mode or feedback re-
questing reutterance of the user 1, and may complete
the performance of the function according to the identified
speech command.
[0113] According to another embodiment, the natural
language understanding module included in the external
device 200 may not identify at least one speech com-
mand corresponding to the second speech signal among
the plurality of speech commands corresponding to the
external device 200 even when the second speech signal
is analyzed (the same as the NLU reject of the electronic
device 100 shown in FIG. 3). For example, if the external
device 200 is an air conditioner and the text correspond-
ing to the second speech signal obtained through the
speech recognition module is "please increase the clean-
ing intensity", the natural language understanding mod-
ule provided in the air conditioner may not identify a
speech command corresponding to "please increase the
cleaning intensity" among a plurality of speech com-
mands corresponding to the air conditioner.
[0114] In this example, the external device 200 may
transmit a feedback signal indicating that the speech
command corresponding to the control signal received
at the electronic device 100 is not identified.
[0115] FIG. 6 is a flowchart illustrating a method of se-
quentially transmitting a control signal to an external de-
vice according to an embodiment of the disclosure.
[0116] The operations S601 to S609 of FIG. 6 have
been described in the flowchart of FIG. 3 and thus will
be omitted.
[0117] The first external device 200-1 receiving the
control signal may enter a speech recognition mode (or
perform a wake-up operation), and may obtain a speech
command corresponding to a second speech signal in-
cluded in the control signal received from the electronic
device 100 by using the ASR module and the NLU mod-
ule in operation S611:NLU accept. The first external de-
vice 200-1 may perform a function according to a speech
command in operation S612.
[0118] According to another embodiment, if the first
external device 200-1 analyzes the second speech sig-
nal, when the first external device 200-1 does not identify
at least one speech command corresponding to the sec-
ond speech signal among the plurality of speech com-
mands corresponding to the first external device 200-1
(S611: NLU_reject), the first external device 200-1 may
transmit a feedback signal indicating that a speech com-
mand corresponding to the second speech signal has
not been identified by the electronic device 100.
[0119] When a feedback signal indicating that a
speech command corresponding to the second speech
signal has not been identified is received from the first

external device 200-1, the processor 140 may transmit
a control signal to the second external device 200-2 cor-
responding to the second large value among the plurality
of second speech sharpness values, and the second ex-
ternal device 200-2 may receive the control signal in op-
eration S613.
[0120] When a signal indicating that the first external
device 200-1 receiving the control signal does not identify
the speech command included in the second speech sig-
nal is received through the communication interface 130,
the processor 140 may sequentially transmit the control
signal to other external devices based on the plurality of
second speech sharpness values.
[0121] The second external device 200-2 receiving the
control signal may obtain a speech command corre-
sponding to the second speech signal included in the
control signal received from the electronic device 100 by
using the ASR module and the NLU module (S614: NLU
accept). The second external device 200-2 may perform
a function according to a speech command in operation
S615.
[0122] When the second external device 200-2 ana-
lyzes the second speech signal, if the second external
device 200-2 does not identify at least one speech com-
mand corresponding to the second speech signal among
the plurality of speech commands corresponding to the
second external device 200-2 (S614: NLU_reject), and
the second external device 200-2 may transmit a feed-
back signal indicating that a speech command corre-
sponding to the second speech signal has not been iden-
tified by the electronic device 100.
[0123] FIG. 7 is a flowchart illustrating a neural network
model according to an embodiment of the disclosure.
[0124] According to an embodiment of the disclosure,
the memory 110 may store identification information and
a neural network model corresponding to each of a plu-
rality of devices (e.g., the electronic device 100, the first
external device 200-, and the second external device
200-2).
[0125] The processor 140 according to an embodiment
of the disclosure may input a second speech signal or a
text corresponding to the second speech signal into a
neural network model if the speech command included
in the second speech signal is not identified.
[0126] The processor 140 may use a neural network
model to identify at least one device capable of identifying
a speech command included in a second speech signal
of the plurality of devices as a target device in operation
S710.
[0127] The neural network model may be a model
trained to output identification information of a device
identifiable (understandable, or capable of performing a
function corresponding to the speech command) of at
least one speech command corresponding to the speech
signal with the identification information and a plurality
of speech commands corresponding to each of a plurality
of devices.
[0128] For example, the neural network model is sim-
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ilar to the natural language understanding module, but
the neural network model may be differentiated from the
natural language understanding module in that the model
is not a module that converts how the user 1 is to control
the electronic device 100 through the second speech sig-
nal, that is, the intent of the user 1 (e.g., the speech signal
according to the utterance of the user 1) to a speech
command understandable (or interpretable) by the elec-
tronic device 100, but a model that predicts which device
includes a natural language understanding module ca-
pable of identifying a speech command corresponding
to the second speech signal from among natural lan-
guage understanding modules included in each of the
plurality of devices. However, this is merely exemplary
and the neural network model may be implemented as
a module that analyzes the second speech signal to con-
trol one of the plurality of devices, that is, to convert the
intent of the user 1 into a speech command that is un-
derstandable by the electronic device 100.
[0129] The output value of the neural network model
according to an embodiment is a probability value for
each of the plurality of devices, and the processor 140
may identify that the target device exists if there is at least
one device (e.g., the first external device 200-1) corre-
sponding to a probability value greater than or equal to
a threshold value (e.g., 70%, etc.) of the plurality of prob-
ability values in operation S710.
[0130] The neural network model shown in FIG. 7 may
be implemented as an on-device type neural network
model which predicts identification possibility for speech
command included in the speech signal instead of a mod-
el which considers functions of each of a plurality of de-
vices, identifies a speech command included in the
speech signal, and specifically identifies at least one de-
vice capable of performing a function according to the
identified speech command.
[0131] In operation S730, the processor 140 may
transmit a control signal to the identified target device,
that is, the first external device 200-1, if only one external
device capable of identifying the speech command in-
cluded in the second speech signal among the plurality
of devices is identified (e.g., when only one target device
is identified) in operation S720:N.
[0132] As another example, the processor 140 may
transmit a control signal to the first external device 200-1
corresponding to the largest value of the second speech
sharpness values corresponding to each of the plurality
of identified external devices, if a plurality of external de-
vices capable of identifying a speech signal included in
the second speech signal, among a plurality of devices,
is identified (e.g., when a plurality of target devices are
identified) (S720:Y). For example, the processor 140 may
assign a priority of each of the plurality of external devices
identified based on the speech sharpness value table 10.
For example, the processor 140 may assign priorities
according to the speech sharpness values of each of the
plurality of external devices in operation S740.
[0133] As shown in FIG. 6, the processor 140 may se-

quentially transmit control signals to each of the plurality
of external devices identified according to the priority.
For example, if the control signal is transmitted to the first
external device 200-1 assigned with the first priority, and
when a feedback signal indicating that the first external
device 200-1 has not identified a speech command cor-
responding to the second speech signal is received from
the first external device 200-1, a control signal may be
transmitted to the second external device 200-2 with
which the second priority is assigned. If a feedback signal
indicating that a speech command corresponding to the
second speech signal is not identified is received from
all of the plurality of identified external devices, the proc-
essor 140 may output feedback, error, indicating that at
least one speech command corresponding to the second
speech signal is not identified (S614: NLU reject of FIG.
6).
[0134] As another example, if the first external device
200-1 receiving the control signal from the electronic de-
vice 100 does not identify a speech command corre-
sponding to the second speech signal, the first external
device 200-1 may identify a next largest value (e.g., a
speech sharpness value of the third large value) of the
speech sharpness values corresponding to the first ex-
ternal device 200-1 among the plurality of speech sharp-
ness values. That is, since the electronic device 100 and
the plurality of external devices (e.g., the first external
device 200-1 and the second external device 200-2)
share a speech sharpness value or a speech sharpness
value table, it is possible to identify the speech sharpness
value of different devices.
[0135] The first external device 200-1 may transmit a
feedback signal indicating that a speech command cor-
responding to the second speech signal has not been
identified to the electronic device 100, but the first exter-
nal device 200-1 may transmit a control signal to the sec-
ond external device 200-2. For example, the first external
device 200-1 may transmit a control signal to the second
external device 200-2 if a value next greater than a
speech sharpness value corresponding to the first exter-
nal device 200-1, among a plurality of speech sharpness
values, is a second speech sharpness value obtained by
the second external device 200-2. The second external
device 200-2 receiving the control signal may obtain a
speech command corresponding to the second speech
signal included in the control signal.
[0136] If the second external device 200-2 fails to ob-
tain the speech command, the second external device
200-2 may transmit a control signal indicating that the
speech command is not identifiable to the electronic de-
vice 100, but as another example, the second external
device 200-2 may transmit, to a third external device cor-
responding to a value (e.g., a speech sharpness value
of the fourth large value) next greater than the speech
sharpness corresponding to the second external device
200-2 among the plurality of speech sharpness values.
[0137] Accordingly, various embodiments of the dis-
closure may be implemented in a form in which the elec-
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tronic device 100 sequentially transmits a control signal,
and in which the electronic device 100, the external de-
vice 200, and the like, may be implemented in the form
of transmitting a control signal to the identified device
after identifying the device corresponding to the next
large value among the plurality of speech sharpness val-
ues.
[0138] As another example, if at least one external de-
vice capable of identifying a speech command is not iden-
tified among a plurality of devices in operation S710:N,
the processor 140 may output an error in operation S740.
[0139] FIG. 8 is a diagram illustrating a method of trans-
mitting a control signal to an external device according
to an embodiment of the disclosure.
[0140] Referring to FIG. 8, the processor 140 may iden-
tify the second external device 200-2 (e.g., a robot clean-
er) that may identify the speech commands included in
the second speech signal of at least one external device
200 by entering a second speech signal (e.g., "start
charging") into the neural network model using a neural
network model.
[0141] The processor 140 may input a second speech
signal into the neural network model only if the natural
language understanding module does not identify the
speech command corresponding to the second speech
signal, or may input a second speech signal into the neu-
ral network model regardless of whether the natural lan-
guage understanding module identifies the speech com-
mand or not.
[0142] The control signal transmitted by the processor
140 to the second external device 200-2 according to
one embodiment may be a signal to control the second
external device 200-2 to enter the speech recognition
mode. In this example, the second external device 200-2
receiving the control signal may output feedback indicat-
ing entering of the speech recognition mode (e.g., sound
feedback such as "Yes? I’ll help you"). It is possible to
additionally output feedback (e.g., "please tell me again")
requesting the reutterance of the user 1. In another ex-
ample, the control signal may include the second speech
signal or at least one of the text corresponding to the
second speech signal. In this example, the second ex-
ternal device 200-2 receiving the control signal may out-
put feedback indicating that it performs the function ac-
cording to the speech commands contained in the sec-
ond speech signal (e.g., sound feedback such as "I’ll stop
cleaning and start charging").
[0143] According to an embodiment, after the control
signal is transmitted to the second external device 200-2,
when the third speech signal (e.g., "start cleaning") is
received through the microphone 120, the processor 140
may transmit the third speech signal to the external de-
vice 200-2.
[0144] FIG. 9 is a flowchart illustrating a method of us-
ing a neural network model by an external device accord-
ing to an embodiment of the disclosure.
[0145] Referring to FIG. 9, the neural network model
may be provided in another device instead of the elec-

tronic device 100.
[0146] For example, when the second speech signal
is received, the electronic device 100 may transmit a sec-
ond speech signal or a text corresponding to the second
speech signal to another device. The another device is
a predetermined device including a neural network mod-
el, and the electronic device 100 may automatically trans-
mit a second speech signal to another device when the
second speech signal is received.
[0147] A neural network model provided in another de-
vice may be the same or different from the neural network
model described in FIG. 7.
[0148] According to an embodiment, a neural network
model provided in another device may be the same as a
neural network model provided in the electronic device
100 illustrated in FIG. 7, and may be a model trained to
output identification information of at least one device
capable of identifying a speech command included in the
second speech signal among the plurality of devices in
operation S910.
[0149] In operation S920, the electronic device 100
may identify whether a device corresponding to the iden-
tification information received from another device exists
among the plurality of devices, and may identify the de-
vice corresponding to the identification information as the
target device. In the flowchart shown in FIG. 9, steps
S930 to S960 are omitted because it has been described
in the flowchart of FIG. 7.
[0150] According to another embodiment, a neural net-
work model provided in another device may be different
from a neural network model provided in the electronic
device 100 described in FIG. 7. The neural network model
provided in another device may be a model that identifies
a speech command included in a second speech signal
received from the electronic device 100 and identifies at
least one device capable of performing a function accord-
ing to the corresponding speech command.
[0151] For example, the neural network model may be
a model trained to output identification information of
each of the plurality of devices, a function performed by
each of the plurality of devices, a speech command in-
cluded in the speech signal with a plurality of speech
commands corresponding to each of a plurality of devices
as learning data, a function corresponding to the corre-
sponding speech command, and identification informa-
tion of the device capable of performing the correspond-
ing function.
[0152] According to an embodiment, the other device
may input a second speech signal into a neural network
model to identify a function according to a speech com-
mand included in the second speech command and a
first external device 200-1 capable of performing the cor-
responding function.
[0153] The electronic device 100 may receive identifi-
cation information corresponding to the first external de-
vice 200-1 and a function according to a speech com-
mand included in the second speech command from an-
other device. According to an embodiment, the processor

21 22 



EP 4 325 484 A1

13

5

10

15

20

25

30

35

40

45

50

55

140 may control the communication interface 130 to
transmit a control signal to the first external device 200-1
based on the identification information corresponding to
the first external device 200-1. The control signal may be
a signal for controlling the first external device 200-1 to
perform a function according to a speech command.
[0154] According to an embodiment, the neural net-
work model, which is different from the neural network
model illustrated in FIG. 7, has been described above,
but the embodiment is not limited thereto. The electronic
device 100 according to another embodiment may in-
clude a neural network model for identifying a speech
command included in a second speech signal, and iden-
tifying at least one device capable of performing a func-
tion and a corresponding function according to a corre-
sponding speech command.
[0155] Referring to FIG. 9, the another device may in-
clude a specific device (for example, a device of high
performance and high source) among a plurality of de-
vices provided in house, an external server, or the like.
[0156] FIG. 10 is a flowchart illustrating a method of
using a neural network model by an external device ac-
cording to another embodiment of the disclosure.
[0157] Referring to FIG. 10, when the second speech
signal is received, the electronic device 100 may transmit
a second speech signal or a text corresponding to the
second speech signal to another device. The other de-
vice may then perform steps S910 to S950 shown in FIG.
9 (corresponding to steps S1010 to S1050, respectively).
[0158] In operation S1060, the other device may con-
trol the electronic device 100 to output an error if at least
one external device capable of identifying a speech com-
mand among the plurality of devices is not identified in
operation S1020:N. The electronic device 100 may itself
obtain a speech command corresponding to the second
speech signal, or may not transmit a control signal to the
external device 200, and receive only the result (e.g.,
whether at least one external device capable of identify-
ing a speech command among the plurality of devices is
identified) from another device, and output an error in
operation S1060.
[0159] FIG. 11 is a diagram illustrating a neural network
model according to an embodiment of the disclosure in
detail.
[0160] Referring to FIG. 11, processor 140 may first
input a second speech signal into a neural network model
to obtain a list of a device that may be processed by a
speech command or a controllable device list in operation
S1110.
[0161] In detail, the neural network model may be a
model trained to output identification information of each
of a plurality of devices (for example, a refrigerator, an
air conditioner, a TV, etc.) and by using a plurality of
speech commands corresponding to each of the plurality
of devices (for example, "please open the refrigerator
door", "please turn on air conditioner", "please turn on
TV", "please volume up," or the like) as learning data to
output identification information of a device identifiable

(understandable, or capable of performing a function in
accordance with a corresponding speech command) at
least one speech command.
[0162] The neural network model may analyze the sec-
ond speech signal (e.g., "please turn on") to output a
probability value that predicts whether each of the plu-
rality of devices may identify a speech command included
in the second speech signal. As shown in FIG. 11, if the
air conditioner, TV, cleaner, etc. have a probability value
greater than or equal to a threshold value (e.g., 70%),
and the refrigerator, or the like, has a probability value
of less than a threshold value, the processor 140 may
identify the air conditioner, TV, cleaner or the like, as a
list of a device identifiable of a speech command included
in the second speech signal or a device that is processible
in operation S1110.
[0163] The processor 140 may exclude a device that
is not included in a house of the plurality of devices in-
cluded in the device list in operation S1020, determine
whether there is a remaining device that is not excluded
from the device list, or whether the remaining device is
a plurality of devices (identifying the target device) in op-
eration S710 of FIG. 7, operation S720 (identifying
whether the target device is plural or not), and obtaining
a device list capable of identifying a speech command
corresponding to the second speech signal.
[0164] FIG. 12 is a diagram illustrating a rule-based
electronic device according to another embodiment of
the disclosure.
[0165] Referring to FIG. 12, the processor 140 may
first input a second speech signal to a rule-based check-
ing module (e.g., a rule checker) to obtain a processible
device list, or a controllable device list by speech com-
mand in operation S1210 and S1220.
[0166] The rule-based checking module may include
a database (DB) obtained by collecting (or integrating) a
plurality of speech commands (for example, "please
open the refrigerator door", "please turn on air condition-
er", "please turn on TV", "please volume up," or the like)
corresponding to each of the plurality of devices and iden-
tification information of a plurality of devices (e.g., refrig-
erator, air conditioner, TV, or the like).
[0167] The rule-based checking module may compare
the text corresponding to the second speech signal (e.g.,
"please turn on") with the DB to output a speech com-
mand having a similarity equal to or greater than a thresh-
old value with a second speech signal among the speech
commands of each of the plurality of devices, and at least
one device corresponding to the speech command.
[0168] The processor 140 may check whether the air
conditioner, the TV, the cleaner, etc. output by the rule-
based checking module is a device provided in the house
and filters the same S1230, and may obtain a speech
command included in the second speech signal as an
identifiable or processible device list in operation S1240.
[0169] Returning to FIG. 2, the electronic device 100
according to various embodiments may include at least
one of, for example, a smartphone, a tablet personal com-
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puter (PC), a mobile phone, a video phone, an e-book
reader, a desktop PC, a laptop PC, a netbook computer,
a workstation, a server, a personal digital assistant
(PDA), a portable multimedia player (PMP), an MP3 play-
er, a medical device, a camera, a virtual reality (VR) de-
vice, or a wearable device. A wearable device may in-
clude at least one of an accessory type (e.g., a watch, a
ring, a bracelet, an ankle bracelet, a necklace, a pair of
glasses, a contact lens or a head-mounted-device
(HMD)); a fabric or a garment-embedded type (e.g.: elec-
tronic cloth); skin-attached type (e.g., a skin pad or a
tattoo); or a bio-implantable circuit.
[0170] In some embodiments, the electronic device
100 may include at least one of, for example, a television,
a digital video disk (DVD) player, an audio system, a re-
frigerator, air-conditioner, a cleaner, an oven, a micro-
wave, a washing machine, an air purifier, a set top box,
a home automation control panel, a security control pan-
el, a media box (e.g., SAMSUNG HOMESYNC™, APPLE
TV™, or GOOGLE TV™), a game console (e.g., XBOX™,
PLAYSTATION™), an electronic dictionary, an electronic
key, a camcorder, or an electronic frame.
[0171] In other embodiments, the electronic device
100 may include at least one of a variety of medical de-
vices (e.g., various portable medical measurement de-
vices such as a blood glucose meter, a heart rate meter,
a blood pressure meter, or a temperature measuring de-
vice), magnetic resonance angiography (MRA), magnet-
ic resonance imaging (MRI), computed tomography
(CT), or ultrasonic wave device, etc.), a navigation sys-
tem, a global navigation satellite system (GNSS), an
event data recorder (EDR), a flight data recorder (FDR),
an automotive infotainment devices, a marine electronic
equipment (e.g., marine navigation devices, gyro com-
passes, etc.), avionics, a security device, a car head unit,
industrial or domestic robots, a drone, an automated tell-
er machine (ATM), a point of sale (POS) of a store, or an
Internet of Things (IoT) device (e.g., light bulbs, sensors,
sprinkler devices, fire alarms, thermostats, street lights,
toasters, exercise equipment, hot water tanks, heater,
boiler, etc.).
[0172] That the AI model is trained may refer, for ex-
ample, to a basic AI model (for example, an AI model
including any random parameter) being trained using a
plurality of training data by a learning algorithm, so that
a predefined action rule or AI model set to perform a
desired property (or purpose) is made. The learning may
be accomplished through a separate server and/or sys-
tem, but is not limited thereto and may be implemented
in the electronic device 100. Examples of learning algo-
rithms include, but are not limited to, supervised learning,
unsupervised learning, semi-supervised learning, or re-
inforcement learning.
[0173] Each of the AI models may be implemented, for
example, and without limitation, as convolutional neural
network (CNN), recurrent neural network (RNN), restrict-
ed Boltzmann machine (RBM), deep belief network
(DBN), bidirectional recurrent deep neural network

(BRDNN), deep Q-networks, or the like, but is not limited
thereto.
[0174] The processor 140 for executing the AI model
according to an example embodiment may be a general-
purpose processor such as a central processor (CPU),
an application processor (AP), a digital signal processor
(DSP), a dedicated processor, or the like, a graphics-only
processor such as a graphics processor (GPU), a vision
processing unit (VPU), an AI-only processor such as a
neural network processor (NPU), or the like, but is not
limited thereto. The processor 140 may perform control
to process the input data according to a predefined op-
erating rule or AI model stored in the memory 110. If the
processor 140 is an AI-only processor, it may be de-
signed with a hardware structure specialized for the
processing of a particular AI model. For example, hard-
ware specific to the processing of a particular AI model
may be designed into a hardware chip, such as an ap-
plication specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA), or the like. When the
processor 140 is implemented as a dedicated processor,
the processor 140 may be implemented to include a
memory for implementing the embodiments of the dis-
closure, or may be implemented to include a memory
processing function for using an external memory.
[0175] According to another example, the memory 110
may store information about an AI model that includes a
plurality of layers. Storing information about the AI model
may refer, for example, to storing various information re-
lated to the operation of the AI model, for example, infor-
mation about a plurality of layers included in the AI model,
information about parameters (for example, filter coeffi-
cients, bias, etc.) used in each of the plurality of layers,
and the like.
[0176] The memory 110 may store data necessary for
various embodiments of the disclosure. The memory 110
may be implemented as a memory embedded in the elec-
tronic device 100, or may be implemented as a detach-
able memory in the electronic device 100, according to
the data usage purpose.
[0177] For example, data for driving the electronic de-
vice 100 may be stored in a memory embedded in the
electronic device 100, and data for an additional function
of the electronic device 100 may be stored in the memory
detachable to the electronic device 100. A memory em-
bedded in the electronic device 100 may be a volatile
memory such as a dynamic random access memory
(DRAM), a static random access memory (SRAM), a syn-
chronous dynamic random access memory (SDRAM),
or a nonvolatile memory. (for example, one time program-
mable ROM (OTPROM), programmable ROM (PROM),
erasable and programmable ROM (EPROM), electrically
erasable and programmable ROM (EEPROM), mask
ROM, flash ROM, a flash memory (for example, NAND
flash or NOR flash), a hard disk drive or a solid state drive
(SSD), or the like. In the case of a memory detachably
mounted to the electronic device 100, the memory may
be implemented as a memory card (for example, a com-
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pact flash (CF), secure digital (SD), micro secure digital
(micro-SD), mini secure digital (mini-SD), extreme digital
(xD), multi-media card (MMC), etc.), an external memory
(for example, a USB memory) connectable to the USB
port, or the like.
[0178] According to an embodiment, the memory 110
may store a computer program including at least one
instruction or instructions for controlling the electronic de-
vice 100.
[0179] According to another example, the memory 110
may store information about an AI model that includes a
plurality of layers. Storing information about the AI model
may refer, for example, to storing various information re-
lated to the operation of the AI model, for example, infor-
mation about a plurality of layers included in the AI model,
information about parameters (for example, filter coeffi-
cients, bias, etc.) used in each of the plurality of layers,
and the like. For example, the memory 110 may store a
neural network model according to an embodiment.
[0180] The electronic device 100 according to an em-
bodiment may include a display (not shown) and the dis-
play (not shown) may display various screens. The dis-
play may be implemented as a display including a self-
emitting element or a display including a non-self-limiting
element and a backlight. For example, the display may
be implemented as a display of various types such as,
for example, and without limitation, a liquid crystal display
(LCD), organic light emitting diodes (OLED) display, light
emitting diodes (LED), micro LED, mini LED, plasma dis-
play panel (PDP), quantum dot (QD) display, quantum
dot light-emitting diodes (QLED), or the like. In the display
150, a backlight unit, a driving circuit which may be im-
plemented as an a-si TFT, low temperature poly silicon
(LTPS) TFT, organic TFT (OTFT), or the like, may be
included as well. The display 150 may be implemented
as a touch screen coupled to a touch sensor, a flexible
display, a rollable display, a third-dimensional (3D) dis-
play, a display in which a plurality of display modules are
physically connected, or the like.
[0181] The display according to an embodiment may
display various visual feedbacks (e.g., error) according
to the control of the processor 140.
[0182] FIG. 13 is a flowchart illustrating a method of
controlling an electronic device according to an embod-
iment of the disclosure.
[0183] A method of controlling an electronic device in-
cludes receiving a first speech signal, identifying whether
the first speech signal corresponds to the trigger speech
based on signal information corresponding to the trigger
speech and obtaining a first speech sharpness value of
the first speech signal based on the identification result
in operation S13 10, S1320 and S1330.
[0184] The method may include obtaining a second
speech sharpness value from the at least one external
device in operation S1340.
[0185] The method may include receiving a second
speech signal, and based on the first speech sharpness
value being the greatest between the first speech sharp-

ness value and the second speech sharpness value,
identifying a speech command included in the second
speech signal by entering a speech recognition mode in
operation S1350 and S1360.
[0186] The method may include controlling the elec-
tronic device based on an identification result in operation
S1370. The controlling the electronic device in operation
S1370 may include, based on the speech command not
being identified, transmitting a control signal to the at
least one external device based on the second speech
sharpness value.
[0187] The obtaining the second sharpness value in
operation S1340 may include obtaining a second speech
sharpness value corresponding to each of a plurality of
external devices, the controlling the electronic device in
operation S1370 may include, based on the speech com-
mand not being identified, transmitting the control signal
to an external device corresponding to a greatest value
among the plurality of second speech sharpness values,
the control signal may include at least one of a signal to
control the external device to enter a speech recognition
mode, the second speech signal, or a text corresponding
to the second speech signal.
[0188] The controlling the electronic device in opera-
tion S1370 may include, based on a signal indicating that
the external device receiving the control signal fails to
identify a speech command included in the second
speech signal, sequentially transmitting the control signal
to a remaining external device based on the plurality of
second speech sharpness values.
[0189] The controlling the electronic device in opera-
tion S1370 according to an embodiment may include,
based on the speech command not being identified, iden-
tifying a first external device capable of identifying the
speech command among the at least one external device
by inputting the second speech signal to the first neural
network model; and transmitting the control signal to the
identified first external device.
[0190] The controlling the electronic device in opera-
tion S1370 may include, based on a plurality of external
devices capable of identifying the speech command be-
ing identified among the at least one external device,
transmitting the control signal to the first external device
corresponding to a greatest value among the second
speech sharpness values corresponding to each of the
plurality of identified external devices; and based on an
external device capable of identifying the speech com-
mand not being identified among the at least one external
device, outputting feedback information indicative of er-
ror occurrence.
[0191] The controlling the electronic device in S1370
according to an embodiment may include, based on the
speech command not being identified, identifying a func-
tion corresponding to a speech command included in the
second speech signal and a first external device capable
of performing the function by inputting the second speech
signal to the second neural network model, and trans-
mitting the control signal to the identified first external
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device, and the control signal according to an embodi-
ment may be a signal to control the first external device
to perform a function corresponding to the speech com-
mand.
[0192] The method according to an embodiment may
further include, based on receiving a third speech signal
through the microphone after the control signal is trans-
mitted to the at least one external device, transmitting at
least one of the third speech signal or a text correspond-
ing to the third speech signal to the external device.
[0193] The method according to an embodiment may
further include transmitting the first speech sharpness
value to the external device, and the identifying the
speech command in operation S 1340 may include,
based on the first speech sharpness value between the
first speech sharpness value and the second speech
sharpness value not being the greatest value, not enter-
ing the speech recognition mode.
[0194] The method according to an embodiment may
further include, based on receiving a control signal from
the at least one external device through the communica-
tion interface, entering the speech recognition mode or
performing a function corresponding to a speech signal
included in the control signal based on the control signal.
[0195] The method according to an embodiment,
wherein the trigger speech corresponding to the elec-
tronic device and the trigger speech corresponding to the
at least one external device may be identical.
[0196] The various embodiments may be applicable to
not only electronic device but also all types of electronic
devices capable of receiving an audio signal.
[0197] The various example embodiments described
above may be implemented in a recordable medium
which is readable by computer or a device similar to com-
puter using software, hardware, or the combination of
software and hardware. In some cases, embodiments
described herein may be implemented by the processor
itself. According to a software implementation, embodi-
ments such as the procedures and functions described
herein may be implemented with separate software mod-
ules. Each of the above-described software modules may
perform one or more of the functions and operations de-
scribed herein.
[0198] The computer instructions for performing the
processing operations of the electronic device 100 ac-
cording to the various embodiments described above
may be stored in a non-transitory computer-readable me-
dium. The computer instructions stored in this non-tran-
sitory computer-readable medium cause the above-de-
scribed specific device to perform the processing oper-
ations of the electronic device 100 according to the
above-described various embodiments when executed
by the processor of the specific device.
[0199] The non-transitory computer readable medium
may refer, for example, to a medium that stores data,
such as a register, a cache, a memory or etc., and is
readable by a device. For example, the aforementioned
various applications, instructions, or programs may be

stored in the non-transitory computer readable medium,
for example, a compact disc (CD), a digital versatile disc
(DVD), a hard disc, a Blu-ray disc, a universal serial bus
(USB), a memory card, a read only memory (ROM), and
the like, and may be provided.
[0200] While the disclosure has been shown and de-
scribed with reference to various embodiments thereof,
it will be understood by those of skilled in the art that
various changes in form and details may be made therein
without departing from the spirit and scope of the disclo-
sure as defined by the appended claims and their equiv-
alents.

Claims

1. An electronic device comprising:

a memory to store signal information corre-
sponding to a trigger speech;
a microphone;
a communication interface; and
a processor configured to:

identify whether a first speech signal re-
ceived through the microphone corre-
sponds to the trigger speech based on the
signal information,
obtain a first speech sharpness value of the
first speech signal based on a result of the
identifying,
obtain a second speech sharpness value
from at least one external device through
the communication interface,
based on the first speech sharpness value
being greater than the second speech
sharpness value, identify a speech com-
mand included in a second speech signal
received through the microphone by enter-
ing a speech recognition mode, and
control the electronic device based on a re-
sult of the identifying of the speech com-
mand,
wherein the processor is further configured
to, based on the speech command being
unidentified, control the communication in-
terface to transmit a control signal to the at
least one external device based on the sec-
ond speech sharpness value.

2. The electronic device of claim 1, wherein the proc-
essor is further configured to:

obtain a second speech sharpness value corre-
sponding to each of a plurality of external devic-
es including the at least one external device
through the communication interface,
based on the speech command being unidenti-
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fied, control the communication interface to
transmit the control signal to an external device
corresponding to a greatest value among a plu-
rality of second speech sharpness values, and
wherein the control signal comprises at least one
of a signal to control the external device to enter
a speech recognition mode, the second speech
signal, or a text corresponding to the second
speech signal.

3. The electronic device of claim 2, wherein the proc-
essor is further configured to, based on a signal in-
dicating that the external device receiving the control
signal fails to identify the speech command included
in the second speech signal through the communi-
cation interface, sequentially transmit the control sig-
nal to a remaining external device among the plural-
ity of external devices based on the plurality of sec-
ond speech sharpness values.

4. The electronic device of claim 1, wherein the memory
is configured to store identification information cor-
responding to the at least one external device and a
first neural network model,
wherein the processor is further configured to:

based on the speech command being unidenti-
fied, identify a first external device enabled to
identify the speech command among the at least
one external device by inputting the second
speech signal to the first neural network model,
and
control the communication interface to transmit
the control signal to the identified first external
device.

5. The electronic device of claim 4, wherein the proc-
essor is further configured to:

based on a plurality of external devices being
enabled to identify the speech command among
the at least one external device, transmit the
control signal to the first external device corre-
sponding to a greatest value among the plurality
of second speech sharpness values corre-
sponding to each of the plurality of identified ex-
ternal devices, and
based on an external device being enabled to
identify the speech command unidentified
among the at least one external device, output
feedback information indicative of error occur-
rence.

6. The electronic device of claim 1, wherein the memory
is configured to store identification information cor-
responding to the at least one external device and a
second neural network model,
wherein the processor is further configured to:

based on the speech command being unidenti-
fied, identify a function corresponding to a
speech command included in the second
speech signal and a first external device enabled
to perform the function by inputting the second
speech signal to the second neural network
model,
control the communication interface to transmit
the control signal to the identified first external
device, and
wherein the control signal is a signal to control
the first external device to perform a function
corresponding to the speech command.

7. The electronic device of claim 1, wherein the proc-
essor is further configured to, based on receiving a
third speech signal through the microphone after the
control signal is transmitted to the at least one ex-
ternal device, transmit at least one of the third speech
signal or a text corresponding to the third speech
signal to the external device.

8. The electronic device of claim 1, wherein the proc-
essor is further configured to:

control the communication interface to transmit
the first speech sharpness value to the external
device, and
wherein the electronic device does not enter the
speech recognition mode based on the first
speech sharpness value being less than the sec-
ond speech sharpness value.

9. The electronic device of claim 8, wherein the proc-
essor is further configured to, based on receiving a
control signal from the at least one external device
through the communication interface, enter the
speech recognition mode or perform a function cor-
responding to a speech signal included in the control
signal based on the control signal.

10. The electronic device of claim 1, wherein the trigger
speech corresponding to the electronic device and
the trigger speech corresponding to the at least one
external device are identical.

11. A method of controlling an electronic device, the
method comprising:

receiving a first speech signal;
identifying whether the first speech signal cor-
responds to the trigger speech based on signal
information corresponding to the trigger speech;
obtaining a first speech sharpness value of the
first speech signal based on a result of the iden-
tifying;
obtaining a second speech sharpness value
from the at least one external device;
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receiving a second speech signal;
based on the first speech sharpness value being
greater than the second speech sharpness val-
ue, identifying a speech command included in
the second speech signal by entering a speech
recognition mode; and
controlling the electronic device based on a re-
sult of the identifying of the speech command,
wherein the controlling the electronic device
comprises, based on the speech command be-
ing unidentified, transmitting a control signal to
the at least one external device based on the
second speech sharpness value.

12. The method of claim 11, wherein the obtaining the
second sharpness value comprises obtaining a sec-
ond speech sharpness value corresponding to each
of a plurality of external devices including the at least
one external device,

wherein the controlling the electronic device
comprises, based on the speech command be-
ing unidentified, transmitting the control signal
to an external device corresponding to a great-
est value among a plurality of second speech
sharpness values,
wherein the control signal comprises at least one
of a signal to control the external device to enter
a speech recognition mode, the second speech
signal, or a text corresponding to the second
speech signal.

13. The method of claim 12, wherein the controlling the
electronic device comprises, based on a signal indi-
cating that the external device receiving the control
signal fails to identify the speech command included
in the second speech signal, sequentially transmit-
ting the control signal to a remaining external device
among the plurality of external devices based on the
plurality of second speech sharpness values.

14. The method of claim 11, wherein the controlling the
electronic device comprises:

based on the speech command being unidenti-
fied, identifying a first external device being en-
abled to identify the speech command among
the at least one external device by inputting the
second speech signal to the first neural network
model; and
transmitting the control signal to the identified
first external device.

15. The method of claim 14, wherein the controlling the
electronic device comprises:

based on a plurality of external devices being
enabled to identify the speech command among

the at least one external device, transmitting the
control signal to the first external device corre-
sponding to a greatest value among the plurality
of second speech sharpness values corre-
sponding to each of the plurality of identified ex-
ternal devices; and
based on an external being enabled to identify
the speech command being unidentified among
the at least one external device, outputting feed-
back information indicative of error occurrence.

33 34 



EP 4 325 484 A1

19



EP 4 325 484 A1

20



EP 4 325 484 A1

21



EP 4 325 484 A1

22



EP 4 325 484 A1

23



EP 4 325 484 A1

24



EP 4 325 484 A1

25



EP 4 325 484 A1

26



EP 4 325 484 A1

27



EP 4 325 484 A1

28



EP 4 325 484 A1

29



EP 4 325 484 A1

30



EP 4 325 484 A1

31



EP 4 325 484 A1

32

5

10

15

20

25

30

35

40

45

50

55



EP 4 325 484 A1

33

5

10

15

20

25

30

35

40

45

50

55


	bibliography
	abstract
	description
	claims
	drawings
	search report

