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INCREASED RADIO FREQUENCY
FRONT-END (RFFE) THROUGHPUT USING
PORT AGGREGATION

TECHNICAL FIELD

[0001] The present disclosure relates generally to serial
communication and, more particularly, to increasing data
throughput by aggregating multiple serial buses.

BACKGROUND

[0002] Mobile communication devices may include a vari-
ety of components including circuit boards, integrated cir-
cuit (IC) devices and/or System-on-Chip (SoC) devices. The
components may include processing circuits, user interface
components, storage and other peripheral components that
communicate through a serial bus. The serial bus may be
operated in accordance with a standardized or proprietary
protocol. In one example, a serial bus is operated in accor-
dance with an Inter-Integrated Circuit (I12C bus or I°C)
protocol. The 12C bus was developed to connect low-speed
peripherals to a processor, where the 12C bus is configured
as a multi-drop bus. A two-wire 12C bus includes a Serial
Data Line (SDA) that carries a data signal, and a Serial
Clock Line (SCL) that carries a clock signal. In another
example, the Improved Inter-Integrated Circuit (I3C) pro-
tocols defined by the Mobile Industry Processor Interface
(MIPI) Alliance derive certain implementation aspects from
the 12C protocol including separate clock and data lines.

[0003] The MIPI Alliance defines standards for the
Improved Inter-Integrated Circuit (I3C) serial interface, the
Radio Frequency Front-End (RFFE) interface, the System
Power Management Interface (SPMI) and other interfaces.
These interface standards may be used to configure serial
buses that can connect processors, sensors and other periph-
erals, for example. The RFFE interface standard provides a
communication interface for controlling various radio fre-
quency (RF) front-end devices, including power amplifiers
(PAs), low-noise amplifiers (LNAs), antenna tuners, filters,
sensors, power management devices, switches, etc. These
devices may be collocated in a single IC device or provided
in multiple IC devices. In another example, the system
power management interface (SPMI) defined by the MIPI
Alliance provides a hardware interface that may be imple-
mented between baseband or application processors and
peripheral components. In some implementations, the SPMI
is deployed to support power management operations within
a device.

[0004] High-speed MIPI-defined serial buses often replace
parallel buses. However, there is a need for increased
throughput to meet increasing demand as device complexity
increases.

SUMMARY

[0005] Certain aspects of the disclosure relate to systems,
apparatus, methods and techniques that enable a transaction
to be conducted using multiple serial buses. The content of
a data payload may be spread or distributed for transmission
across the data line of a primary port and the clock and data
lines of one or more secondary ports. In various examples,
the transaction may be conducted in accordance with an 13C
Radio Frequency Front-End (RFFE) protocol, I3C protocol,
SPMI protocol or another standards-defined protocol.
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[0006] In various aspects of the disclosure, a multi-port
data communication apparatus, includes a first port having a
first physical interface circuit configured to couple the
multi-port data communication apparatus to a first serial bus
that has a first line and a second line; a second port having
a second physical interface circuit configured to couple the
multi-port data communication apparatus to a second serial
bus that has a first line and a second line; and a controller
configured to: use the first port to engage in a first transac-
tion restricted to transmissions over the first serial bus; and
use the first port and the second port to engage in a second
transaction in which data is transmitted over the second line
of the first serial bus and the second line of the second serial
bus in accordance with timing provided by a clock signal
transmitted over the first line of the first serial bus. In one
example, the multi-port data communication apparatus is
configured to operate as a host device that provides the clock
signal transmitted over the first line of the first serial bus. In
another example aspect, the multi-port data communication
apparatus is configured to operate as a subordinate device
that engages in the second transaction in response to a
command received over the first serial bus.

[0007] In various aspects of the disclosure, a system
configured for data communication includes a host device
coupled to a first serial bus that has a first line and a second
line and a second serial bus that has a first line and a second
line; and a first subordinate device coupled to the first serial
bus and the second serial bus. In a first mode of operation,
a transaction conducted by the host device may be restricted
to transmissions over the first serial bus, and in a second
mode of operation, data may be transmitted between the host
device and the first subordinate device over the second line
of' the first serial bus and the second line of the second serial
bus in accordance with timing provided by a clock signal
transmitted over the first line of the first serial bus.

[0008] In various aspects of the disclosure, a method of
data communication includes configuring a first port that is
coupled to a first serial bus to engage in a first transaction
conducted over a first line and a second line of the first serial
bus; and configuring a second port that is coupled to a
second serial bus and the first port to engage in a second
transaction using the second line of the first serial bus and a
second line of the second serial bus in accordance with
timing provided by a clock signal transmitted over the first
line of the first serial bus.

[0009] In certain aspects, the second transaction includes
transmission or reception of a data payload. The controller
may be further configured to: cause a first data byte of the
data payload to be transmitted or received over the second
line of the first serial bus; and cause a second data byte of
the data payload to be transmitted or received over the
second line of the second serial bus concurrently with
transmission of the first data byte. The controller may be
further configured to suppress transmittal of clock informa-
tion over the first line of the second serial bus, and cause a
third data byte of the data payload to be transmitted or
received over the first line of the second serial bus concur-
rently with transmission of the first data byte. The multi-port
data communication apparatus may include a third port with
a third physical interface circuit configured to couple the
multi-port data communication apparatus to a third serial
bus that has a first line and a second line. The controller may
be further configured to cause a fourth data byte of the data
payload to be transmitted or received over the second line of
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the third serial bus concurrently with transmission of the first
data byte and in accordance with the timing provided by the
clock signal transmitted over the first line of the first serial
bus. The controller may be further configured to suppress
transmittal of a clock signal over the first line of the third
serial bus and cause a fifth data byte of the data payload to
be transmitted or received over the first line of the third
serial bus concurrently with transmission of the first data
byte.

[0010] In certain aspects, the second transaction includes
a data payload, and the controller is further configured to
cause a first bit in a first data byte of the data payload to be
transmitted or received over the second line of the first serial
bus and to cause a second bit in the first data byte of the data
payload to be transmitted or received over the second line of
the second serial bus concurrently with transmission of the
first bit in the first data byte. The controller may be further
configured to suppress transmittal of a clock signal over the
first line of the second serial bus and to cause a third bit in
the first data byte of the data payload to be transmitted or
received over the first line of the second serial bus concur-
rently with transmission of the first bit in the first data byte.
The multi-port data communication apparatus may include a
third port having a third physical interface circuit configured
to couple the multi-port data communication apparatus to a
third serial bus that has a first line and a second line. The
controller may be further configured to cause a fourth bit in
the first data byte of the data payload to be transmitted or
received over the second line of the third serial bus concur-
rently with transmission of the first bit in the first data byte.
The controller may be further configured to suppress trans-
mittal of a clock signal over the first line of the third serial
bus and to cause a fifth bit in the first data byte of the data
payload to be transmitted or received over the first line of the
third serial bus concurrently with transmission of the first bit
in the first data byte.

[0011] In one aspect, transmissions associated with the
first transaction are limited to the first serial bus when the
first transaction is initiated with a command directed to a
first device address. Portions of a data payload may be
transmitted or received over the first serial bus and the
second serial bus when the second transaction is initiated
with a command directed to a second device address.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] FIG. 1 illustrates an apparatus employing a data
link between IC devices that is selectively operated accord-
ing to one of plurality of available standards.

[0013] FIG. 2 illustrates a first example of an apparatus
employing a data link that may be used to communicatively
couple two or more devices.

[0014] FIG. 3 illustrates a second example of an apparatus
employing data links that may be used to communicatively
couple two or more devices, including various radio fre-
quency front-end devices.

[0015] FIG. 4 illustrates a system in which a host device
communicates with one or more subordinate devices in
accordance with certain aspects disclosed herein.

[0016] FIG. 5 illustrates a first example of a system
configured for port aggregation in accordance with certain
aspects disclosed herein.

[0017] FIG. 6 illustrates a second example of a system
configured for port aggregation in accordance with certain
aspects disclosed herein.

Mar. 14, 2024

[0018] FIG. 7 illustrates examples of mapping of the
physical lines of multiple serial buses coupled to multi-port
devices that are capable of operating in port aggregation
modes.

[0019] FIG. 8 illustrates a write transaction that may be
adapted or supported during port aggregation in accordance
with certain aspects disclosed herein.

[0020] FIG. 9 illustrates byte-level interleaving in a sys-
tem configured for port aggregation in accordance with
certain aspects of this disclosure.

[0021] FIG. 10 illustrates first examples of bit-level inter-
leaved write transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure.

[0022] FIG. 11 illustrates first examples of bit-level inter-
leaved read transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure.

[0023] FIG. 12 illustrates second examples of bit-level
interleaved write transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure.

[0024] FIG. 13 illustrates second examples of bit-level
interleaved read transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure.

[0025] FIG. 14 illustrates first examples of bit-level inter-
leaved write transactions in a system configured for data line
aggregation in accordance with certain aspects of this dis-
closure.

[0026] FIG. 15 illustrates first examples of bit-level inter-
leaved read transactions in a system configured for data line
aggregation in accordance with certain aspects of this dis-
closure.

[0027] FIG. 16 illustrates second examples of bit-level
interleaved write transactions in a system configured for data
line aggregation in accordance with certain aspects of this
disclosure.

[0028] FIG. 17 illustrates second examples of bit-level
interleaved read transactions in a system configured for data
line aggregation in accordance with certain aspects of this
disclosure.

[0029] FIG. 18 illustrates effective throughput gains for
some examples of RFFE transactions transmitted using port
aggregation in accordance with certain aspects of this dis-
closure.

[0030] FIG. 19 illustrates an example of a system config-
ured for group addressing and port aggregation in accor-
dance with certain aspects disclosed herein.

[0031] FIG. 20 illustrates one example of an apparatus
employing a processing circuit that may be adapted accord-
ing to certain aspects disclosed herein.

[0032] FIG. 21 is a flowchart that illustrates a method for
data communication at a host device in accordance with
certain aspects disclosed herein.

[0033] FIG. 22 illustrates an example of a hardware imple-
mentation for an apparatus adapted in accordance with
certain aspects disclosed herein.

DETAILED DESCRIPTION

[0034] The detailed description set forth below in connec-
tion with the appended drawings is intended as a description
of'various configurations and is not intended to represent the
only configurations in which the concepts described herein
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may be practiced. The detailed description includes specific
details for the purpose of providing a thorough understand-
ing of various concepts. However, it will be apparent to
those skilled in the art that these concepts may be practiced
without these specific details. In some instances, well-
known structures and components are shown in block dia-
gram form in order to avoid obscuring such concepts.
[0035] Several aspects of the invention will now be pre-
sented with reference to various apparatus and methods.
These apparatus and methods will be described in the
following detailed description and illustrated in the accom-
panying drawings by various blocks, modules, components,
circuits, steps, processes, algorithms, etc. (collectively
referred to as “elements”). These elements may be imple-
mented using electronic hardware, computer software, or
any combination thereof. Whether such elements are imple-
mented as hardware or software depends upon the particular
application and design constraints imposed on the overall
system.

[0036] Certain aspects of the disclosure relate to serial bus
configurations in which multiple devices can communicate
at various times. The described serial buses are typically
operated in a hierarchical manner, in that one device controls
communication during a transaction. The controlling device
may be referred to as a host device, a bus master device, a
managing device or another term favored by standards
defining the protocols implemented by the controlling
device. In some serial bus configurations, a single control-
ling device manages or controls communication during all
transactions conducted over the serial bus. In other serial bus
configurations, multiple devices can operate as the control-
ling device and one device serves as the controlling device
for each transaction conducted over the serial bus. The
controlling device may provide a common clock signal that
is transmitted over a conventional two-wire serial bus. The
controlling device may provide control signaling that iden-
tifies a type of transaction to be conducted over a conven-
tional two-wire serial bus. During certain transactions, a
controlling device may transmit commands directed to one
or more receiving devices using address information pro-
vided in or with the commands. The receiving devices may
be referred to as a client device, a slave device, a subordinate
device, a peripheral device or another term favored by
standards defining the protocols implemented by the con-
trolling device. For the purposes of this disclosure, a con-
trolling device may be referred to as a host device and
associated receiving devices may be referred to as subordi-
nate devices.

Overview

[0037] Mobile computing device architectures have grown
in complexity, and now commonly include multiple proces-
sor cores, SoCs, co-processors, functional modules includ-
ing dedicated processors (e.g., communication modem
chips, GPS receivers, etc.), complex memory systems, intri-
cate electrical interconnections (e.g., buses and/or fabrics),
and numerous other resources that execute complex and
power intensive software applications (e.g., video streaming
applications, etc.). Devices that include multiple SoC and
other IC devices often employ a shared communication
interface that may include a serial bus or other data com-
munication link to connect processors with modems and
other peripherals. The serial bus or other data communica-
tion link may be operated in accordance with multiple

Mar. 14, 2024

standards or protocols. For example, the serial bus may be
operated in accordance with an 12C, I3C, SPMI, and/or
RFFE protocol, or another protocol that may be configured
for half-duplex operation. Increased functionality and com-
plexity of operations involving devices coupled to serial
buses, together with the imposition of more stringent timing
constraints in support of applications, peripherals and sen-
sors can result in greater demand on GPIO pins and com-
munication link throughput.

[0038] Certain aspects of the disclosure relate to tech-
niques for boosting the throughput provided by serial data
links without increasing the frequency of serial bus clock
signals and without adding physical lines to the serial bus.
In radio frequency front end (RFFE) circuits, for example,
increasing the complexity of RFFE devices can lead to
demands for increased bus throughput. In many instances, it
has become difficult to meet these demands for increased bus
throughput when the serial bus signaling rate is limited by a
maximum serial bus clock frequency of 52 MHz and when
there are limited or no viable solutions for increasing the
clock frequency. For example, increasing serial bus clock
frequency would preclude the use of many RFFE peripheral
devices that are based on much older process nodes (65 nm
to 180 nm). Increases in clock frequency can narrow timing
tolerances and can cause signal integrity issues, especially
for older process node-based designs.

[0039] Certain aspects disclosed herein address the need
for higher data throughputs by coupling certain subordinate
devices to multiple serial buses such that data to be trans-
mitted can be distributed over the lines of multiple, aggre-
gated serial buses. In many RFFE applications, host devices
already support multiple bus interfaces in order to reduce the
number or types of RFFE peripheral devices coupled to any
single serial bus. A multi-port subordinate device may be
ported to multiple serial buses and can be configured to enter
a port-aggregation mode in response to certain commands or
commands addressed to certain device addresses. The multi-
port subordinate device can benefit from significantly higher
data throughputs when needed or desired while legacy
single-port (single physical interface) devices are unaffected
by the enhanced modes of operation disclosed herein.
[0040] In accordance with certain aspects of this disclo-
sure, port aggregation may be provided in devices that are
associated with demands for high data throughput over serial
buses. Various modes of port aggregation are disclosed,
including full and partial port aggregation modes, byte-level
interleaved port aggregation, bit-level interleaved port
aggregation, dynamic configuration of aggregation modes
and automatic scaling of port aggregation. In byte-level
interleaved port aggregation modes, data is transmitted in
complete bytes over each data line. In bit-level interleaved
port aggregation modes, data is transmitted in bits over each
data line such that a byte may be spread over multiple lines
during transmission. Aggregation modes may be configured
in response to commands directed to device addresses that
are associated with port aggregation. Automatic scaling is
used in some port aggregation modes when a command is
directed to a group address, for example, and when devices
that respond to the group address are coupled to different
numbers of serial buses. In some implementations, a primary
or default port may be designated in devices configured for
port aggregation.

[0041] In accordance with certain aspects of this disclo-
sure, a multi-port data communication apparatus, includes a
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first port having a first physical interface circuit configured
to couple the multi-port data communication apparatus to a
first serial bus that has a first line and a second line, a second
port having a second physical interface circuit configured to
couple the multi-port data communication apparatus to a
second serial bus that has a first line and a second line, and
a controller. The controller may be configured to use the first
port to engage in a first transaction restricted to transmis-
sions over the first serial bus and to use the first port and the
second port to engage in a second transaction in which data
is transmitted over the second line of the first serial bus and
the second line of the second serial bus in accordance with
timing provided by a clock signal transmitted over the first
line of the first serial bus. In one example, the multi-port data
communication apparatus is configured to operate as a host
device that provides the clock signal transmitted over the
first line of the first serial bus. In another example aspect, the
multi-port data communication apparatus is configured to
operate as a subordinate device that engages in the second
transaction in response to a command received over the first
serial bus. In some implementations, the first line of the first
serial bus may be designated as a nominal or default clock
line and the second line of the first serial bus may be defined
as a nominal or default data line. The first line of the second
serial bus may be designated as a nominal or default clock
line and the second line of the second serial bus may be
defined as a nominal or default data line.

[0042] Certain aspects disclosed herein provide protocols
that may replace or supplement a serial bus protocol, such as
an 12C, I3C, SPMI, and/or RFFE protocol. Certain aspects
are applicable to a serial bus operated in half-duplex mode
or full-duplex mode.

Examples of Apparatus that Employ Serial Data Links
[0043] According to certain aspects of the disclosure, a
serial data link may be used to interconnect electronic
devices that are subcomponents of an apparatus such as a
cellular phone, a smart phone, a session initiation protocol
(SIP) phone, a laptop, a notebook, a netbook, a smartbook,
a personal digital assistant (PDA), a satellite radio, a global
positioning system (GPS) device, a smart home device,
intelligent lighting, a multimedia device, a video device, a
digital audio player (e.g., MP3 player), a camera, a game
console, an entertainment device, a vehicle component, a
wearable computing device (e.g., a smart watch, a health or
fitness tracker, eyewear, etc.), an appliance, a sensor, a
security device, a vending machine, a smart meter, a drone,
a multicopter, or any other similar functioning device.
[0044] FIG. 1 illustrates an example of an apparatus 100
that may employ a data communication bus. The apparatus
100 may include a processing circuit 102 having multiple
circuits or devices 104, 106 and/or 108, which may be
implemented in one or more ASICs or in an SoC. In one
example, the apparatus 100 may be a communication device
and the processing circuit 102 may include a processing
device provided in an ASIC 104, one or more peripheral
devices 106, and a transceiver 108 that enables the apparatus
to communicate through an antenna 124 with a radio access
network, a core access network, the Internet and/or another
network.

[0045] The ASIC 104 may have one or more processors
112, one or more modems 110, on-board memory 114, a bus
interface circuit 116 and/or other logic circuits or functions.
The processing circuit 102 may be controlled by an oper-
ating system that may provide an application programming
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interface (API) layer that enables the one or more processors
112 to execute software modules residing in the on-board
memory 114 or other processor-readable storage 122 pro-
vided on the processing circuit 102. The software modules
may include instructions and data stored in the on-board
memory 114 or processor-readable storage 122. The ASIC
104 may access its on-board memory 114, the processor-
readable storage 122, and/or storage external to the process-
ing circuit 102. The on-board memory 114, the processor-
readable storage 122 may include read-only memory (ROM)
or random-access memory (RAM), electrically erasable
programmable ROM (EEPROM), flash cards, or any
memory device that can be used in processing systems and
computing platforms. The processing circuit 102 may
include, implement, or have access to a local database or
other parameter storage that can maintain operational
parameters and other information used to configure and
operate the apparatus 100 and/or the processing circuit 102.
The local database may be implemented using registers, a
database module, flash memory, magnetic media, EEPROM,
soft or hard disk, or the like. The processing circuit 102 may
also be operably coupled to external devices such as the
antenna 124, a display 126, operator controls, such as
switches or buttons 128, 130 and/or an integrated or external
keypad 132, among other components. A user interface
module may be configured to operate with the display 126,
external keypad 132, etc. through a dedicated communica-
tion link or through one or more serial data interconnects.

[0046] The processing circuit 102 may provide one or
more buses 118a, 1185, 120 that enable certain devices 104,
106, and/or 108 to communicate. In one example, the ASIC
104 may include a bus interface circuit 116 that includes a
combination of circuits, counters, timers, control logic and
other configurable circuits or modules. In one example, the
bus interface circuit 116 may be configured to operate in
accordance with communication specifications or protocols.
The processing circuit 102 may include or control a power
management function that configures and manages the
operation of the apparatus 100.

[0047] FIG. 2 illustrates a first example of an apparatus
200 employing a data link that may be used to communi-
catively couple two or more devices. Here, the apparatus
200 includes multiple devices 202, and 222,-222,, coupled
to a two-wire serial bus 220. The devices 202 and 222,-222,,
may be implemented in one or more semiconductor IC
devices, such as an application processor, SoC or ASIC. In
various implementations certain of the devices 202 and
222,-222,, may include, support or operate as a modem, a
signal processing device, a display driver, a camera, a user
interface, a sensor, a sensor controller, a media player, a
transceiver, and/or other such components or devices. In
some examples, one or more devices 222,-222,, may be used
to control, manage or monitor a sensor device. Communi-
cation between devices 202 and 222,-222,, over the serial
bus 220 is controlled by a host device 202. Certain types of
bus can support multiple host devices 202.

[0048] In one example, a host device 202 may include an
interface controller 204 that may manage access to the serial
bus, configure dynamic addresses for subordinate devices
and/or generate a clock signal 228 to be transmitted on a
clock line 218 of the serial bus 220. The host device 202 may
include configuration registers 206 or other storage 224, and
other control logic 212 configured to handle protocols and/or
higher-level functions. The control logic 212 may include a
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processing circuit such as a state machine, sequencer, signal
processor or general-purpose processor. The host device 202
includes a transceiver 210 and line drivers/receivers 214a
and 214b. The transceiver 210 may include receiver, trans-
mitter and common circuits, where the common circuits may
include timing, logic and storage circuits and/or devices. In
one example, the transmitter encodes and transmits data
based on timing in the clock signal 228 provided by a clock
generation circuit 208. Other timing clocks 226 may be used
by the control logic 212 and other functions, circuits or
modules.

[0049] One or more devices 222,-222,, may be configured
to operate as a subordinate device. In some examples, a
subordinate device may include circuits and modules that
support a display, an image sensor, and/or circuits and
modules that control and communicate with one or more
sensors that measure environmental conditions. In one
example, a device 222, configured to operate as a subordi-
nate device may provide a control function, module or
circuit 232 that includes circuits and modules to support a
display, an image sensor, and/or circuits and modules that
control and communicate with one or more sensors that
measure environmental conditions. In this example, the
device 222, can include configuration registers 234 or other
storage 236, control logic 242, a transceiver 240 and line
drivers/receivers 244a and 2445b. The control logic 242 may
include a processing circuit such as a state machine,
sequencer, signal processor or general-purpose processor.
The transceiver 240 may include receiver, transmitter and
common circuits, where the common circuits may include
timing, logic and storage circuits and/or devices. In one
example, the transmitter encodes and transmits data based
on timing in a clock signal 248 provided by clock generation
and/or recovery circuits 246. In some instances, the clock
signal 248 may be derived from a signal received from the
clock line 218. Other timing clocks 238 may be used by the
control logic 242 and other functions, circuits or modules.

[0050] The serial bus 220 may be operated in accordance
with RFFE, 12C, 13C, SPMI, or other protocols. At least one
of the devices 202 and 222,-222,, may be configured to
operate as a host device and a subordinate device on the
serial bus 220. Two or more of the devices 202 and 222,-
222,, may be configured to operate as a host device on the
serial bus 220. The protocol selected to control operation of
the serial bus 220 may define direct current (DC) charac-
teristics affecting certain signal levels associated with the
serial bus 220, and/or alternating current (AC) characteris-
tics affecting certain timing aspects of signals transmitted on
the serial bus 220. In various examples, a 2-wire serial bus
220 transmits data on a data line 216 and a clock signal on
the clock line 218. In some instances, data may be encoded
in the signaling state, or transitions in signaling state of the
data line 216 and the clock line 218.

[0051] FIG. 3 illustrates a second example of an apparatus
300 employing data links that may be used to communica-
tively couple two or more devices. In this example, a chipset
or device 302 employs multiple RFFE buses 330, 332, 334
to couple various RF front-end devices 318, 320, 322, 324,
326, 328. A modem 304 includes an RFFE interface 308 that
couples the modem 304 to a first RFFE bus 330. The modem
304 may communicate with a baseband processor 306 and a
Radio-Frequency IC (RFIC 312) through one or more com-
munication links 310, 336. The illustrated device 302 may
be embodied in one or more of a mobile communication
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device, a mobile telephone, a mobile computing system, a
notebook computer, a tablet computing device, a media
player, a gaming device, a wearable computing and/or
communication device, an appliance, or the like.

[0052] In various examples, the device 302 may be imple-
mented with one or more baseband processors 306, modems
304, RFICs 312, multiple communication links 310, 336,
multiple RFFE buses 330, 332, 334 and/or other types of
buses. The device 302 may include other processors, cir-
cuits, modules and may be configured for various operations
and/or different functionalities. In the example illustrated in
FIG. 3, the Modem is coupled to an RF tuner 318 through
its RFFE interface 308 and the first RFFE bus 330. The
RFIC 312 may include one or more RFFE interfaces 314,
316, controllers, state machines and/or processors that con-
figure and control certain aspects of the RF front-end. The
RFIC 312 may communicate with a PA 320 and a power
tracking module 322 through a first of its RFFE interfaces
314 and a second RFFE bus 332. The RFIC 312 may
communicate with a switch 324 and one or more LNAs 326,
328 through a second of its RFFE interfaces 316 and a third
RFFE bus 334.

[0053] Bus latency can affect the ability of a serial bus to
handle high-priority, real-time and/or other time-constrained
messages. Low-latency messages, or messages requiring
low bus latency, may relate to sensor status, device-gener-
ated real-time events and virtualized GPIO state. In one
example, bus latency may be measured as the time elapsed
between a message becoming available for transmission and
the delivery of the message or, in some instances, com-
mencement of transmission of the message. Other measures
of bus latency may be employed. Bus latency typically
includes delays incurred while higher priority messages are
transmitted, interrupt processing, the time required to ter-
minate a datagram in process on the serial bus, the time to
transmit commands causing bus turnaround between trans-
mit mode and receive mode, bus arbitration and/or com-
mand transmissions specified by protocol.

[0054] In certain examples, latency-sensitive messages
may include coexistence messages. Coexistence messages
are transmitted in a multisystem platform to prevent or
reduce instances of certain device types impinging on each
other, including for example, switches 324, LNAs 326, 328,
PAs 320 and other types of device that operate concurrently
in a manner that can generate inter-device interference, or
that could potentially cause damage to one or more devices.
Devices that may interfere with one another may exchange
coexistence management (CxM) messages to permit each
device to signal imminent actions that may result in inter-
ference or conflict. CxM messages may be used to manage
operation of shared components including a switch 324,
LNA 326, 328, PA 320 and/or an antenna.

[0055] In response to continual demands for increased
performance and capabilities, wireless communication
devices continue to provide greater functionality using
increasing numbers of RF interfaces, which has led to
increasing complexity of circuits. Demands for higher data
throughput for high-priority communications can be met to
some degree by providing dedicated data communication
links that couple sources and sinks of high-priority traffic,
for example. The RFIC 312 illustrated in FIG. 3 provides an
example in which a designer provides an IC device with
multiple RFFE buses 332, 334 for purposes such as balanc-
ing overall data communication load, improving bus latency
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for certain devices, concentrating functionally related
devices 320, 322 or 326, 328 on an RFFE bus 332 or 334
such that bus requests for data exchanges between different
pairs of devices are less likely to conflict.

[0056] Implementations that employ multiple serial buses
are ultimately limited by the throughput limits of the indi-
vidual buses, and reduced throughput capability during
periods of contention where different pairs of devices are
competing for bus access to transmit high volume or low-
latency traffic.

[0057] Certain aspects of this disclosure relate to IC
devices that can be configured to use multiple serial data
links concurrently in order to transmit or receive high
volume or low-latency traffic. A block of data can be
separated into multiple data streams where each data stream
is transmitted over one of the multiple serial data links. The
data streams are aggregated at the receiver in order to obtain
a copy of the original block of data. Various implementa-
tions employ protocols that define a datagram structure used
to transmit command, control and data payloads. Datagram
structures for different protocols define certain common
features, including addressing used to select devices to
receive or transmit data, clock generation and management,
interrupt processing and device priorities. In this disclosure,
the example of RFFE protocols may be employed to illus-
trate certain aspects disclosed herein. However, the concepts
disclosed herein are applicable to other serial bus protocols
and standards, including SPMI, SPI, I3C, etc.

[0058] For the purposes of this description, and to more
easily convey certain concepts disclosed herein, the example
of a serial bus that has a nominal clock line and a nominal
data line is described. In this example, a host device gen-
erates a clock signal that controls the timing of a data signal
transmitted over the data line and the clock signal is trans-
mitted over the clock line to enable a receiving device to
reliably capture and decode data from the data signal. This
mode of operation is supported by many serial bus control
protocols, and can include single data rate (SDR) transmis-
sions where one data bit is transmitted per clock cycle, and
double data rate (DDR) transmissions where two data bits
are transmitted per clock cycle using rising and falling edges
in the clock signal for timing purposes. In some instances, a
serial bus control protocol that defines a default clock line
and at least one data line may support communication modes
in which transmission of a clock signal is entirely sup-
pressed or in which the clock signal is modulated in order to
carry both clock information and data on the default clock
line. In one example, transmission of a clock signal is
entirely suppressed when data is encoded in multibit sym-
bols transmitted using all lines of the serial bus. In these
symbol-based encoding schemes, clock information can be
encoded in a stream of symbols, including at each boundary
between bit transmission intervals. For example, symbol
encoding can ensure that signaling state of at least one line
(nominal clock or data lines) transitions at the boundary
between a pair of successively transmitted symbols. In
another example, symbol encoding can ensure that signaling
state of at least one line (nominal clock or data lines)
transitions within each bit transmission interval. In some
implementations, a clock signal transmitted over a clock line
may be encoded with data using a pulse amplitude modu-
lation (PAM), whereby data can be encoded in the voltage
level of the pulses in a clock signal transmitted over a clock
line.
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[0059] FIG. 4 illustrates a system 400 that may be adapted
or configured for use in accordance with certain aspects
disclosed herein. The system 400 includes a host device 402
that communicates with one or more subordinate devices
404,-404,; over a serial bus 410. Data may be transmitted
over a data line (SDATA 418) of the serial bus 410 in
accordance with timing provided by a clock line (SCLK
416). The host device 402 may be provided in an RFIC,
modem, application processor or another type of device. The
host device 402 may be adapted to encode data in a signal
transmitted over SDATA 418 in bit intervals defined by a
clock signal transmitted over SCLK 416.

[0060] The host device 402 and the subordinate devices
404,-404,, are coupled to the serial bus 410 through physical
layer circuits (PHY 408 and PHY 412,-412,, respectively)
that include circuits, drivers and receivers that enable signals
to be transmitted and received over the serial bus 410. The
PHY 408 in the host device 402 may be configured to
transmit control signaling over the serial bus 410, to monitor
operations on the serial bus 410 and to detect and recover
from error conditions detected in transactions conducted
over the serial bus 410. The PHY 408 and the PHY 412,-
412,, may be configured to communicate with higher layer
functions and components of their respective devices 402,
404,-404,; is accordance with a programming interface. In
various implementations, the programming interface
abstracts the physical aspects of the serial bus 410 and
enables the higher layer functions and components to
address the data link as a set of services associated with a
port. In this disclosure, a port may refer to the interface to
the serial bus 410 provided to a protocol controller 406 or
414,-414,, by a corresponding PHY 408 or PHY 412,-412,,.

[0061] The host device 402 and the subordinate devices
404,-404,, typically include respective protocol controllers
406, 414,-414,,. The protocol controllers 406, 414,-414,,
may include a processor, controller, state machine or other
logic circuits configured to support one or more protocols.
The protocol controller 406 in the host device 402 may be
further configured to manage communication over the serial
bus 410. In some instances, the protocol controller 406
performs some of the functions of a host. In some imple-
mentations, the protocol controller 406 in the host device
402 may be used to configure one or more of the subordinate
devices 404,-404,. The host device 402 may determine a
configuration of a subordinate device 404,-404,, that is a
designated recipient of data to be transmitted over the serial
bus 410, and may cause the protocol controller 406 to
generate commands and encode data intended for the recipi-
ent subordinate device 404,-404,; in a signal to be transmit-
ted over SDATA 418 and addressed to the subordinate
device 404,-404,,.

[0062] According to certain aspects of this disclosure, one
or more subordinate devices can be configured to commu-
nicate with a host device when a datagram or other block of
commands and data is spread over two or more ports. Each
port is associated with a serial bus that couples the host
device with one or more subordinate devices. A transmitting
device may use multiple ports to interleave portions of a data
payload in a transaction. The receiver is configured to
reassemble the data payload. The use of multiple ports to
conduct a transaction may be referred to herein as port
aggregation. Port aggregation can be extended for use with
serial buses that operate in SDR, DDR, PAM or symbol-
based encoding schemes.
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[0063] FIG. 5 illustrates a first example of a system 500
configured for port aggregation in accordance with certain
aspects disclosed herein. The system 500 includes a 3-port
host device 502 that is coupled to three serial buses 510a,
5105, 510c. A number (J) of 1-port subordinate devices
504,-504, are equipped with, or are configured to use a
single serial interface to communicate with the host device
502 over a first serial bus 510qa, a number (K) of 1-port
subordinate devices 506,-506,. are equipped with, or are
configured to use a single serial interface to communicate
with the host device 502 over a second serial bus 5105, and
a number (L) of 1-port subordinate devices 508,-508, are
equipped with, or are configured to use a single serial
interface to communicate with the host device 502 over a
third serial bus 510c. The system 500 also includes a 2-port
subordinate device 520 that is coupled to two serial buses
510a and 51056 through two serial interfaces and may be
configured to communicate with the host device 502 using
2-port aggregation in accordance with certain aspects of this
disclosure. In some instances, the 2-port subordinate device
520 may operate its two serial interfaces independently and
may maintain two independent communication links using
the two serial buses 510a and 51054. In some implementa-
tions, one or more of the other subordinate devices 504, -
504, 506,-506,, 508,-508, may be equipped with addi-
tional serial interfaces and may be configurable for multi-
port aggregation.

[0064] The host device 502 may include a controller 514
that configures and manages the three ports 5124, 5126 and
512¢ used to couple the host device 502 to the three serial
buses 510a, 5105, 510c. Each port 512a, 5126 and 512¢ may
represent or include the physical layer circuits, state
machines or other control logic that enables data to be
transmitted over a corresponding serial bus 510a, 5105,
510c. In some examples, the controller 514 may configure
each port 512a, 5126 for multi-port aggregation when the
host device 502 is communicating with the 2-port subordi-
nate device 520. In accordance with some aspects of this
disclosure, the controller 514 may reconfigure the function
of one or more lines in at least one of the serial buses 510a
and 5105 used to support multi-port aggregation.

[0065] According to one aspect, the controller 514 may
initiate or configure port aggregation mode by transmitting
commands or configuration information. According to cer-
tain aspects of the disclosure, port aggregation may be
activated when the host addresses the 2-port subordinate
device 520 using an address associated with multi-port
communication. In some instances, each port in the 2-port
subordinate device 520 may be directly addressed using first
and second device addresses, and multi-port mode may be
initiated using a third device address.

[0066] The controller 514 may interleave portions of a
data payload by allocating different portions of the data
payload among the ports 512¢ and 5126 when the host
device 502 is transmitting the data payload to the 2-port
subordinate device 520 in a port aggregation mode. The
2-port subordinate device 520 may reassemble the data
payload from data received through its two ports while
operating in a port aggregation mode. The 2-port subordi-
nate device 520 may interleave portions of a data payload by
allocating different portions of the data payload among the
ports 512a and 51256 when the 2-port subordinate device 520
is transmitting the data payload to the host device 502 in a
port aggregation mode. A controller in the 2-port subordi-
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nate device 520 may reassemble the data payload from data
received from the host device 502 through its two ports
while operating in a port aggregation mode.

[0067] FIG. 6 illustrates a second example of a system 600
configured for port aggregation in accordance with certain
aspects disclosed herein. The system 600 includes a 3-port
host device 602 that is coupled to three serial buses 610a,
6105, 610c. A number (J) of 1-port subordinate devices
604,-604 ; are equipped with, or are configured to use a
single serial interface to communicate with the host device
602 over a first serial bus 610a, a number (K) of 1-port
subordinate devices 606,-606,. are equipped with, or are
configured to use a single serial interface to communicate
with the host device 602 over a second serial bus 6105, and
a number (L) of 1-port subordinate devices 608,-608, are
equipped with, or are configured to use a single serial
interface to communicate with the host device 602 over a
third serial bus 610c. The system 600 also includes a 3-port
subordinate device 620 that is coupled to the three serial
buses 610a, 6105, 610c¢ through three serial interfaces and
that may be configured to communicate with the host device
602 using 3-port aggregation in accordance with certain
aspects of this disclosure. In some instances, the 3-port
subordinate device 620 may operate its three serial inter-
faces independently and may maintain two or more inde-
pendent communication links using the three serial buses
610a, 6105, 610c. In some implementations, one or more of
the other subordinate devices 604,-604 , 606,-606,, 608, -
608, may be equipped with additional serial interfaces and
may be configurable for multi-port aggregation.

[0068] The host device 602 may include a controller 614
that configures and manages the three ports 612a, 6125 and
612¢ used to couple the host device 602 to the three serial
buses 6104, 6105, 610c. Each port 612a, 6126 and 612¢ may
represent or include the physical layer circuits, state
machines or other control logic that enables data to be
transmitted over a corresponding serial bus 610a, 6105,
610c. In some examples, the controller 614 may configure
each port 6124, 6125, 612¢ for multi-port aggregation when
the host device 602 is communicating with the 3-port
subordinate device 620. In accordance with some aspects of
this disclosure, the controller 614 may reconfigure configure
the function of one or more lines in at least one serial bus
610a, 6105, 610c when operating in multi-port aggregation
modes.

[0069] According to one aspect, the controller 614 may
initiate or configure port aggregation mode by transmitting
commands or configuration information. According to cer-
tain aspects of the disclosure, port aggregation may be
activated when the host addresses the 3-port subordinate
device 620 using an address associated with multi-port
communication. In some instances, each port in the 3-port
subordinate device 620 may be directly addressed using
three different device addresses, and multi-port mode may
be initiated using a fourth device address.

[0070] The controller 614 may interleave portions of a
data payload by allocating different portions of the data
payload among the ports 612a, 6125, 612¢ when the host
device 602 is transmitting the data payload to the 3-port
subordinate device 620 in a port aggregation mode. The
3-port subordinate device 620 may reassemble the data
payload from data received through at least two ports while
operating in a port aggregation mode. The 3-port subordi-
nate device 620 may interleave portions of a data payload by
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allocating different portions of the data payload among the
ports 612a and 6125 when the 3-port subordinate device 620
is transmitting the data payload to the host device 602 in a
port aggregation mode. A controller in the 3-port subordi-
nate device 620 may reassemble the data payload from data
received from the host device 602 through at least two ports
while operating in a port aggregation mode.

[0071] According to certain aspects of this disclosure, data
may be transmitted over some SCLK lines when multi-port
devices are operated in a port aggregation mode. One of the
serial buses may be designated as the primary serial bus that
provides a clock signal on SCLK and the other serial buses
may be designated as secondary buses. For example, in the
system 600 illustrated in FIG. 6, serial bus 610a may be
designated, negotiated or selected to be the primary port
while serial buses 6105, 610¢ are operated as secondary
ports. In this example, a clock signal is transmitted over
SCLK 6164 of serial bus 610a in port aggregation modes
and transmission of clock signals over SCLK 6165 and
SCLK 616c are discontinued when a port aggregation mode
is initiated. Data signals can be transmitted over SCLK 6165
and SCLK 616c¢ in port aggregation modes.

[0072] FIG. 7 illustrates examples of mappings for the
physical lines of multiple serial buses coupled to multi-port
devices that are capable of operating in port aggregation
modes. A two-port mapping 700 illustrates an example in
which a primary serial bus (serial bus A) is coupled to a
multi-port transmitter through a first port (Port-A 702a) and
a secondary serial bus (serial bus B) is coupled to the
multi-port transmitter through a second port (Port-B 7025).
A clock signal transmitted over SCLK-A 704a controls the
timing of all bit transmissions in port aggregation modes.
Data signals are transmitted over SDATA-A 706a, SCLK-B
7046 and SDATA-B 706b. The 2-port mapping 708
employed in this example effectively provides a 3-line data
channel in which data transmissions are controlled by timing
provided using a 1-line clock channel. Bidirectional data
transfer is supported.

[0073] The generation of signaling provided as SCLK-A
704a and SCLK-B 7045 is illustrated in the conceptual logic
diagram 710. RFFE, SPMI, I3C and other bus control
protocols define a clock line that carries a clock signal and
that is also operated in a control mode to initiate and
terminate activities conducted over the serial bus. These
activities can include data write transactions, data read
transactions, bus arbitration, in-band interrupt procedures,
and other operations. The clock line may carry a signal that
oscillates at a defined frequency during data transmission
and may be driven or held at a constant state during other
operations. In some instances, the clock line may be in a
high impedance state or operated bidirectionally during
some operations. As illustrated in the conceptual logic
diagram 710, a signal transmitted over SCLK-A 7044 of the
primary serial bus can be a clock signal or a control signal
and the signal transmitted over SCLK-B 70454 of the sec-
ondary serial bus can be a clock signal, a control signal or
a data signal.

[0074] A three-port mapping 720 illustrates an example in
which a primary serial bus (serial bus A) is coupled to a
multi-port transmitter through a first port (Port-A 722a) and
secondary serial buses (serial bus B and serial bus C) are
respectively coupled to the multi-port transmitter through a
second port (Port-B 7225) and a third port (Port-C 722¢). A
clock signal transmitted over SCLK-A 724a controls the
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timing of all bit transmissions in port aggregation modes.
Data signals are transmitted over SDATA-A 726a, SCLK-B
724b, SDATA-B 7265, SCLK-C 724¢ and SDATA-B 726¢.
The 3-port mapping 728 employed in this example effec-
tively provides a 5-line data channel in which data trans-
missions are controlled by timing provided using a one-line
clock channel. Bidirectional data transfer is supported.
[0075] The generation of signaling provided as SCLK-A
724a, SCLK-B 7245 and SCLK-C 724c is illustrated in the
conceptual logic diagram 730. A signal transmitted over
SCLK-A 724a of the primary serial bus can be a clock signal
or a control signal and the signals transmitted over SCLK-B
724b and SCLK-C 724c¢ of the secondary serial buses can be
clock signals, control signals or data signals.

[0076] FIG. 8 illustrates an example of a transaction 800
that may be executed over a serial bus configured in accor-
dance with certain bus control protocols. The example
relates generally to an RFFE transaction, and may also be
representative of an SPMI transaction. The illustrated trans-
action 800 is consistent with a write transaction in which a
host device writes data to a register space in a subordinate
device. The transaction 800 commences with transmission
of control signaling, which in this example includes an SSC
802 that is defined by timing of transitions in signaling state
of'the serial bus. In the illustrated example, the SSC 802 can
have a duration of three transmit clock cycles. In some
instances, an arbitration procedure may optionally follow
the SSC 802.

[0077] The write transaction 800 continues with transmis-
sion of a command frame that includes a four-bit device
address 804 and a command field 806 followed by a payload
808. The device address 804 identifies the subordinate
device that is to receive the payload 808. The transaction 800
is terminated by bus park control signaling (BP 810). The
command field 806 may have a structure and content com-
patible or compliant with one or more commands defined by
RFFE protocols. In the illustrated example, the command
field 806 includes a three-bit command code 812, a five-bit
address field 814 and a parity bit 816.

[0078] According to certain aspects of this disclosure, a
transaction executed between two multi-port devices may
split data at a byte level or at a bit level in port aggregation
modes. In a first port aggregation mode, a sequence of bytes
in a data payload are allocated in circular order among the
ports for transmission over corresponding serial buses. In
one example, and with reference to the system 600 illus-
trated in FIG. 6, the first byte of a data payload in a write
command may be allocated to Port-A 6124 for transmission
over serial bus 610a, the second byte of the data payload
may be allocated to Port-B 6125 for transmission over serial
bus 6105, the third byte of the data payload may be allocated
to Port-C 612¢ for transmission over serial bus 610c, the
fourth byte of the data payload may be allocated to Port-A
612a for transmission over serial bus 610a, and so on for the
remainder of the data payload. Other payload divisions and
allocations are possible. In this example, Port-A 612a may
be considered the primary port while Port-B 6125 and
Port-C 612¢ are treated as secondary ports. In this port
aggregation mode, transmission of the command phase may
be reserved to the primary port.

[0079] In a second port aggregation mode, the bits of the
command sequence a sequence of bytes in a data payload are
allocated in circular order among the ports for transmission
over corresponding serial buses. For example, and with
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reference to the system 600 illustrated in FIG. 6, the first
byte of a data payload in a write command may be allocated
to Port-A 612a for transmission over serial bus 610a, the
second byte of the data payload may be allocated to Port-B
6124 for transmission over serial bus 6104, the third byte of
the data payload may be allocated to Port-C 612¢ for
transmission over serial bus 610¢, the fourth byte of the data
payload may be allocated to Port-A 612a for transmission
over serial bus 6104, and so on for the remainder of the data
payload. Other payload divisions, allocations and interleav-
ing are possible. In this example, Port-A 612¢ may be
considered the primary port while Port-B 6125 and Port-C
612c are treated as secondary ports. In this port aggregation
mode, command phase bits may be interleaved using all
active ports.

[0080] FIG. 9 illustrates byte-level interleaving in a sys-
tem configured for port aggregation in accordance with
certain aspects of this disclosure. A first example 900
illustrates transmission of a command field 902 with a
9-byte payload 904 when port aggregation is unavailable or
disabled. The command field 902 includes a four-bit device
address and a nine-bit RFFE write command configured as
a three-bit command code, a five-bit address field and a
parity bit (see FIG. 8). In the illustrated example, the
payload 904 includes 9 data bytes.

[0081] A second example 920 illustrates transmission of a
command field 922 followed by a byte-interleaved trans-
mission of a payload 924 when 2-port aggregation is
enabled. The second example 920 may be used in a system
that corresponds to the system 500 illustrated in FIG. 5, for
example. The command field 922 includes a four-bit device
address and a nine-bit RFFE write command configured as
a three-bit command code, a five-bit address field and a
parity bit. In the illustrated example, the payload 924
includes 9 data bytes that are transmitted in data signals over
three lines provided by two serial buses in accordance with
the two-port mapping 700 illustrated in FIG. 7. The two
serial buses may correspond to serial buses 510a and 5105
in FIG. 5 and, for the purposes of this example, may be
referred to as serial bus A and serial bus B. The 9 data bytes
in the payload 924 are allocated in circular order among the
data line (SDATA-A 932) of serial bus A, the clock line
(SCLK-B 934) of serial bus B and the data line (SDATA-B
936) of serial bus B.

[0082] The command field 922 is transmitted over serial
bus A. Serial bus A may be designated or configured to be
the primary serial bus. In some implementations, the com-
mand field 922 may also be transmitted over the serial bus
B. Port aggregation may be initiated at the receiver when the
receiver identifies that the device address in the command
field 922 corresponds to an address associated with port
aggregation. The receiver may ignore the serial bus B for the
remainder of the command field 922 after detecting the
address associated with port aggregation. The receiver may
configure deinterleaving circuits or modules after identify-
ing the address associated with port aggregation.

[0083] In this second example 920, data is received over
SDATA-A 932 of serial bus A and both SCLK-B 934 and
SDATA-B 936 of the serial bus B in accordance with timing
derived from a clock signal received over the clock line of
serial bus A. Three data bytes are transmitted concurrently.
In the illustrated example, the first data byte (Byte-1) in the
payload 924 is transmitted over SDATA-A 932, the second
data byte (Byte-2) in the payload 924 is transmitted over
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SCLK-B 934, and the third data byte (Byte-3) in the payload
924 is transmitted over SDATA-B 936. Transmission of the
9-byte payload 924 is accomplished in three byte-length
timeslots. Other allocations of bytes among the available
aggregated data lines may be used in other implementations.
[0084] Throughput of the 2-port aggregated interface is
greater than the throughput obtained using a single serial
bus. Transmission of the command fields 902, 922 can be
expected to consume the same duration of time 906, 926.
The duration of time 908 needed to transmit a 9-byte
payload 904 over a single serial bus corresponds to nine byte
timeslots. The duration of time 928 used to transmit a 9-byte
payload 924 through the 2-port aggregated interface corre-
sponds to three byte timeslots. The resultant 66.67%
decrease in payload duration is however diluted by the
unchanged time required to transmit the command field 922.
[0085] A third example 940 illustrates transmission of a
command field 942 followed by a byte-interleaved trans-
mission of a payload 944 when 3-port aggregation is
enabled. The third example 940 may be used in a system that
corresponds to the system 600 illustrated in FIG. 6, for
example. The command field 942 includes a four-bit device
address and a nine-bit RFFE write command configured as
a three-bit command code, a five-bit address field and a
parity bit. In the illustrated example, the payload 944
includes 9 data bytes that are transmitted in data signals over
five lines provided by three serial buses in accordance with
the three-port mapping 720 illustrated in FIG. 7. The three
serial buses may correspond to serial buses 610a, 6105 and
610¢ in FIG. 6 and, for the purposes of this example, may
be referred to as serial bus A, serial bus B, and serial bus C.
The 9 data bytes in the payload 944 are allocated in circular
order among the data line (SDATA-A 952) of serial bus A,
the clock line (SCLK-B 954) of serial bus B, the data line
(SDATA-B 956) of serial bus B, the clock line (SCLK-C
958) of serial bus C, and the data line (SDATA-C 960) of
serial bus C.

[0086] The command field 942 is transmitted over serial
bus A. In some implementations, the command field 942 is
also transmitted over serial bus B and/or serial bus C. Port
aggregation may be initiated at the receiver when the
receiver identifies that the device address in the command
field 942 corresponds to an address associated with port
aggregation. The receiver may ignore serial bus B and/or
serial bus C for the remainder of the command field 942 after
detecting the address associated with port aggregation. The
receiver may configure deinterleaving circuits or modules
after identifying the address associated with port aggrega-
tion.

[0087] In this third example 940, data is transmitted over
SDATA-A 952 of serial bus A, SCLK-B 954 and SDATA-B
956 of serial bus B, and SCLK-C 958 and SDATA-C 960 of
serial bus C in accordance with timing derived from a clock
signal received over the clock line of the primary serial bus.
Five data bytes are transmitted concurrently. In the illus-
trated example, the first data byte (Byte-1) in the payload
944 is transmitted over SDATA-A 952, the second data byte
(Byte-2) in the payload 944 is transmitted over SCLK-B
954, the third data byte (Byte-3) in the payload 944 is
transmitted over SDATA-B 956, the fourth data byte (Byte-
4) in the payload 944 is transmitted over SCLK-C 958, and
the fifth data byte (Byte-5) in the payload 944 is transmitted
over SDATA-C 960. Transmission of the 9-byte payload 944
is accomplished in two byte timeslots, which provides for
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transmission of 10 bytes. In the illustrated example, the tenth
byte 962 is undefined, populated with null values or used for
other purposes. Other allocations and mappings of bytes
among the available aggregated data lines may be used in
other implementations.

[0088] Throughput of the 3-port aggregated interface is
greater than the throughput obtained using a single serial
bus. Transmission of the command fields 902, 942 can be
expected to consume the same duration of time 906, 946.
The duration of time 908 needed to transmit a 9-byte
payload 904 over a single serial bus corresponds to 9 byte
timeslots. The duration of time 948 used to transmit a 9-byte
payload 944 through the 3-port aggregated interface corre-
sponds to 2 byte timeslots. The resultant 77.78% decrease in
payload duration is however diluted by the unchanged time
required to transmit the command field 942.

[0089] According to certain aspects of this disclosure,
bit-level interleaving may be performed when two or more
serial buses are operated in a port aggregation mode. FIG. 10
illustrates first examples of bit-level interleaved write trans-
actions in a system configured for port aggregation in
accordance with certain aspects of this disclosure. A data-
gram 1000 may be transmitted over a single serial bus when
port aggregation is unavailable or disabled. The datagram
1000 includes a command field and a one-byte payload
1006. The command field includes a four-bit device address
1002 and an RFFE write command 1004 that includes a
three-bit command code, a five-bit address field and a parity
bit (see FIG. 8). In the illustrated example, the payload 1006
is transmitted by the host device and includes one data byte
with parity.

[0090] Another example illustrates transmission of a data-
gram 1020 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with
the system 500 illustrated in FIG. 5. The datagram 1020
includes a command field and a payload. The command field
includes a four-bit device address 1022 and a nine-bit RFFE
write command configured as a three-bit command code, a
five-bit address field and a parity bit. In the illustrated
example, the payload is transmitted by the host device and
includes one 8-bit data byte and a parity bit. The datagram
1020 is configured to be encoded in data signals transmitted
over three lines provided by two serial buses in accordance
with the two-port mapping 700 illustrated in FIG. 7. The two
serial buses may correspond to serial buses 510a and 5105
in FIG. 5 and, for the purposes of this example, may be
referred to as serial bus A and serial bus B. Various bits in
the datagram 1020 are allocated in circular order among the
data line (SDATA-A 1032) of serial bus A, the clock line
(SCLK-B 1034) of serial bus B and the data line (SDATA-B
1036) of serial bus B.

[0091] According to certain aspects of this disclosure, the
device address 1022 is transmitted without interleaving over
SDATA-A 1032, with the remaining bits of the datagram
1020 being bit-interleaved for transmission over the com-
bination of SDATA-A 1032, SCLK-B 1034 and SDATA-B
1036. Serial bus A may be designated or configured to be the
primary serial bus for this transaction. In some implemen-
tations, the device address 1022 may also be transmitted
over the serial bus B. Port aggregation may be initiated at the
receiver when the receiver identifies that the device address
1022 corresponds to an address associated with port aggre-
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gation. The receiver may configure deinterleaving circuits or
modules after identifying the address associated with port
aggregation.

[0092] Data may be transmitted over SDATA-A 1032 of
serial bus A and both SCLK-B 1034 and SDATA-B 1036 of
serial bus B in accordance with timing derived from a clock
signal received over the clock line of serial bus A. Three bits
are transmitted concurrently. In the illustrated example, each
of the bitstreams transmitted over SDATA-A 1032, SCLK-B
1034 and SDATA-B 1036 includes command bits, register
address bits and payload bits. Other allocations of bits
among the available aggregated data lines may be used in
other implementations. Transmission of the datagram 1020
is accomplished in 11 bit transmission slots, where a bit
transmission slot represents a time interval during which 3
bits are transmitted concurrently over SDATA-A 1032,
SCLK-B 1034 and SDATA-B 1036, and where a bit trans-
mission slot may correspond to the period of the clock signal
transmitted over the serial bus.

[0093] Another example illustrates transmission of a data-
gram 1040 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1040
includes a command field and a payload. The command field
includes a four-bit device address 1042 and a nine-bit RFFE
write command configured as a three-bit command code, a
five-bit address field and a parity bit. In the illustrated
example, the payload is transmitted by the host device and
includes one 8-bit data byte and a parity bit. The datagram
1040 is configured to be encoded in data signals transmitted
over five lines provided by three serial buses in accordance
with the three-port mapping 720 illustrated in FIG. 7. The
three serial buses may correspond to serial buses 610a, 6105
and 610c in FIG. 6 and, for the purposes of this example,
may be referred to as serial bus A, serial bus B and serial bus
C. Various bits in the datagram 1040 are allocated in circular
order among the data line (SDATA-A 1052) of serial bus A,
the clock line (SCLK-B 1054) of serial bus B, the data line
(SDATA-B 1056) of serial bus B, the clock line (SCLK-C
1058) of serial bus C and the data line (SDATA-C 1060) of
serial bus C.

[0094] According to certain aspects of this disclosure, the
device address 1042 is transmitted without interleaving over
SDATA-A 1052, with the remaining bits of the datagram
1040 being bit-interleaved for transmission over the com-
bination of SDATA-A 1052, SCLK-B 1054, SDATA-B
1056, SCLK-C 1058, and SDATA-C 1060. Unused bit
transmission slots may be left undefined, populated with null
values or used for other purposes. Serial bus A may be
designated or configured to be the primary serial bus for this
transaction. In some implementations, the device address
1042 may also be transmitted over serial bus B and/or serial
bus C. Port aggregation may be initiated at the receiver when
the receiver identifies that the device address 1042 corre-
sponds to an address associated with port aggregation. The
receiver may configure deinterleaving circuits or modules
after identifying the address associated with port aggrega-
tion.

[0095] Data may be transmitted over SDATA-A 1052,
SCLK-B 1054, SDATA-B 1056, SCLK-C 1058, and
SDATA-C 1060 in accordance with timing derived from a
clock signal received over the clock line of serial bus A. Five
bits are transmitted concurrently. In the illustrated example,
the bitstreams transmitted over SDATA-A 1052, SCLK-B
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1054, SDATA-B 1056, SCLK-C 1058, and SDATA-C 1060
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1040 is accom-
plished in 9 bit transmission slots, where a bit transmission
slot represents a time interval during which 5 bits are
transmitted concurrently over SDATA-A 1052, SCLK-B
1054, SDATA-B 1056, SCLK-C 1058, and SDATA-C 1060,
and where a bit transmission slot may correspond to the
period of the clock signal transmitted over the serial bus.

[0096] FIG. 11 illustrates first examples of bit-level inter-
leaved read transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure. One example illustrates transmission of a datagram
1100 over a single serial bus when port aggregation is
unavailable or disabled. The datagram 1100 includes a
command field and a one-byte payload 1106. The command
field includes a four-bit device address 1102 and an RFFE
read command 1104 that includes a three-bit command code,
a five-bit address field and a parity bit (see FIG. 8). In the
illustrated example, the payload 1106 is transmitted by a
subordinate device and includes one data byte with parity.
Bus Park signaling is provided after the command field has
been transmitted to allow for line turnaround. The subordi-
nate device can begin transmitting the payload 1106 after the
bus park signaling has been completed.

[0097] Another example illustrates transmission of a data-
gram 1120 over a pair of serial buses when 2-port aggrega-
tion is enabled in a system configured in accordance with the
system 500 illustrated in FIG. 5. The datagram 1120 includes
a command field and a payload. The command field includes
a four-bit device address 1122 and a nine-bit RFFE read
command configured as a three-bit command code, a five-bit
address field and a parity bit. In the illustrated example, the
payload is transmitted by a subordinate device and includes
one 8-bit data byte and a parity bit. Bus Park signaling is
provided after the command field has been transmitted to
allow for line turnaround. The subordinate device can begin
transmitting the payload after the bus park signaling has
been completed. The datagram 1120 is configured to be
encoded in data signals transmitted over three lines provided
by two serial buses in accordance with the two-port mapping
700 illustrated in FIG. 7. The two serial buses may corre-
spond to serial buses 510a and 5104 in FIG. 5 and, for the
purposes of this example, may be referred to as serial bus A
and serial bus B. Various bits in the datagram 1120 are
allocated in circular order among the data line (SDATA-A
1132) of serial bus A, the clock line (SCLK-B 1134) of serial
bus B and the data line (SDATA-B 1136) of serial bus B.

[0098] According to certain aspects of this disclosure, the
device address 1122 is transmitted without interleaving over
SDATA-A 1132, with the remaining bits of the datagram
1120 being bit-interleaved for transmission over the com-
bination of SDATA-A 1132, SCLK-B 1134 and SDATA-B
1136. Serial bus A may be designated or configured to be the
primary serial bus for this transaction. In some implemen-
tations, the device address 1122 may also be transmitted
over the serial bus B. Port aggregation may be initiated at the
receiver when the receiver identifies that the device address
1122 corresponds to an address associated with port aggre-
gation. The receiver may configure deinterleaving circuits or
modules after identifying the address associated with port
aggregation.
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[0099] Data may be transmitted over SDATA-A 1132 of
serial bus A and both SCLK-B 1134 and SDATA-B 1136 of
serial bus B in accordance with timing derived from a clock
signal received over the clock line of serial bus A. Three bits
are transmitted concurrently. In the illustrated example, each
of the bitstreams transmitted over SDATA-A 1132, SCLK-B
1134 and SDATA-B 1136 includes command bits, register
address bits and payload bits. Other allocations of bits
among the available aggregated data lines may be used in
other implementations. Transmission of the datagram 1120
is accomplished in 12 bit transmission slots, where a bit
transmission slot represents a time interval during which 3
bits are transmitted concurrently over SDATA-A 1132,
SCLK-B 1134 and SDATA-B 1136, and where a bit trans-
mission slot may correspond to the period of the clock signal
transmitted over the serial bus.

[0100] Another example illustrates transmission of a data-
gram 1140 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1140 includes
a command field and a payload. The command field includes
a four-bit device address 1142 and a nine-bit RFFE read
command configured as a three-bit command code, a five-bit
address field and a parity bit. In the illustrated example, the
payload is transmitted by a subordinate device and includes
one 8-bit data byte and a parity bit. Bus Park signaling is
provided after the command field has been transmitted to
allow for line turnaround. The subordinate device can begin
transmitting the payload after the bus park signaling has
been completed. The datagram 1140 is configured to be
encoded in data signals transmitted over five lines provided
by three serial buses in accordance with the three-port
mapping 720 illustrated in FIG. 7. The three serial buses
may correspond to serial buses 610a, 6105 and 610c¢ in FIG.
6 and, for the purposes of this example, may be referred to
as serial bus A, serial bus B and serial bus C. Various bits in
the datagram 1140 are allocated in circular order among the
data line (SDATA-A 1152) of serial bus A, the clock line
(SCLK-B 1154) of serial bus B, the data line (SDATA-B
1156) of serial bus B, the clock line (SCLK-C 1158) of serial
bus C and the data line (SDATA-C 1160) of serial bus C.

[0101] According to certain aspects of this disclosure, the
device address 1142 is transmitted without interleaving over
SDATA-A 1152, with the remaining bits of the datagram
1140 being bit-interleaved for transmission over the com-
bination of SDATA-A 1152, SCLK-B 1154, SDATA-B 1156,
SCLK-C 1158, and SDATA-C 1160. Unused bit transmis-
sion slots may be left undefined, populated with null values
or used for other purposes. Serial bus A may be designated
or configured to be the primary serial bus for this transac-
tion. In some implementations, the device address 1142 may
also be transmitted over serial bus B and/or serial bus C. Port
aggregation may be initiated at the receiver when the
receiver identifies that the device address 1142 corresponds
to an address associated with port aggregation. The receiver
may configure deinterleaving circuits or modules after iden-
tifying the address associated with port aggregation.

[0102] Data may be transmitted over SDATA-A 1152,
SCLK-B 1154, SDATA-B 1156, SCLK-C 1158, and
SDATA-C 1160 in accordance with timing derived from a
clock signal received over the clock line of serial bus A. Five
bits are transmitted concurrently. In the illustrated example,
the bitstreams transmitted over SDATA-A 1152, SCLK-B
1154, SDATA-B 1156, SCLK-C 1158, and SDATA-C 1160
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include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1140 is accom-
plished in 10 bit transmission slots, where a bit transmission
slot represents a time interval during which 5 bits are
transmitted concurrently over SDATA-A 1152, SCLK-B
1154, SDATA-B 1156, SCLK-C 1158, and SDATA-C 1160,
and where a bit transmission slot may correspond to the
period of the clock signal transmitted over the serial bus.
[0103] FIG. 12 illustrates second examples of bit-level
interleaved write transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure. In these examples, the write transaction includes an
extended register write command. One example illustrates
transmission of a datagram 1200 over a single serial bus
when port aggregation is unavailable or disabled. The data-
gram 1200 includes a command field, a register address field
1206 and a payload 1208. The command field includes a
four-bit device address 1202 and an RFFE extended register
write command 1204.

[0104] The RFFE extended register write command 1204
is configured with a four-bit command code, a four-bit byte
count and a parity bit. The byte count indicates the number
of data bytes carried in the payload 1208. The register
address field 1206 indicates a starting address associated
with the write command. The register address field 1206 is
transmitted after the command field, and is followed by the
payload 1208 and a termination field such as bus park
signaling. In this example, the payload 1208 is transmitted
by the host device and includes two bytes of data.

[0105] Another example illustrates transmission of a data-
gram 1220 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with
the system 500 illustrated in FIG. 5. The datagram 1220
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1222 and an RFFE extended register write com-
mand. The RFFE extended register write command is con-
figured with a four-bit command code, a four-bit byte count
and a parity bit. The byte count indicates the number of data
bytes carried in the payload. The register address field 1206
indicates a starting address associated with the write com-
mand. The register address field is transmitted after the
command field, followed by the data payload and a termi-
nation field such as bus park signaling. In this example, the
data payload is transmitted by the host device and includes
two bytes of data.

[0106] The datagram 1220 is configured to be encoded in
data signals transmitted over three lines provided by two
serial buses in accordance with the two-port mapping 700
illustrated in FIG. 7. The two serial buses may correspond to
serial buses 510a and 5105 in FIG. 5 and, for the purposes
of' this example, may be referred to as serial bus A and serial
bus B. Various bits in the datagram 1220 are allocated in
circular order among the data line (SDATA-A 1232) of serial
bus A, the clock line (SCLK-B 1234) of serial bus B and the
data line (SDATA-B 1236) of serial bus B.

[0107] According to certain aspects of this disclosure, the
device address 1222 is transmitted without interleaving over
SDATA-A 1232, with the remaining bits of the datagram
1220 being bit-interleaved for transmission over the com-
bination of SDATA-A 1232, SCLK-B 1234 and SDATA-B
1236. Serial bus A may be designated or configured to be the

Mar. 14, 2024

primary serial bus for this transaction. In some implemen-
tations, the device address 1222 may also be transmitted
over the serial bus B. Port aggregation may be initiated at the
receiver when the receiver identifies that the device address
1222 corresponds to an address associated with port aggre-
gation. The receiver may configure deinterleaving circuits or
modules after identifying the address associated with port
aggregation.

[0108] Data may be transmitted over SDATA-A 1232 of
serial bus A and both SCLK-B 1234 and SDATA-B 1236 of
serial bus B in accordance with timing derived from a clock
signal received over the clock line of serial bus A. Three bits
are transmitted concurrently. In the illustrated example, each
of the bitstreams transmitted over SDATA-A 1232, SCLK-B
1234 and SDATA-B 1236 includes command bits, register
address bits and payload bits. Other allocations of bits
among the available aggregated data lines may be used in
other implementations. Transmission of the datagram 1220
is accomplished in 17 bit transmission slots, where a bit
transmission slot represents a time interval during which 3
bits are transmitted concurrently over SDATA-A 1232,
SCLK-B 1234 and SDATA-B 1236, and where a bit trans-
mission slot may correspond to the period of the clock signal
transmitted over the serial bus.

[0109] Another example illustrates transmission of a data-
gram 1240 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1240
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1242, a register address field and an RFFE extended
register write command. The RFFE extended register write
command is configured with a four bit, all-zero write code
and a four-bit byte count. The byte count indicates the
number of data bytes carried in the payload. The register
address field indicates a starting address associated with the
write command. The register address field is transmitted
after the command field, followed by the data payload and
a termination field such as bus park signaling. In this
example, the data payload is transmitted by the host device
and includes two bytes of data.

[0110] The datagram 1240 is configured to be encoded in
data signals transmitted over five lines provided by three
serial buses in accordance with the three-port mapping 720
illustrated in FIG. 7. The three serial buses may correspond
to serial buses 610a, 6105 and 610c¢ in FIG. 6 and, for the
purposes of this example, may be referred to as serial bus A,
serial bus B and serial bus C. Various bits in the datagram
1240 are allocated in circular order among the data line
(SDATA-A 1252) of serial bus A, the clock line (SCLK-B
1254) of serial bus B, the data line (SDATA-B 1256) of
serial bus B, the clock line (SCLK-C 1258) of serial bus C
and the data line (SDATA-C 1260) of serial bus C.

[0111] According to certain aspects of this disclosure, the
device address 1242 is transmitted without interleaving over
SDATA-A 1252, with the remaining bits of the datagram
1240 being bit-interleaved for transmission over the com-
bination of SDATA-A 1252, SCLK-B 1254, SDATA-B
1256, SCLK-C 1258 and SDATA-C 1260. Unused bit trans-
mission slots may be left undefined, populated with null
values or used for other purposes. Serial bus A may be
designated or configured to be the primary serial bus for this
transaction. In some implementations, the device address
1242 may also be transmitted over serial bus B and/or serial
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bus C. Port aggregation may be initiated at the receiver when
the receiver identifies that the device address 1242 corre-
sponds to an address associated with port aggregation. The
receiver may configure deinterleaving circuits or modules
after identifying the address associated with port aggrega-
tion.

[0112] Data may be transmitted over SDATA-A 1252,
SCLK-B 1254, SDATA-B 1256, SCLK-C 1258 and
SDATA-C 1260 in accordance with timing derived from a
clock signal received over the clock line of serial bus A. Five
bits are transmitted concurrently. In the illustrated example,
the bitstreams transmitted over SDATA-A 1252, SCLK-B
1254, SDATA-B 1256, SCLK-C 1258, and SDATA-C 1260
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1240 is accom-
plished in 13 bit transmission slots, where a bit transmission
slot represents a time interval during which 5 bits are
transmitted concurrently over each of SDATA-A 1252,
SCLK-B 1254, SDATA-B 1256, SCLK-C 1258, and
SDATA-C 1260, and where a bit transmission slot may
correspond to the period of the clock signal transmitted over
the serial bus.

[0113] FIG. 13 illustrates second examples of bit-level
interleaved read transactions in a system configured for port
aggregation in accordance with certain aspects of this dis-
closure. In these examples, the read transaction includes an
extended register read command. One example illustrates
transmission of a datagram 1300 over a single serial bus
when port aggregation is unavailable or disabled. The data-
gram 1300 includes a command field, a register address field
1306 and a payload 1308. The command field includes a
four-bit device address 1302 and an RFFE extended register
read command 1304.

[0114] The RFFE extended register read command 1304 is
configured with a four-bit command code, a four-bit byte
count and a parity bit. The byte count indicates the number
of data bytes carried in the payload 1308. The register
address field 1306 indicates a starting address associated
with the read command. The register address field 1306 is
transmitted after the command field, and is followed by the
payload 1308 and a termination field such as bus park
signaling. In this example, the payload 1308 is transmitted
by the subordinate device and includes two bytes of data.
Bus Park signaling is provided between the register address
field 1306 and the payload 1308 to facilitate bus turnaround,
during which the host ceases transmissions over the data line
and the subordinate device begins transmitting over the data
line.

[0115] Another example illustrates transmission of a data-
gram 1320 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with
the system 500 illustrated in FIG. 5. The datagram 1320
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1322 and an RFFE extended register read command.
The RFFE extended register read command is configured
with a four-bit command code, a four-bit byte count and a
parity bit. The byte count indicates the number of data bytes
carried in the payload. The register address field 1306
indicates a starting address associated with the RFFE
extended register read command. The register address field
is transmitted after the command field, followed by the data
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payload and a termination field such as bus park signaling.
In this example, the data payload is transmitted by the host
device and includes two bytes of data. Bus Park signaling is
provided on each serial bus between transmission of the
register address field and the payload. The bus park signal-
ing facilitates bus turnaround, during which the host ceases
transmissions over the data line and the subordinate device
begins transmitting over the data line.

[0116] The datagram 1320 is configured to be encoded in
data signals transmitted over three lines provided by two
serial buses in accordance with the two-port mapping 700
illustrated in FIG. 7. The two serial buses may correspond to
serial buses 510a and 5105 in FIG. 5 and, for the purposes
of'this example, may be referred to as serial bus A and serial
bus B. Various bits in the datagram 1320 are allocated in
circular order among the data line (SDATA-A 1332) of serial
bus A, the clock line (SCLK-B 1334) of serial bus B and the
data line (SDATA-B 1336) of serial bus B.

[0117] According to certain aspects of this disclosure, the
device address 1322 is transmitted without interleaving over
SDATA-A 1332, with the remaining bits of the datagram
1320 being bit-interleaved for transmission over the com-
bination of SDATA-A 1332, SCLK-B 1334 and SDATA-B
1336. Serial bus A may be designated or configured to be the
primary serial bus for this transaction. In some implemen-
tations, the device address 1322 may also be transmitted
over the serial bus B. Port aggregation may be initiated at the
receiver when the receiver identifies that the device address
1322 corresponds to an address associated with port aggre-
gation. The receiver may configure deinterleaving circuits or
modules after identifying the address associated with port
aggregation.

[0118] Data may be transmitted over SDATA-A 1332 of
serial bus A and both SCLK-B 1334 and SDATA-B 1336 of
serial bus B in accordance with timing derived from a clock
signal received over the clock line of serial bus A. Three bits
are transmitted concurrently. In the illustrated example, each
of the bitstreams transmitted over SDATA-A 1332, SCLK-B
1334 and SDATA-B 1336 includes command bits, register
address bits and payload bits. Other allocations of bits
among the available aggregated data lines may be used in
other implementations. Transmission of the datagram 1320
is accomplished in 17 bit transmission slots, where a bit
transmission slot represents a time interval during which 3
bits are transmitted concurrently over SDATA-A 1332,
SCLK-B 1334 and SDATA-B 1336, and where a bit trans-
mission slot may correspond to the period of the clock signal
transmitted over the serial bus.

[0119] Another example illustrates transmission of a data-
gram 1340 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1340
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1342, a register address field and an RFFE extended
register read command. The RFFE extended register read
command is configured with a four bit, all-zero read code
and a four-bit byte count. The byte count indicates the
number of data bytes carried in the payload. The register
address field indicates a starting address associated with the
RFFE extended register read command. The register address
field is transmitted after the command field, followed by the
data payload and a termination field such as bus park
signaling. In this example, the data payload is transmitted by
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the host device and includes two bytes of data. Bus Park
signaling is provided on each serial bus between transmis-
sion of the register address field and the payload. The bus
park signaling facilitates bus turnaround, during which the
host ceases transmissions over the data line and the subor-
dinate device begins transmitting over the data line.

[0120] The datagram 1340 is configured to be encoded in
data signals transmitted over five lines provided by three
serial buses in accordance with the three-port mapping 720
illustrated in FIG. 7. The three serial buses may correspond
to serial buses 610a, 6105 and 610c¢ in FIG. 6 and, for the
purposes of this example, may be referred to as serial bus A,
serial bus B and serial bus C. Various bits in the datagram
1340 are allocated in circular order among the data line
(SDATA-A 1352) of serial bus A, the clock line (SCLK-B
1354) of serial bus B, the data line (SDATA-B 1356) of
serial bus B, the clock line (SCLK-C 1358) of serial bus C
and the data line (SDATA-C 1360) of serial bus C.

[0121] According to certain aspects of this disclosure, the
device address 1342 is transmitted without interleaving over
SDATA-A 1352, with the remaining bits of the datagram
1340 being bit-interleaved for transmission over the com-
bination of SDATA-A 1352, SCLK-B 1354, SDATA-B
1356, SCLK-C 1358, and SDATA-C 1360. Unused bit
transmission slots may be left undefined, populated with null
values or used for other purposes. Serial bus A may be
designated or configured to be the primary serial bus for this
transaction. In some implementations, the device address
1342 may also be transmitted over serial bus B and/or serial
bus C. Port aggregation may be initiated at the receiver when
the receiver identifies that the device address 1342 corre-
sponds to an address associated with port aggregation. The
receiver may configure deinterleaving circuits or modules
after identifying the address associated with port aggrega-
tion.

[0122] Data may be transmitted over SDATA-A 1352,
SCLK-B 1354, SDATA-B 1356, SCLK-C 1358, and
SDATA-C 1360 in accordance with timing derived from a
clock signal received over the clock line of serial bus A. Five
bits are transmitted concurrently. In the illustrated example,
the bitstreams transmitted over SDATA-A 1352, SCLK-B
1354, SDATA-B 1356, SCLK-C 1358, and SDATA-C 1360
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1340 is accom-
plished in 13 bit transmission slots, where a bit transmission
slot represents a time interval during which 5 bits are
transmitted concurrently over each of SDATA-A 1352,
SCLK-B 1354, SDATA-B 1356, SCLK-C 1358, and
SDATA-C 1360, and where a bit transmission slot may
correspond to the period of the clock signal transmitted over
the serial bus.

[0123] According to certain aspects of this disclosure,
bit-level interleaving in some port aggregation modes may
be performed using the data lines of two or more serial
buses. In some implementations, the same clock signal can
be transmitted on the clock lines of the serial buses when
these port aggregation modes are active. In some implemen-
tations, the clock signal transmitted on the clock line of a
designated or selected primary serial buses may control
transmission when certain port aggregation modes are
active.
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[0124] FIG. 14 illustrates first examples of bit-level inter-
leaved write transactions in a system configured for data line
aggregation in accordance with certain aspects of this dis-
closure. The datagram 1400 may be transmitted over a single
serial bus when port aggregation is unavailable or disabled.
The datagram 1400 includes a command field and a one-byte
payload 1406. The command field includes a four-bit device
address 1402 and an RFFE write command 1404 that
includes a three-bit command code, a five-bit address field
and a parity bit. In the illustrated example, the payload 1406
is transmitted by the host device and includes one data byte
with parity.

[0125] Another example illustrates transmission of a data-
gram 1420 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with
the system 500 illustrated in FIG. 5. The datagram 1420
includes a command field and a payload. The command field
includes a four-bit device address 1422 and an RFFE write
command configured as a three-bit command code, a five-bit
address field and a parity bit. In the illustrated example, the
payload is transmitted by the host device and includes one
8-bit data byte and a parity bit. The datagram 1420 is
configured to be encoded in data signals transmitted over
two data lines of a pair of serial buses. The two serial buses
may correspond to serial buses 510a and 5104 in FIG. 5 and,
for the purposes of this example, may be referred to as serial
bus A and serial bus B. Various bits in the datagram 1420 are
allocated in circular order among the data line (SDATA-A
1432) of serial bus A and the data line (SDATA-B 1434) of
serial bus B.

[0126] According to certain aspects of this disclosure, the
device address 1422 is transmitted without interleaving over
SDATA-A 1432, with the remaining bits of the datagram
1420 being bit-interleaved for transmission over the com-
bination of SDATA-A 1432 and SDATA-B 1434. Serial bus
A may be designated or configured to be the primary serial
bus for this transaction. In some implementations, the device
address 1422 may also be transmitted over the serial bus B.
Port aggregation may be initiated at the receiver when the
receiver identifies that the device address 1422 corresponds
to an address associated with port aggregation. The receiver
may configure deinterleaving circuits or modules after iden-
tifying the address associated with port aggregation.
[0127] Data may be transmitted over SDATA-A 1432 of
serial bus A and SDATA-B 1434 of serial bus B in accor-
dance with timing derived from a clock signal received over
the clock line of serial bus A. Two bits are transmitted
concurrently. In the illustrated example, each of the bit-
streams transmitted over SDATA-A 1432 and SDATA-B
1434 include command bits, register address bits and pay-
load bits. Other allocations of bits among the available
aggregated data lines may be used in other implementations.
Transmission of the datagram 1420 is accomplished in 14 bit
transmission slots, where a bit transmission slot represents a
time interval during which 2 bits are transmitted concur-
rently over SDATA-A 1432 and SDATA-B 1434, and where
a bit transmission slot may correspond to the period of the
clock signal transmitted over the serial bus.

[0128] Another example illustrates transmission of a data-
gram 1440 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1440
includes a command field and a payload. The command field
includes a four-bit device address 1442 and an RFFE write
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command configured as a three-bit command code, a five-bit
address field and a parity bit. In the illustrated example, the
payload is transmitted by the host device and includes one
8-bit data byte and a parity bit. The datagram 1440 is
configured to be encoded in data signals transmitted over
three data lines provided by three serial buses. The three
serial buses may correspond to serial buses 610a, 6105 and
610c¢ in FIG. 6 and, for the purposes of this example, may
be referred to as serial bus A, serial bus B and serial bus C.
Various bits in the datagram 1440 are allocated in circular
order among the data line (SDATA-A 1452) of serial bus A,
the data line (SDATA-B 1454) of serial bus B and the data
line (SDATA-C 1456) of serial bus C.

[0129] According to certain aspects of this disclosure, the
device address 1442 is transmitted without interleaving over
SDATA-A 1452, with the remaining bits of the datagram
1440 being bit-interleaved for transmission over the com-
bination of SDATA-A 1452, SDATA-B 1454 and SDATA-C
1456. Unused bit transmission slots may be left undefined,
populated with null values or used for other purposes. Serial
bus A may be designated or configured to be the primary
serial bus for this transaction. In some implementations, the
device address 1442 may also be transmitted over serial bus
B and/or serial bus C. Port aggregation may be initiated at
the receiver when the receiver identifies that the device
address 1442 corresponds to an address associated with port
aggregation. The receiver may configure deinterleaving cir-
cuits or modules after identifying the address associated
with port aggregation.

[0130] Data may be transmitted over SDATA-A 1452,
SDATA-B 1454 and SDATA-C 1456 in accordance with
timing derived from a clock signal received over the clock
line of serial bus A. Three bits are transmitted concurrently.
In the illustrated example, the bitstreams transmitted over
SDATA-A 1452, SDATA-B 1454 and SDATA-C 1456
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1440 is accom-
plished in 11 bit transmission slots, where a bit transmission
slot represents a time interval during which 3 bits are
transmitted concurrently over SDATA-A 1452, SDATA-B
1454 and SDATA-C 1456, and where a bit transmission slot
may correspond to the period of the clock signal transmitted
over the serial bus.

[0131] FIG. 15 illustrates first examples of bit-level inter-
leaved read transactions in a system configured for data line
aggregation in accordance with certain aspects of this dis-
closure. The datagram 1500 may be transmitted over a single
serial bus when port aggregation is unavailable or disabled.
The datagram 1500 includes a command field and a one-byte
payload 1506. The command field includes a four-bit device
address 1502 and an RFFE read command 1504 that
includes a three-bit command code, a five-bit address field
and a parity bit. In the illustrated example, the payload 1506
is transmitted by a subordinate device and includes one data
byte with parity. Bus Park signaling is provided after the
command field has been transmitted to allow for line turn-
around. The subordinate device can begin transmitting the
payload 1506 after the bus park signaling has been com-
pleted.

[0132] Another example illustrates transmission of a data-
gram 1520 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with

Mar. 14, 2024

the system 500 illustrated in FIG. 5. The datagram 1520
includes a command field and a payload. The command field
includes a four-bit device address 1522 and an RFFE read
command configured as a three-bit command code, a five-bit
address field and a parity bit. In the illustrated example, the
payload is transmitted by a subordinate device and includes
one 8-bit data byte and a parity bit. Bus Park signaling is
provided after the command field has been transmitted to
allow for line turnaround. The subordinate device can begin
transmitting the payload after the bus park signaling has
been completed. The datagram 1520 is configured to be
encoded in data signals transmitted over two data lines
provided by two serial buses. The two serial buses may
correspond to serial buses 510a and 5105 in FIG. 5 and, for
the purposes of this example, may be referred to as serial bus
A and serial bus B. Various bits in the datagram 1520 are
allocated in circular order among the data line (SDATA-A
1532) of serial bus A and the data line (SDATA-B 1534) of
serial bus B.

[0133] According to certain aspects of this disclosure, the
device address 1522 is transmitted without interleaving over
SDATA-A 1532, with the remaining bits of the datagram
1520 being bit-interleaved for transmission over the com-
bination of SDATA-A 1532 and SDATA-B 1534. Serial bus
A may be designated or configured to be the primary serial
bus for this transaction. In some implementations, the device
address 1522 may also be transmitted over the serial bus B.
Port aggregation may be initiated at the receiver when the
receiver identifies that the device address 1522 corresponds
to an address associated with port aggregation. The receiver
may configure deinterleaving circuits or modules after iden-
tifying the address associated with port aggregation.
[0134] Data may be transmitted over SDATA-A 1532 of
serial bus A and SDATA-B 1534 of serial bus B in accor-
dance with timing derived from a clock signal received over
the clock line of serial bus A. Two bits are transmitted
concurrently. In the illustrated example, each of the bit-
streams transmitted over SDATA-A 1532 and SDATA-B
1534 includes command bits, register address bits and
payload bits. Other allocations of bits among the available
aggregated data lines may be used in other implementations.
Transmission of the datagram 1520 is accomplished in 16 bit
transmission slots, where a bit transmission slot represents a
time interval during which 2 bits are transmitted concur-
rently over SDATA-A 1532 and SDATA-B 1534, and where
a bit transmission slot may correspond to the period of the
clock signal transmitted over the serial bus.

[0135] Another example illustrates transmission of a data-
gram 1540 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1540
includes a command field and a payload. The command field
includes a four-bit device address 1542 and an RFFE read
command configured as a three-bit command code, a five-bit
address field and a parity bit. In the illustrated example, the
payload is transmitted by a subordinate device and includes
one 8-bit data byte and a parity bit. Bus Park signaling is
provided after the command field has been transmitted to
allow for line turnaround. The subordinate device can begin
transmitting the payload after the bus park signaling has
been completed.

[0136] The datagram 1540 is configured to be encoded in
data signals transmitted over three data lines provided by
three serial buses. The three serial buses may correspond to
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serial buses 610a, 6105 and 610c¢ in FIG. 6 and, for the
purposes of this example, may be referred to as serial bus A,
serial bus B and serial bus C. Various bits in the datagram
1540 are allocated in circular order among the data line
(SDATA-A 1552) of serial bus A, the data line (SDATA-B
1554) of serial bus B and the data line (SDATA-C 1556) of
serial bus C.

[0137] According to certain aspects of this disclosure, the
device address 1542 is transmitted without interleaving over
SDATA-A 1552, with the remaining bits of the datagram
1540 being bit-interleaved for transmission over the com-
bination of SDATA-A 1552, SDATA-B 1554 and SDATA-C
1556. Unused bit transmission slots may be left undefined,
populated with null values or used for other purposes. Serial
bus A may be designated or configured to be the primary
serial bus for this transaction. In some implementations, the
device address 1542 may also be transmitted over serial bus
B and/or serial bus C. Port aggregation may be initiated at
the receiver when the receiver identifies that the device
address 1542 corresponds to an address associated with port
aggregation. The receiver may configure deinterleaving cir-
cuits or modules after identifying the address associated
with port aggregation.

[0138] Data may be transmitted over SDATA-A 1552,
SDATA-B 1554 and SDATA-C 1556 in accordance with
timing derived from a clock signal received over the clock
line of serial bus A. Three bits are transmitted concurrently.
In the illustrated example, the bitstreams transmitted over
SDATA-A 1552, SDATA-B 1554 and SDATA-C 1556
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1540 is accom-
plished in 12 bit transmission slots, where a bit transmission
slot represents a time interval during which 3 bits are
transmitted concurrently over SDATA-A 1552, SDATA-B
1554 and SDATA-C 1556, and where a bit transmission slot
may correspond to the period of the clock signal transmitted
over the serial bus.

[0139] FIG. 16 illustrates second examples of bit-level
interleaved write transactions in a system configured for data
line aggregation in accordance with certain aspects of this
disclosure. In these examples, the write transaction includes
an extended register write command. The datagram 1600
may be transmitted over a single serial bus when port
aggregation is unavailable or disabled. The datagram 1600
includes a command field, a register address field 1606 and
a payload 1608. The command field includes a four-bit
device address 1602 and an RFFE extended register write
command 1604.

[0140] The RFFE extended register write command 1604
is configured with a four-bit command code, a four-bit byte
count and a parity bit. The byte count indicates the number
of data bytes carried in the payload 1608. The register
address field 1606 indicates a starting address associated
with the write command. The register address field 1606 is
transmitted after the command field, and is followed by the
payload 1608 and a termination field such as bus park
signaling. In this example, the payload 1608 is transmitted
by the host device and includes two bytes of data.

[0141] Another example illustrates transmission of a data-
gram 1620 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with
the system 500 illustrated in FIG. 5. The datagram 1620
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includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1622 and an RFFE extended register write com-
mand. The RFFE extended register write command is con-
figured with a four-bit command code, a four-bit byte count
and a parity bit. The byte count indicates the number of data
bytes carried in the payload. The register address field 1606
indicates a starting address associated with the write com-
mand. The register address field is transmitted after the
command field, followed by the data payload and a termi-
nation field such as bus park signaling. In this example, the
data payload is transmitted by the host device and includes
two bytes of data.

[0142] The datagram 1620 is configured to be encoded in
data signals transmitted over two data lines provided by two
serial buses. The two serial buses may correspond to serial
buses 510a and 5104 in FIG. 5 and, for the purposes of this
example, may be referred to as serial bus A and serial bus B.
Various bits in the datagram 1620 are allocated in circular
order among the data line (SDATA-A 1632) of serial bus A
and the data line (SDATA-B 1634) of serial bus B.

[0143] According to certain aspects of this disclosure, the
device address 1622 is transmitted without interleaving over
SDATA-A 1632, with the remaining bits of the datagram
1620 being bit-interleaved for transmission over the com-
bination of SDATA-A 1632 and SDATA-B 1634. Serial bus
A may be designated or configured to be the primary serial
bus for this transaction. In some implementations, the device
address 1622 may also be transmitted over the serial bus B.
Port aggregation may be initiated at the receiver when the
receiver identifies that the device address 1622 corresponds
to an address associated with port aggregation. The receiver
may configure deinterleaving circuits or modules after iden-
tifying the address associated with port aggregation.
[0144] Data may be transmitted over SDATA-A 1632 of
serial bus A and SDATA-B 1634 of serial bus B in accor-
dance with timing derived from a clock signal received over
the clock line of serial bus A. Two bits are transmitted
concurrently. In the illustrated example, each of the bit-
streams transmitted over SDATA-A 1632 and SDATA-B
1634 includes command bits, register address bits and
payload bits. Other allocations of bits among the available
aggregated data lines may be used in other implementations.
Transmission of the datagram 1620 is accomplished in
23-bit transmission slots, where a bit transmission slot
represents a time interval during which 2 bits are transmitted
concurrently over SDATA-A 1632 and SDATA-B 1634, and
where a bit transmission slot may correspond to the period
of the clock signal transmitted over the serial bus.

[0145] Another example illustrates transmission of a data-
gram 1640 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1640
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1642, a register address field and an RFFE extended
register write command. The RFFE extended register write
command is configured with a four bit, all-zero write code
and a four-bit byte count. The byte count indicates the
number of data bytes carried in the payload. The register
address field indicates a starting address associated with the
write command. The register address field is transmitted
after the command field, followed by the data payload and
a termination field such as bus park signaling. In this
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example, the data payload is transmitted by the host device
and includes two bytes of data.

[0146] The datagram 1640 is configured to be encoded in
data signals transmitted over three data lines provided by
three serial buses. The three serial buses may correspond to
serial buses 610a, 6105 and 610c¢ in FIG. 6 and, for the
purposes of this example, may be referred to as serial bus A,
serial bus B and serial bus C. Various bits in the datagram
1640 are allocated in circular order among the data line
(SDATA-A 1652) of serial bus A, the data line (SDATA-B
1654) of serial bus B and the data line (SDATA-C 1656) of
serial bus C.

[0147] According to certain aspects of this disclosure, the
device address 1642 is transmitted without interleaving over
SDATA-A 1652, with the remaining bits of the datagram
1640 being bit-interleaved for transmission over the com-
bination of SDATA-A 1652, SDATA-B 1654 and SDATA-C
1656. Unused bit transmission slots may be left undefined,
populated with null values or used for other purposes. Serial
bus A may be designated or configured to be the primary
serial bus for this transaction. In some implementations, the
device address 1642 may also be transmitted over serial bus
B and/or serial bus C. Port aggregation may be initiated at
the receiver when the receiver identifies that the device
address 1642 corresponds to an address associated with port
aggregation. The receiver may configure deinterleaving cir-
cuits or modules after identifying the address associated
with port aggregation.

[0148] Data may be transmitted over SDATA-A 1652,
SDATA-B 1654 and SDATA-C 1656 in accordance with
timing derived from a clock signal received over the clock
line of serial bus A. Three bits are transmitted concurrently.
In the illustrated example, the bitstreams transmitted over
SDATA-A 1652, SDATA-B 1654 and SDATA-C 1656
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1640 is accom-
plished in 17 bit transmission slots, where a bit transmission
slot represents a time interval during which 3 bits are
transmitted concurrently over each of SDATA-A 1652,
SDATA-B 1654 and SDATA-C 1656, and where a bit
transmission slot may correspond to the period of the clock
signal transmitted over the serial bus.

[0149] FIG. 17 illustrates second examples of bit-level
interleaved read transactions in a system configured for data
line aggregation in accordance with certain aspects of this
disclosure. The read transactions include an extended reg-
ister read command. A datagram 1700 may be transmitted
over a single serial bus when port aggregation is unavailable
or disabled. The datagram 1700 includes a command field,
a register address field 1706 and a payload 1708. The
command field includes a four-bit device address 1702 and
an RFFE extended register read command 1704.

[0150] The RFFE extended register read command 1704 is
configured with a four-bit command code, a four-bit byte
count and a parity bit. The byte count indicates the number
of data bytes carried in the payload 1708. The register
address field 1706 indicates a starting address associated
with the read command. The register address field 1706 is
transmitted after the command field, and is followed by the
payload 1708 and a termination field such as bus park
signaling. In this example, the payload 1708 is transmitted
by the subordinate device and includes two bytes of data.
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Bus Park signaling is provided between the register address
field 1706 and the payload 1708 to facilitate bus turnaround,
during which the host ceases transmissions over the data line
and the subordinate device begins transmitting over the data
line.

[0151] Another example illustrates transmission of a data-
gram 1720 over a pair of serial buses when 2-port aggre-
gation is enabled in a system configured in accordance with
the system 500 illustrated in FIG. 5. The datagram 1720
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1722 and an RFFE extended register read command.
The RFFE extended register read command is configured
with a four-bit command code, a four-bit byte count and a
parity bit. The byte count indicates the number of data bytes
carried in the payload. The register address field 1706
indicates a starting address associated with the RFFE
extended register read command. The register address field
is transmitted after the command field, followed by the data
payload and a termination field such as bus park signaling.
In this example, the data payload is transmitted by the host
device and includes two bytes of data. Bus Park signaling is
provided on each serial bus between transmission of the
register address field and the payload. The bus park signal-
ing facilitates bus turnaround, during which the host ceases
transmissions over the data line and the subordinate device
begins transmitting over the data line.

[0152] The datagram 1720 is configured to be encoded in
data signals transmitted over two data lines provided by two
serial buses. The two serial buses may correspond to serial
buses 510a and 5104 in FIG. 5 and, for the purposes of this
example, may be referred to as serial bus A and serial bus B.
Various bits in the datagram 1720 are allocated in circular
order among the data line (SDATA-A 1732) of serial bus A
and the data line (SDATA-B 1734) of serial bus B.

[0153] According to certain aspects of this disclosure, the
device address 1722 is transmitted without interleaving over
SDATA-A 1732, with the remaining bits of the datagram
1720 being bit-interleaved for transmission over the com-
bination of SDATA-A 1732 and SDATA-B 1734. Serial bus
A may be designated or configured to be the primary serial
bus for this transaction. In some implementations, the device
address 1722 may also be transmitted over the serial bus B.
Port aggregation may be initiated at the receiver when the
receiver identifies that the device address 1722 corresponds
to an address associated with port aggregation. The receiver
may configure deinterleaving circuits or modules after iden-
tifying the address associated with port aggregation.

[0154] Data may be transmitted over SDATA-A 1732 of
serial bus A and SDATA-B 1734 of serial bus B in accor-
dance with timing derived from a clock signal received over
the clock line of serial bus A. Two bits are transmitted
concurrently. In the illustrated example, each of the bit-
streams transmitted over SDATA-A 1732 and SDATA-B
1734 includes command bits, register address bits and
payload bits. Other allocations of bits among the available
aggregated data lines may be used in other implementations.
Transmission of the datagram 1720 is accomplished in 24 bit
transmission slots, where a bit transmission slot represents a
time interval during which 2 bits are transmitted concur-
rently over SDATA-A 1732 and SDATA-B 1734, and where
a bit transmission slot may correspond to the period of the
clock signal transmitted over the serial bus.
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[0155] Another example illustrates transmission of a data-
gram 1740 over three serial buses when 3-port aggregation
is enabled in a system configured in accordance with the
system 600 illustrated in FIG. 6. The datagram 1740
includes a command field, a register address field and a
payload. The command field includes a four-bit device
address 1742, a register address field and an RFFE extended
register read command. The RFFE extended register read
command is configured with a four bit, all-zero read code
and a four-bit byte count. The byte count indicates the
number of data bytes carried in the payload. The register
address field indicates a starting address associated with the
RFFE extended register read command. The register address
field is transmitted after the command field, followed by the
data payload and a termination field such as bus park
signaling. In this example, the data payload is transmitted by
the host device and includes two bytes of data. Bus Park
signaling is provided on each serial bus between transmis-
sion of the register address field and the payload. The bus
park signaling facilitates bus turnaround, during which the
host ceases transmissions over the data line and the subor-
dinate device begins transmitting over the data line.

[0156] The datagram 1740 is configured to be encoded in
data signals transmitted over three data lines provided by
three serial buses. The three serial buses may correspond to
serial buses 610a, 6105 and 610c¢ in FIG. 6 and, for the
purposes of this example, may be referred to as serial bus A,
serial bus B and serial bus C. Various bits in the datagram
1740 are allocated in circular order among the data line
(SDATA-A 1752) of serial bus A, the data line (SDATA-B
1754) of serial bus B and the data line (SDATA-C 1756) of
serial bus C.

[0157] According to certain aspects of this disclosure, the
device address 1742 is transmitted without interleaving over
SDATA-A 1752, with the remaining bits of the datagram
1740 being bit-interleaved for transmission over the com-
bination of SDATA-A 1752, SDATA-B 1754 and SDATA-C
1756. Unused bit transmission slots may be left undefined,
populated with null values or used for other purposes. Serial
bus A may be designated or configured to be the primary
serial bus for this transaction. In some implementations, the
device address 1742 may also be transmitted over serial bus
B and/or serial bus C. Port aggregation may be initiated at
the receiver when the receiver identifies that the device
address 1742 corresponds to an address associated with port
aggregation. The receiver may configure deinterleaving cir-
cuits or modules after identifying the address associated
with port aggregation.

[0158] Data may be transmitted over SDATA-A 1752,
SDATA-B 1754 and SDATA-C 1756 in accordance with
timing derived from a clock signal received over the clock
line of serial bus A. Three bits are transmitted concurrently.
In the illustrated example, the bitstreams transmitted over
SDATA-A 1752, SDATA-B 1754 and SDATA-C 1756
include some combination of command bits, register address
bits and payload bits. Other allocations of bits among the
available aggregated data lines may be used in other imple-
mentations. Transmission of the datagram 1740 is accom-
plished in 18 bit transmission slots, where a bit transmission
slot represents a time interval during which 3 bits are
transmitted concurrently over each of SDATA-A 1752,
SDATA-B 1754 and SDATA-C 1756, and where a bit
transmission slot may correspond to the period of the clock
signal transmitted over the serial bus.
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[0159] The use of port aggregation can produce significant
raw throughput gains when applied to serial buses operated
in accordance with RFFE, SPMI, I3C and other bus control
protocols. The throughput gain for N aggregated ports when
secondary clock lines serve as aggregated data lines may be
calculated as Gain,,,,=(2xN)-1. Throughput gains can be
accomplished without increasing the frequency of the serial
bus clock signal. For example, the use of 2-port aggregation
with a 52 MHz serial bus clock signal can yield effective
throughputs that are equivalent to the throughput achieved
with clocks signal frequencies in the range of 69 MHz-75
MHz. The ability to use a 52 MHz serial bus clock signal can
ensure compatibility with legacy devices and can permit
deployment of port aggregation schemes in systems with
devices that are rated for a maximum of 52 MHz operation.
[0160] FIG. 18 illustrates effective throughput gains for
some examples of RFFE transactions transmitted using port
aggregation in accordance with certain aspects of this dis-
closure. The table 1800 compares clock cycles used to
transmit datagrams over a single serial bus with clock cycles
used to transmit the datagrams when different types of port
aggregation are used.

[0161] According to certain aspects of the disclosure,
subordinate devices may be configured for port aggregation
during system initialization, after a power on event, in
response to a request asserted by a device joining the serial
bus and/or in response to a request or command received
from an application. In one example, the host device con-
figures registers in the subordinate devices that define set-
tings that control the operation of ports, protocol handlers
and port aggregation circuits including multiplexers, demul-
tiplexers and other logic circuits. Multiple sets of settings
may be configured to enable a subordinate device to support
multiple port aggregation modes.

[0162] According to certain aspects of the disclosure, a
system may be configured to support subordinate devices
that can aggregate data through different numbers of ports.
A system adapted or configured according to certain aspects
of the disclosure may support multiple port aggregation
capabilities and modes. Supported port aggregation modes
may include some combination of byte-level interleaving,
bit-level interleaving, full port aggregation where both the
clock and data lines in a secondary serial bus are available
for data transmission and partial port aggregation where data
transmission is reserved for the data line in a secondary
serial bus. In some implementations, subordinate devices
may be dynamically configured or reconfigured by a host
system for certain port aggregation modes. In some imple-
mentations, a subordinate device may be configured to select
a port aggregation mode when responding to commands
directed to a device address associated with the subordinate
device. In one aspect, a subordinate device may be associ-
ated with multiple device addresses, and may select between
port aggregation modes and/or legacy modes of operation
based on the device address included in a command.
[0163] Insome implementations, a host device may assign
device addresses to subordinate devices during system ini-
tialization, in response to a request asserted by a device
joining the serial bus and/or in response to a request or
command received from an application. In some implemen-
tations, a host device in a system initiating a port aggrega-
tion transaction in accordance with aspects of this disclosure
transmits a device address and command code through all
available ports. The subordinate devices coupled to the host
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device through one or more of the serial buses initially
process the command according to bus control protocols. A
subordinate device that has a device address that is different
from the device address received from the bus causes its bus
interface to be idle and waiting for a new transaction. A
subordinate device that has a device address that matches the
device address received from the bus responds to the com-
mand received from the host device in a manner selected
based on the matched device address. When the matched
device address is associated with a port aggregation mode,
the addressed subordinate device completes the transaction
using multiple serial buses. In one example, the addressed
subordinate device may transmit or receive data using a data
line in its primary serial bus and the clock and data lines in
one or more secondary serial buses.

[0164] In accordance with certain aspects of this disclo-
sure, different types of device addresses may be associated
with port aggregation modes. In one example, a subordinate
device may be configured with a device address for its
primary port that is used to initiate conventional single port,
non-aggregated transactions. A subordinate device that sup-
ports port aggregation may optionally be configured with at
least one device address for a corresponding secondary port.
The subordinate device that supports port aggregation is also
configured with at least one secondary address that is
associated with a port aggregation mode. The subordinate
device switches to a port aggregation mode when an asso-
ciated secondary address is received with a command.
[0165] In accordance with certain aspects of this disclo-
sure, the device addresses that are associated with port
aggregation modes can include group addresses. According
to certain bus control protocols, a group address is used to
cause multiple devices to respond to a current command.
The group address is typically used with write commands. A
subordinate device that is configured to respond to a group
address associated with port aggregation may be further
configured for automatic width scaling based on the capa-
bilities of other subordinate devices that are expected to
respond to the group address. In some implementations,
automatic width scaling causes a subordinate device to
implement a mode of port aggregation based on the number
of ports supported by the group member that has the least
number of ports.

[0166] FIG. 19 illustrates an example of a system 1900
configured for group addressing and port aggregation in
accordance with certain aspects disclosed herein. In the
illustrated example, two subordinate devices 1918, 1920 are
equipped with multiple ports and configured for port aggre-
gation. A first subordinate device 1918 has two ports and a
second subordinate device 1920 has three ports. Each of the
subordinate devices 1918, 1920 may be assigned one or
more unique device addresses that can be used by a host
device 1902 to select between a conventional single-port
mode of communication and one or more port aggregation
modes of communication.

[0167] In the illustrated system 1900, the subordinate
devices 1918, 1920 may be assigned a common group
address that is associated with a port aggregation mode of
communication. In some implementations, the common
group address is explicitly associated with a port aggrega-
tion mode of communication that uses two ports 1912a,
191256. In some implementations, the common group
address is associated with a flexible port aggregation mode
of communication that selects the highest possible number
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of ports for use in port aggregation. In the latter implemen-
tations, the common group address may select a port aggre-
gation mode of communication that uses two ports 1912a,
19125 in most operational conditions, but may select a port
aggregation mode of communication that uses three ports
19124, 19125, 1912¢ when the first subordinate device 1918
is offline or previously disabled by command of the host
device 1902.

[0168] The illustrated system 1900 includes a 3-port host
device 1902 that is coupled to three serial buses 1910a,
19105, 1910c. A number (J) of 1-port subordinate devices
1904,-1904 ; are equipped with, or are configured to use a
single serial interface to communicate with the host device
1902 over a first serial bus 1910a, a number (K) of 1-port
subordinate devices 1906,-1906, are equipped with, or are
configured to use a single serial interface to communicate
with the host device 1902 over a second serial bus 19105,
and a number (L) of 1-port subordinate devices 1908,-1908,
are equipped with, or are configured to use a single serial
interface to communicate with the host device 1902 over a
third serial bus 1910c. The first subordinate device 1918 is
coupled to two serial buses 19104, 19105 through two serial
interfaces and may be configured to communicate with the
host device 1902 using 2-port aggregation in accordance
with certain aspects of this disclosure. The second subordi-
nate device 1920 is coupled to the three serial buses 1910a,
19105, 1910c¢ through three serial interfaces and may be
configured to communicate with the host device 1902 using
3-port aggregation in accordance with certain aspects of this
disclosure. In some instances, the first subordinate device
1918 and the second subordinate device 1920 may operate
their respective serial interfaces independently and may
maintain two or more independent communication links
using the three serial buses 1910a, 19105, 1910c.

[0169] The host device 1902 may correspond to the host
device 502 illustrated in FIG. 5 or the host device 602
illustrated in FIG. 6 and may include a controller 1914 that
configures and manages the three ports 1912a, 19126 and
1912¢ used to couple the host device 1902 to the three serial
buses 1910a, 19105, 1910¢. Each port 19124, 19126 and
1912¢ may represent or include the physical layer circuits,
state machines or other control logic that enables data to be
transmitted over a corresponding serial bus 1910a, 19105,
1910c¢. In some examples, the controller 1914 may configure
each port 19124, 191256, 1912¢ for multi-port aggregation
when the host device 1902 is communicating with the first
subordinate device 1918 or the second subordinate device
1920. In accordance with some aspects of this disclosure, the
controller 1914 may reconfigure configure the function of
one or more lines in at least one of the serial buses 1910a,
19105, 1910c when operating in multi-port aggregation
modes.

[0170] The controller 1914 may interleave portions of a
data payload by allocating different portions of the data
payload among the ports 1912a, 19125, 1912¢ when the host
device 1902 is transmitting the data payload to the first
subordinate device 1918 or the second subordinate device
1920 in a port aggregation mode. The first subordinate
device 1918 and/or the second subordinate device 1920 may
reassemble the data payload from data received through at
least two while operating in a port aggregation mode. A
controller in the 3-port subordinate device 1920 may reas-
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semble the data payload from data received from the host
device 1902 through at least two ports while operating in a
port aggregation mode.

[0171] According to certain aspects of this disclosure, data
may be transmitted over some SCLK lines when multi-port
devices are operated in a port aggregation mode. One of the
serial buses may be designated as the primary serial bus that
provides a clock signal on SCLK and the other serial buses
may be designated as secondary buses. For example, in the
system 1900 illustrated in FIG. 19, serial bus 1910a may be
designated, negotiated or selected to be the primary port
while serial buses 19105, 1910¢ are operated as secondary
ports. In this example, a clock signal is transmitted over
SCLK 19164 of serial bus 1910q in port aggregation modes
and transmission of clock signals over SCLK 19165 and
SCLK 1916¢ are discontinued when a port aggregation
mode is initiated. Data signals can be transmitted over
SCLK 19164 and SCLK 1916c¢ in port aggregation modes.
[0172] In accordance with certain aspects of this disclo-
sure, a multi-port device 1918 or 1920 can communicate
with the host device 1902 using a default port during system
initialization or after a reset. The default port may corre-
spond to the primary port of the multi-port device 1918 or
1920 in some implementations.

Examples of Processing Circuits and Methods

[0173] FIG. 20 is a diagram illustrating an example of a
hardware implementation for an apparatus 2000. In some
examples, the apparatus 2000 may perform one or more
functions disclosed herein. In accordance with various
aspects of the disclosure, an element, or any portion of an
element, or any combination of elements as disclosed herein
may be implemented using a processing circuit 2002. The
processing circuit 2002 may include one or more processors
2004 that are controlled by some combination of hardware
and software modules. Examples of processors 2004 include
microprocessors, microcontrollers, digital signal processors
(DSPs), SoCs, ASICs, field programmable gate arrays (FP-
GAs), programmable logic devices (PLDs), state machines,
sequencers, gated logic, discrete hardware circuits, and other
suitable hardware configured to perform the various func-
tionality described throughout this disclosure. The one or
more processors 2004 may include specialized processors
that perform specific functions, and that may be configured,
augmented or controlled by one of the software modules
2016. The one or more processors 2004 may be configured
through a combination of software modules 2016 loaded
during initialization, and further configured by loading or
unloading one or more software modules 2016 during opera-
tion.

[0174] In the illustrated example, the processing circuit
2002 may be implemented with a bus architecture, repre-
sented generally by the bus 2010. The bus 2010 may include
any number of interconnecting buses and bridges depending
on the specific application of the processing circuit 2002 and
the overall design constraints. The bus 2010 links together
various circuits including the one or more processors 2004,
and storage 2006. Storage 2006 may include memory
devices and mass storage devices, and may be referred to
herein as computer-readable media and/or processor-read-
able media. The bus 2010 may also link various other
circuits such as timing sources, timers, peripherals, voltage
regulators, and power management circuits. A bus interface
2008 may provide an interface between the bus 2010 and
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one or more transceivers 2012a, 20125. A transceiver 20124,
201256 may be provided for each networking technology
supported by the processing circuit. In some instances,
multiple networking technologies may share some or all of
the circuitry or processing modules found in a transceiver
2012a, 20124. Each transceiver 2012a, 201256 provides a
means for communicating with various other apparatus over
a transmission medium. In one example, a transceiver 2012a
may be used to couple the apparatus 2000 to a multi-wire
bus. In another example, a transceiver 20125 may be used to
connect the apparatus 2000 to a radio access network.
Depending upon the nature of the apparatus 2000, a user
interface 2018 (e.g., keypad, display, speaker, microphone,
joystick) may also be provided, and may be communica-
tively coupled to the bus 2010 directly or through the bus
interface 2008.

[0175] A processor 2004 may be responsible for managing
the bus 2010 and for general processing that may include the
execution of software stored in a computer-readable medium
that may include the storage 2006. In this respect, the
processing circuit 2002, including the processor 2004, may
be used to implement any of the methods, functions and
techniques disclosed herein. The storage 2006 may be used
for storing data that is manipulated by the processor 2004
when executing software, and the software may be config-
ured to implement any one of the methods disclosed herein.

[0176] One or more processors 2004 in the processing
circuit 2002 may execute software. Software shall be con-
strued broadly to mean instructions, instruction sets, code,
code segments, program code, programs, subprograms, soft-
ware modules, applications, software applications, software
packages, routines, subroutines, objects, executables,
threads of execution, procedures, functions, algorithms, etc.,
whether referred to as software, firmware, middleware,
microcode, hardware description language, or otherwise.
The software may reside in computer-readable form in the
storage 2006 or in an external computer-readable medium.
The external computer-readable medium and/or storage
2006 may include a non-transitory computer-readable
medium. A non-transitory computer-readable medium
includes, by way of example, a magnetic storage device
(e.g., hard disk, floppy disk, magnetic strip), an optical disk
(e.g., a compact disc (CD) or a digital versatile disc (DVD)),
a smart card, a flash memory device (e.g., a “flash drive,” a
card, a stick, or a key drive), RAM, ROM, a programmable
read-only memory (PROM), an erasable PROM (EPROM)
including EEPROM, a register, a removable disk, and any
other suitable medium for storing software and/or instruc-
tions that may be accessed and read by a computer. The
computer-readable medium and/or storage 2006 may also
include, by way of example, a carrier wave, a transmission
line, and any other suitable medium for transmitting soft-
ware and/or instructions that may be accessed and read by a
computer. Computer-readable medium and/or the storage
2006 may reside in the processing circuit 2002, in the
processor 2004, external to the processing circuit 2002, or be
distributed across multiple entities including the processing
circuit 2002. The computer-readable medium and/or storage
2006 may be embodied in a computer program product. By
way of example, a computer program product may include
a computer-readable medium in packaging materials. Those
skilled in the art will recognize how best to implement the
described functionality presented throughout this disclosure
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depending on the particular application and the overall
design constraints imposed on the overall system.

[0177] The storage 2006 may maintain software main-
tained and/or organized in loadable code segments, modules,
applications, programs, etc., which may be referred to herein
as software modules 2016. Each of the software modules
2016 may include instructions and data that, when installed
or loaded on the processing circuit 2002 and executed by the
one or more processors 2004, contribute to a run-time image
2014 that controls the operation of the one or more proces-
sors 2004. When executed, certain instructions may cause
the processing circuit 2002 to perform functions in accor-
dance with certain methods, algorithms and processes
described herein.

[0178] Some of the software modules 2016 may be loaded
during initialization of the processing circuit 2002, and these
software modules 2016 may configure the processing circuit
2002 to enable performance of the various functions dis-
closed herein. For example, some software modules 2016
may configure internal devices and/or logic circuits 2022 of
the processor 2004, and may manage access to external
devices such as a transceiver 20124, 20125, the bus interface
2008, the user interface 2018, timers, mathematical copro-
cessors, and so on. The software modules 2016 may include
a control program and/or an operating system that interacts
with interrupt handlers and device drivers, and that controls
access to various resources provided by the processing
circuit 2002. The resources may include memory, processing
time, access to a transceiver 2012a, 20125, the user interface
2018, and so on.

[0179] One or more processors 2004 of the processing
circuit 2002 may be multifunctional, whereby some of the
software modules 2016 are loaded and configured to per-
form different functions or different instances of the same
function. The one or more processors 2004 may additionally
be adapted to manage background tasks initiated in response
to inputs from the user interface 2018, the transceiver 2012a,
20124, and device drivers, for example. To support the
performance of multiple functions, the one or more proces-
sors 2004 may be configured to provide a multitasking
environment, whereby each of a plurality of functions is
implemented as a set of tasks serviced by the one or more
processors 2004 as needed or desired. In one example, the
multitasking environment may be implemented using a
timesharing program 2020 that passes control of a processor
2004 between different tasks, whereby each task returns
control of the one or more processors 2004 to the timeshar-
ing program 2020 upon completion of any outstanding
operations and/or in response to an input such as an inter-
rupt. When a task has control of the one or more processors
2004, the processing circuit is effectively specialized for the
purposes addressed by the function associated with the
controlling task. The timesharing program 2020 may include
an operating system, a main loop that transfers control on a
round-robin basis, a function that allocates control of the one
or more processors 2004 in accordance with a prioritization
of the functions, and/or an interrupt driven main loop that
responds to external events by providing control of the one
or more processors 2004 to a handling function.

[0180] The processing circuit 2002 may be configured to
perform one or more of the functions disclosed herein. For
example, the processing circuit 2002 may be configured to
operate as a master device coupled to a serial bus. The
processing circuit 2002 may be configured to initiate a pulse
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on a wire coupling the processing circuit 2002 to a subor-
dinate device, present a high impedance to the wire after
initiating the pulse and determine whether a subordinate
device has terminated the pulse early, indicating a first
encoded value. When the subordinate device has not termi-
nated the pulse, processing circuit 2002 may be configured
to terminate the pulse after a duration of time sufficient to
indicate a second encoded value. In one example, the first
encoded value is assigned binary 1 and the second encoded
value is assigned binary 0. In another example, the first
encoded value is assigned binary 0 and the second encoded
value is assigned binary 1. The processing circuit 2002 may
be configured to determine the encoded value or may
employ a separate PWM decoder.

[0181] FIG. 21 is a flowchart 2100 of a method of data
communication in a system configured for port aggregation.
A host device and one or more subordinate devices may be
coupled through at least two serial buses. At block 2102, a
first port that is coupled to a first serial bus may be
configured to engage in a first transaction conducted over a
first line and a second line of the first serial bus. At block
2104, a second port that is coupled to a second serial bus and
the first port may be configured to engage in a second
transaction using the second line of the first serial bus and a
second line of the second serial bus in accordance with
timing provided by a clock signal transmitted over a first line
of the first serial bus. In some implementations, the second
transaction is initiated by a datagram configured in accor-
dance with an RFFE protocol.

[0182] In one example, the method is performed by a host
device and the host device may transmit the clock signal
over the first line of the first serial bus while engaging in the
second transaction. In another example, the method is per-
formed by a subordinate device and the subordinate device
may receive a command over the first serial bus, and engage
in the second transaction in response to the command
received over the first serial bus.

[0183] In certain examples, a first data byte in a data
payload of the second transaction may be transmitted or
received over the second line of the first serial bus, and a
second data byte of the data payload may be transmitted or
received over the second line of the second serial bus
concurrently with transmission of the first data byte. In some
implementations, a third data byte of the data payload may
be transmitted or received over the first line of the second
serial bus concurrently with transmission of the first data
byte. The first, second and/or third data bytes may be
transmitted or received based on the type of a command
transmitted in the second transaction. In some implementa-
tions, a third port that is coupled to a third serial bus may be
configured to engage in the second transaction using a
second line of the third serial bus and in accordance with
timing provided by the clock signal transmitted over the first
line of the first serial bus. The third port may be engaged
when a fourth data byte of the data payload is transmitted or
received over the over the second line of the third serial bus
concurrently with transmission of the first data byte. In some
instances, a fifth data byte of the data payload is transmitted
or received over the over the first line of the third serial bus
concurrently with transmission of the first data byte.

[0184] In certain examples, a first bit in a first data byte of
a data payload of the second transaction is transmitted or
received over the second line of the first serial bus and a
second bit in the first data byte of the data payload is
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transmitted or received over the second line of the second
serial bus concurrently with transmission of the first bit in
the first data byte. In some implementations, a third bit in the
first data byte of the data payload is transmitted or received
over the first line of the second serial bus concurrently with
transmission of the first bit in the first data byte. In some
implementations, a third port that is coupled to a third serial
bus may be configured to engage in the second transaction
using a first and/or second line of the third serial bus in
accordance with timing provided by the clock signal trans-
mitted over the first line of the first serial bus. In one
example, a fourth bit in the first data byte of the data payload
may be transmitted or received over the second line of the
third serial bus concurrently with transmission of the first bit
in the first data byte. In some instances, a fifth bit in the first
data byte of the data payload may be transmitted or received
over the first line of the third serial bus concurrently with
transmission of the first bit in the first data byte.

[0185] Insome implementations, transmissions associated
with the first transaction are limited to the first serial bus
when the first transaction is initiated with a command
directed to a first device address. Portions of a data payload
may be transmitted or received over the first serial bus and
the second serial bus when the second transaction is initiated
with a command directed to a second device address. The
second device address may be associated with or include a
group address.

[0186] In some examples, the second port may be used to
engage in a third transaction in which data is transmitted
over the second line of the second serial bus in accordance
with timing provided by a clock signal transmitted over the
first line of the second serial bus. In one example, the third
transaction may be conducted at least partially concurrently
with the first transaction. In some examples, the first port or
the second port is operable in accordance with an RFFE,
13C, SPMI protocol.

[0187] FIG. 22 is a diagram illustrating an example of a
hardware implementation for an apparatus 2200 employing
a processing circuit 2202. The processing circuit typically
has a controller or processor 2216 that may include one or
more microprocessors, microcontrollers, digital signal pro-
cessors, sequencers and/or state machines. The processing
circuit 2202 may be implemented with a bus architecture,
represented generally by the bus 2220. The bus 2220 may
include any number of interconnecting buses and bridges
depending on the specific application of the processing
circuit 2202 and the overall design constraints. The bus 2220
links together various circuits including one or more pro-
cessors and/or hardware modules, represented by the con-
troller or processor 2216, the modules or circuits 2204,
2206, 2208 and 2210 and the processor-readable storage
medium 2218. One or more physical layer circuits and/or
modules 2214 may be provided to support communication
over a corresponding number of serial buses 2212. Each of
the physical layer circuits and/or modules 2214 may be
associated with or may include circuits and modules that
implement a configurable interface to an application pro-
cessor. The configurable interface may be referred to as a
port. The bus 2220 may also link various other circuits such
as timing sources, peripherals, voltage regulators, and power
management circuits, which are well known in the art, and
therefore, will not be described any further.

[0188] The processor 2216 is responsible for general pro-
cessing, including the execution of software, code and/or
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instructions stored on the processor-readable storage
medium 2218. The processor-readable storage medium 2218
may include a non-transitory storage medium. The software,
when executed by the processor 2216, causes the processing
circuit 2202 to perform the various functions described
herein, and for any particular apparatus. The processor-
readable storage medium 2218 may be used for storing data
that is manipulated by the processor 2216 when executing
software. The processing circuit 2202 further includes at
least one of the modules 2204, 2206, 2208 and 2210. The
modules 2204, 2206, 2208 and 2210 may be software
modules running in the processor 2216, resident/stored in
the processor-readable storage medium 2218, one or more
hardware modules coupled to the processor 2216, or some
combination thereof. The modules 2204, 2206, 2208 and
2210 may include microcontroller instructions, state
machine configuration parameters, or some combination
thereof.

[0189] In one configuration, the apparatus 2200 includes
modules and/or circuits 2204 adapted to monitor one or
more of the serial buses 2212 to detect commands directed
to a device address associated with the apparatus 2200. The
apparatus 2200 may be associated with multiple device
addresses, including group addresses. The apparatus 2200
further includes modules and/or circuits 2206 configured to
respond to manage the response to commands received from
one or more of the serial buses 2212 when the commands are
directed to a device address associated with the apparatus
2200. The apparatus 2200 further includes modules and/or
circuits 2208 adapted to configure one or more ports to
support a port aggregation mode of operation when a device
address associated with port aggregation is received from a
primary serial bus in the serial buses 2212. The apparatus
2200 further includes modules and/or circuits 2210 adapted
to implement bit interleave across multiple ports in certain
port aggregation modes of operation.

[0190] In one example, the apparatus 2200 includes a first
port having a first physical interface circuit configured to
couple the apparatus 2200 to a first serial bus that has a first
line and a second line, a second port having a second
physical interface circuit configured to couple the apparatus
2200 to a second serial bus that has a first line and a second
line and a controller or processor 2216. The controller or
processor 2216 may be configured to use the first port to
engage in a first transaction restricted to transmissions over
the first serial bus and use the first port and the second port
to engage in a second transaction in which data is transmit-
ted over the second line of the first serial bus and the second
line of the second serial bus in accordance with timing
provided by a clock signal transmitted over the first line of
the first serial bus.

[0191] Inone example, the apparatus 2200 is configured to
operate as a host device that provides the clock signal
transmitted over the first line of the first serial bus. In another
example, the apparatus 2200 is configured to operate as a
subordinate device that engages in the second transaction in
response to a command received over the first serial bus.

[0192] In some implementations, the second transaction
includes transmission or reception of a data payload, and the
controller or processor 2216 is further configured to cause a
first data byte of the data payload to be transmitted or
received over the second line of the first serial bus, and cause
a second data byte of the data payload to be transmitted or
received over the second line of the second serial bus
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concurrently with transmission of the first data byte. In some
implementations, the controller or processor 2216 is further
configured to suppress transmittal of clock information over
the first line of the second serial bus and to cause a third data
byte of the data payload to be transmitted or received over
the first line of the second serial bus concurrently with
transmission of the first data. The apparatus 2200 may also
have a third port having a third physical interface circuit
configured to couple the apparatus 2200 to a third serial bus
that has a first line and a second line. The controller or
processor 2216 may be further configured to configure the
third port to engage in the second transaction by transmitting
a portion of the data payload over the first line of the third
serial bus and/or over the second line of the third serial bus
in accordance with the timing provided by the clock signal
transmitted over the first line of the first serial bus. The
controller or processor 2216 may be further configured to
cause a fourth data byte of the data payload to be transmitted
or received over the second line of the second serial bus
concurrently with transmission of the first data byte. The
controller or processor 2216 may be further configured to
suppress transmittal of clock information over the first line
of the third serial bus cause a fifth data byte of the data
payload to be transmitted or received over the first line of the
third serial bus concurrently with transmission of the first
data byte.

[0193] In some implementations, the second transaction
includes a data payload. The controller or processor 2216
may be further configured to cause a first bit in a first data
byte of the data payload to be transmitted or received over
the second line of the first serial bus, and cause a second bit
in the first data byte of the data payload to be transmitted or
received over the second line of the second serial bus
concurrently with transmission of the first bit in the first data
byte. In some implementations, the controller or processor
2216 is further configured to suppress transmittal of a clock
signal over the first line of the second serial bus and cause
a third bit in the first data byte of the data payload to be
transmitted or received over the first line of the second serial
bus concurrently with transmission of the first bit in the first
data byte. The apparatus 2200 may have a third port that
includes a third physical interface circuit configured to
couple the apparatus 2200 to a third serial bus that has a first
line and a second line. The controller or processor 2216 may
be further configured to configure the third port to engage in
the second transaction by transmitting a portion of the data
payload over the first line of the third serial bus and/or over
the second line of the third serial bus in accordance with the
timing provided by the clock signal transmitted over the first
line of the first serial bus. In some implementations, the
controller or processor 2216 is further configured to cause a
fourth bit in the first data byte of the data payload to be
transmitted or received over the second line of the third
serial bus concurrently with transmission of the first bit in
the first data byte. In some implementations, the controller
or processor 2216 is further configured to suppress trans-
mittal of a clock signal over the first line of the third serial
bus, and cause a fifth bit in the first data byte of the data
payload to be transmitted or received over the first line of the
third serial bus concurrently with transmission of the first bit
in the first data byte.

[0194] Insome implementations, transmissions associated
with the first transaction are limited to the first serial bus
when the first transaction is initiated with a command
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directed to a first device address. Portions of a data payload
may be transmitted or received over the first serial bus and
the second serial bus when the second transaction is initiated
with a command directed to a second device address. In one
example, the second device address is a group address.
[0195] In some examples, the second transaction is initi-
ated by a datagram configured in accordance with an RFFE
protocol.

[0196] In some examples, the controller or processor 2216
may be further configured to use the second port to engage
in a third transaction in which data is transmitted over the
second line of the second serial bus in accordance with
timing provided by a clock signal transmitted over the first
line of the second serial bus. In one example, the third
transaction may be conducted at least partially concurrently
with the first transaction. In some examples, the first port or
the second port is operable in accordance with an RFFE,
13C, SPMI protocol.

[0197] In certain implementations, the apparatus 2200
may be embodied in a system configured for data commu-
nication. The system may include a host device coupled to
a first serial bus that has a first line and a second line and a
second serial bus that has a first line and a second line, and
a first subordinate device coupled to the first serial bus and
the second serial bus. In a first mode of operation, a
transaction conducted by the host device is restricted to
transmissions over the first serial bus. In a second mode of
operation, data is transmitted between the host device and
the first subordinate device over the second line of the first
serial bus and the second line of the second serial bus in
accordance with timing provided by a clock signal trans-
mitted over the first line of the first serial bus.

[0198] In some implementations, in the second mode of
operation a first data byte of a data payload is transmitted
over the second line of the first serial bus and a second data
byte of the data payload is transmitted over the second line
of the second serial bus concurrently with transmission of
the first data byte. In some instances, in the second mode of
operation a third data byte of the data payload may be
transmitted over the first line of the second serial bus
concurrently with transmission of the first data byte.
[0199] In some implementations, the host device and the
first subordinate device may be further coupled to a third
serial bus that has a first line and a second line, In the second
mode of operation, a third data byte of the data payload may
be transmitted over the second line of the third serial bus
concurrently with transmission of the first data byte.
[0200] In some implementations, the second transaction
includes a data payload. A first bit in a first data byte of a data
payload may be transmitted over the second line of the first
serial bus, and a second bit in the first data byte of the data
payload may be transmitted over the second line of the
second serial bus concurrently with transmission of the first
bit in the first data byte.

[0201] In some implementations, the host device and the
first subordinate device are further coupled to a third serial
bus that has a first line and a second line. In the second mode
of operation, a third bit in the first data byte of the data
payload is transmitted over the second line of the third serial
bus concurrently with transmission of the first bit in the first
data byte.

[0202] In some implementations, a second subordinate
device is coupled to the first serial bus and the second serial
bus and further coupled to the host device through a third
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serial bus that has a first line and a second line. In a third
mode of operation, data is transmitted by the host device
over the second line of the first serial bus and the second line
of'the second serial bus while maintaining the first line of the
third serial bus and the second line of the third serial bus in
an idle state when the data transmitted in the third mode is
associated with a command addressed to a group of subor-
dinate devices that includes the first subordinate device and
the second subordinate device.

[0203] The processor-readable storage medium 2218
stores code and data. The code may be executed by the
processor 2216, a state machine or sequencer. The code,
when executed by the processor 2216, causes the processing
circuit 2202 to configure a first port that is coupled to a first
serial bus to engage in a first transaction conducted over a
first line and a second line of the first serial bus, and
configure a second port that is coupled to a second serial bus
and the first port to engage in a second transaction using the
second line of the first serial bus and a second line of the
second serial bus in accordance with timing provided by a
clock signal transmitted over a first line of the first serial bus.
[0204] The code may further cause the processing circuit
2202 to transmit the clock signal over the first line of the first
serial bus while engaging in the second transaction. The
code may further cause the processing circuit 2202 to
receive a command over the first serial bus, and engage in
the second transaction in response to the command received
over the first serial bus.

[0205] In some examples, the code may further cause the
processing circuit 2202 to transmit or receive a first data byte
in a data payload of the second transaction over the second
line of the first serial bus; and transmitting or receiving a
second data byte of the data payload over the second line of
the second serial bus concurrently with transmission of the
first data byte. The code may further cause the processing
circuit 2202 to configure a third port that is coupled to a third
serial bus to engage in the second transaction using a second
line of the third serial bus and in accordance with timing
provided by the clock signal transmitted over the first line of
the first serial bus, and to transmit or receive a third data byte
of the data payload over the second line of the third serial
bus concurrently with transmission of the first data byte.
[0206] In some examples, the code may further cause the
processing circuit 2202 to transmit or receive a first bit in a
first data byte of a data payload of the second transaction
over the second line of the first serial bus; and transmitting
or receiving a second bit in the first data byte of the data
payload over the second line of the second serial bus
concurrently with transmission of the first bit in the first data
byte. The code may further cause the processing circuit 2202
to configure a third port that is coupled to a third serial bus
to engage in the second transaction using a second line of the
third serial bus in accordance with timing provided by the
clock signal transmitted over the first line of the first serial
bus, and to transmit or receive a third bit in the first data byte
of the data payload over the second line of the third serial
bus concurrently with transmission of the first bit in the first
data byte.

[0207] In some examples, transmissions associated with
the first transaction are limited to the first serial bus when the
first transaction is initiated with a command directed to a
first device address. In some examples, portions of a data
payload are transmitted or received over the first serial bus
and the second serial bus when the second transaction is
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initiated with a command directed to a second device
address. The second device address may include a group
address. In various examples, the second transaction is
initiated by a datagram configured in accordance with an
RFFE protocol.

[0208] In some examples, the code may further cause the
processor 2216, a state machine or sequencer to use the
second port to engage in a third transaction in which data is
transmitted over the second line of the second serial bus in
accordance with timing provided by a clock signal trans-
mitted over the first line of the second serial bus. In one
example, the third transaction may be conducted at least
partially concurrently with the first transaction. In some
examples, the first port or the second port is operable in
accordance with an RFFE, I3C, SPMI protocol.

[0209] Some implementation examples are described in
the following numbered clauses:

[0210] 1. A multi-port data communication apparatus,
comprising: a first port comprising a first physical
interface circuit configured to couple the multi-port
data communication apparatus to a first serial bus that
has a first line and a second line; a second port
comprising a second physical interface circuit config-
ured to couple the multi-port data communication appa-
ratus to a second serial bus that has a first line and a
second line; and a controller configured to: use the first
port to engage in a first transaction restricted to trans-
missions over the first serial bus; and use the first port
and the second port to engage in a second transaction
in which data is transmitted over the second line of the
first serial bus and the second line of the second serial
bus in accordance with timing provided by a clock
signal transmitted over the first line of the first serial
bus.

[0211] 2. The multi-port data communication apparatus
as described in clause 1, wherein the multi-port data
communication apparatus is configured to operate as a
host device that provides the clock signal transmitted
over the first line of the first serial bus.

[0212] 3. The multi-port data communication apparatus
as described in clause 1, wherein the multi-port data
communication apparatus is configured to operate as a
subordinate device that engages in the second transac-
tion in response to a command received over the first
serial bus.

[0213] 4. The multi-port data communication apparatus
as described in any of clauses 1-3, wherein the second
transaction includes transmission or reception of a data
payload, and wherein the controller is further config-
ured to: cause a first data byte of the data payload to be
transmitted or received over the second line of the first
serial bus; and cause a second data byte of the data
payload to be transmitted or received over the second
line of the second serial bus concurrently with trans-
mission of the first data byte.

[0214] 5. The multi-port data communication apparatus
as described in clause 4, wherein the controller is
further configured to: suppress transmittal of clock
information over the first line of the second serial bus;
and cause a third data byte of the data payload to be
transmitted or received over the first line of the second
serial bus concurrently with transmission of the first
data byte.
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[0215] 6. The multi-port data communication apparatus
as described in clause 5, further comprising: a third port
comprising a third physical interface circuit configured
to couple the multi-port data communication apparatus
to a third serial bus that has a first line and a second
line, wherein the controller is further configured to
cause a fourth data byte of the data payload to be
transmitted or received over the second line of the third
serial bus concurrently with transmission of the first
data byte and in accordance with the timing provided
by the clock signal transmitted over the first line of the
first serial bus.

[0216] 7. The multi-port data communication apparatus
as described in clause 6, wherein the controller is
further configured to: suppress transmittal of a clock
signal over the first line of the third serial bus; and
cause a fifth data byte of the data payload to be
transmitted or received over the first line of the third
serial bus concurrently with transmission of the first
data byte.

[0217] 8. The multi-port data communication apparatus
as described in any of clauses 1-3, wherein the second
transaction includes a data payload, and wherein the
controller is further configured to: cause a first bit in a
first data byte of the data payload to be transmitted or
received over the second line of the first serial bus; and
cause a second bit in the first data byte of the data
payload to be transmitted or received over the second
line of the second serial bus concurrently with trans-
mission of the first bit in the first data byte.

[0218] 9. The multi-port data communication apparatus
as described in clause 8, wherein the controller is
further configured to: suppress transmittal of a clock
signal over the first line of the second serial bus; and
cause a third bit in the first data byte of the data payload
to be transmitted or received over the first line of the
second serial bus concurrently with transmission of the
first bit in the first data byte.

[0219] 10. The multi-port data communication appara-
tus as described in clause 9, further comprising: a third
port comprising a third physical interface circuit con-
figured to couple the multi-port data communication
apparatus to a third serial bus that has a first line and a
second line, wherein the controller is further configured
to cause a fourth bit in the first data byte of the data
payload to be transmitted or received over the second
line of the third serial bus concurrently with transmis-
sion of the first bit in the first data byte.

[0220] 11. The multi-port data communication appara-
tus as described in clause 10, wherein the controller is
further configured to: suppress transmittal of a clock
signal over the first line of the third serial bus; and
cause a fifth bit in the first data byte of the data payload
to be transmitted or received over the first line of the
third serial bus concurrently with transmission of the
first bit in the first data byte.

[0221] 12. The multi-port data communication appara-
tus as described in any of clauses 1-11, wherein trans-
missions associated with the first transaction are limited
to the first serial bus when the first transaction is
initiated with a command directed to a first device
address, and wherein portions of a data payload are
transmitted or received over the first serial bus and the
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second serial bus when the second transaction is initi-
ated with a command directed to a second device
address.

[0222] 13. The multi-port data communication appara-
tus as described in clause 12, wherein the second device
address comprises a group address.

[0223] 14. The multi-port data communication appara-
tus as described in any of clauses 1-13, wherein the
controller is further configured to: use the second port
to engage in a third transaction in which data is
transmitted over the second line of the second serial bus
in accordance with timing provided by a clock signal
transmitted over the first line of the second serial bus.

[0224] 15. A system configured for data communica-
tion, comprising: a host device coupled to a first serial
bus that has a first line and a second line and a second
serial bus that has a first line and a second line; and a
first subordinate device coupled to the first serial bus
and the second serial bus, wherein in a first mode of
operation, a transaction conducted by the host device is
restricted to transmissions over the first serial bus, and
wherein in a second mode of operation, data is trans-
mitted between the host device and the first subordinate
device over the second line of the first serial bus and the
second line of the second serial bus in accordance with
timing provided by a clock signal transmitted over the
first line of the first serial bus.

[0225] 16. The system as described in clause 15,
wherein in the second mode of operation a first data
byte of a data payload is transmitted over the second
line of the first serial bus and a second data byte of the
data payload is transmitted over the second line of the
second serial bus concurrently with transmission of the
first data byte.

[0226] 17. The system as described in clause 16,
wherein in the second mode of operation a third data
byte of the data payload is transmitted over the first line
of the second serial bus concurrently with transmission
of the first data byte.

[0227] 18. The system as described in clause 16,
wherein the host device and the first subordinate device
are further coupled to a third serial bus that has a first
line and a second line, wherein in the second mode of
operation, a fourth data byte of the data payload is
transmitted over the second line of the third serial bus
concurrently with transmission of the first data byte.

[0228] 19. The system as described in clause 15,
wherein the second transaction includes a data payload,
wherein a first bit in a first data byte of a data payload
is transmitted over the second line of the first serial bus,
and wherein a second bit in the first data byte of the data
payload is transmitted over the second line of the
second serial bus concurrently with transmission of the
first bit in the first data byte.

[0229] 20. The system as described in clause 19,
wherein the host device and the first subordinate device
are further coupled to a third serial bus that has a first
line and a second line, wherein in the second mode of
operation, a third bit in the first data byte of the data
payload is transmitted over the second line of the third
serial bus concurrently with transmission of the first bit
in the first data byte.

[0230] 21. The system as described in any of clauses
15-20, further comprising: a second subordinate device
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coupled to the first serial bus and the second serial bus
and further coupled to the host device through a third
serial bus that has a first line and a second line, wherein
in a third mode of operation, data is transmitted by the
host device over the second line of the first serial bus
and the second line of the second serial bus while
maintaining the first line of the third serial bus and the
second line of the third serial bus in an idle state when
the data transmitted in the third mode of operation is
associated with a command addressed to a group of
subordinate devices that includes the first subordinate
device and the second subordinate device.

[0231] 22. A method of data communication, compris-
ing: configuring a first port that is coupled to a first
serial bus to engage in a first transaction conducted
over a first line and a second line of the first serial bus;
and configuring a second port that is coupled to a
second serial bus and the first port to engage in a second
transaction using the second line of the first serial bus
and a second line of the second serial bus in accordance
with timing provided by a clock signal transmitted over
the first line of the first serial bus.

[0232] 23.The method as described in clause 22, further
comprising: transmitting the clock signal over the first
line of the first serial bus while engaging in the second
transaction.

[0233] 24. The method as described in clause 22 or
clause 23, further comprising: receiving a command
over the first serial bus; and engaging in the second
transaction in response to the command received over
the first serial bus.

[0234] 25. The method as described in any of clauses
22-24, further comprising: transmitting or receiving a
first data byte in a data payload of the second transac-
tion over the second line of the first serial bus; and
transmitting or receiving a second data byte of the data
payload over the second line of the second serial bus
concurrently with transmission of the first data byte.

[0235] 26. The method as described in clause 25, further
comprising: configuring a third port that is coupled to
a third serial bus to engage in the second transaction
using a second line of the third serial bus and in
accordance with timing provided by the clock signal
transmitted over the first line of the first serial bus; and
transmitting or receiving a third data byte of the data
payload over the second line of the third serial bus
concurrently with transmission of the first data byte.

[0236] 27. The method as described in any of clauses
22-24, further comprising: transmitting or receiving a
first bit in a first data byte of a data payload of the
second transaction over the second line of the first
serial bus; and transmitting or receiving a second bit in
the first data byte of the data payload over the second
line of the second serial bus concurrently with trans-
mission of the first bit in the first data byte.

[0237] 28. The method as described in clause 27, further
comprising: configuring a third port that is coupled to
a third serial bus to engage in the second transaction
using a second line of the third serial bus in accordance
with timing provided by the clock signal transmitted
over the first line of the first serial bus; and transmitting
or receiving a third bit in the first data byte of the data
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payload over the second line of the third serial bus
concurrently with transmission of the first bit in the first
data byte.

[0238] 29. The method as described in any of clauses
22-28, wherein transmissions associated with the first
transaction are limited to the first serial bus when the
first transaction is initiated with a command directed to
a first device address, and wherein portions of a data
payload are transmitted or received over the first serial
bus and the second serial bus when the second trans-
action is initiated with a command directed to a second
device address.

[0239] 30. The method as described in clause 29,
wherein the second device address comprises a group
address.

[0240] It is understood that the specific order or hierarchy
of steps in the processes disclosed is an illustration of
exemplary approaches. Based upon design preferences, it is
understood that the specific order or hierarchy of steps in the
processes may be rearranged. Further, some steps may be
combined or omitted. The accompanying method claims
present elements of the various steps in a sample order, and
are not meant to be limited to the specific order or hierarchy
presented.

[0241] The previous description is provided to enable any
person skilled in the art to practice the various aspects
described herein. Various modifications to these aspects will
be readily apparent to those skilled in the art, and the generic
principles defined herein may be applied to other aspects.
Thus, the claims are not intended to be limited to the aspects
shown herein, but is to be accorded the full scope consistent
with the claims, wherein reference to an element in the
singular is not intended to mean “one and only one” unless
specifically so stated, but rather “one or more.” Unless
specifically stated otherwise, the term “some” refers to one
or more. All structural and functional equivalents to the
elements of the various aspects described throughout this
disclosure that are known or later come to be known to those
of ordinary skill in the art are expressly incorporated herein
by reference and are intended to be encompassed by the
claims. Moreover, nothing disclosed herein is intended to be
dedicated to the public regardless of whether such disclosure
is explicitly recited in the claims. No claim element is to be
construed as a means plus function unless the element is
expressly recited using the phrase “means for.”

What is claimed is:

1. A multi-port data communication apparatus, compris-

ing:
a first port comprising a first physical interface circuit
configured to couple the multi-port data communica-
tion apparatus to a first serial bus that has a first line and
a second line;
a second port comprising a second physical interface
circuit configured to couple the multi-port data com-
munication apparatus to a second serial bus that has a
first line and a second line; and
a controller configured to:
use the first port to engage in a first transaction
restricted to transmissions over the first serial bus;
and

use the first port and the second port to engage in a
second transaction in which data is transmitted over
the second line of the first serial bus and the second
line of the second serial bus in accordance with
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timing provided by a clock signal transmitted over
the first line of the first serial bus.

2. The multi-port data communication apparatus of claim

1, wherein the multi-port data communication apparatus is
configured to operate as a host device that provides the clock
signal transmitted over the first line of the first serial bus.

3. The multi-port data communication apparatus of claim

1, wherein the multi-port data communication apparatus is
configured to operate as a subordinate device that engages in
the second transaction in response to a command received
over the first serial bus.

4. The multi-port data communication apparatus of claim

1, wherein the second transaction includes transmission or
reception of a data payload, and wherein the controller is
further configured to:

cause a first data byte of the data payload to be transmitted
or received over the second line of the first serial bus;
and

cause a second data byte of the data payload to be
transmitted or received over the second line of the
second serial bus concurrently with transmission of the
first data byte.

5. The multi-port data communication apparatus of claim

4, wherein the controller is further configured to:

suppress transmittal of clock information over the first
line of the second serial bus; and

cause a third data byte of the data payload to be trans-
mitted or received over the first line of the second serial
bus concurrently with transmission of the first data
byte.

6. The multi-port data communication apparatus of claim

5, further comprising:

a third port comprising a third physical interface circuit
configured to couple the multi-port data communica-
tion apparatus to a third serial bus that has a first line
and a second line, wherein the controller is further
configured to cause a fourth data byte of the data
payload to be transmitted or received over the second
line of the third serial bus concurrently with transmis-
sion of the first data byte and in accordance with the
timing provided by the clock signal transmitted over
the first line of the first serial bus.

7. The multi-port data communication apparatus of claim

6, wherein the controller is further configured to:

suppress transmittal of a clock signal over the first line of
the third serial bus; and

cause a fifth data byte of the data payload to be transmit-
ted or received over the first line of the third serial bus
concurrently with transmission of the first data byte.

8. The multi-port data communication apparatus of claim

1, wherein the second transaction includes a data payload,
and wherein the controller is further configured to:

cause a first bit in a first data byte of the data payload to
be transmitted or received over the second line of the
first serial bus; and

cause a second bit in the first data byte of the data payload
to be transmitted or received over the second line of the
second serial bus concurrently with transmission of the
first bit in the first data byte.

9. The multi-port data communication apparatus of claim

8, wherein the controller is further configured to:

suppress transmittal of a clock signal over the first line of

the second serial bus; and
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cause a third bit in the first data byte of the data payload
to be transmitted or received over the first line of the
second serial bus concurrently with transmission of the
first bit in the first data byte.

10. The multi-port data communication apparatus of

claim 9, further comprising:

a third port comprising a third physical interface circuit
configured to couple the multi-port data communica-
tion apparatus to a third serial bus that has a first line
and a second line, wherein the controller is further
configured to cause a fourth bit in the first data byte of
the data payload to be transmitted or received over the
second line of the third serial bus concurrently with
transmission of the first bit in the first data byte.

11. The multi-port data communication apparatus of claim

10, wherein the controller is further configured to:
suppress transmittal of a clock signal over the first line of
the third serial bus; and

cause a fifth bit in the first data byte of the data payload
to be transmitted or received over the first line of the
third serial bus concurrently with transmission of the
first bit in the first data byte.

12. The multi-port data communication apparatus of
claim 1, wherein transmissions associated with the first
transaction are limited to the first serial bus when the first
transaction is initiated with a command directed to a first
device address, and wherein portions of a data payload are
transmitted or received over the first serial bus and the
second serial bus when the second transaction is initiated
with a command directed to a second device address.

13. The multi-port data communication apparatus of
claim 12, wherein the second device address comprises a
group address.

14. The multi-port data communication apparatus of
claim 1, wherein the controller is further configured to:

use the second port to engage in a third transaction in
which data is transmitted over the second line of the
second serial bus in accordance with timing provided
by a clock signal transmitted over the first line of the
second serial bus.

15. A system configured for data communication, com-
prising:

a host device coupled to a first serial bus that has a first

line and a second line and a second serial bus that has
a first line and a second line; and

a first subordinate device coupled to the first serial bus and
the second serial bus,

wherein in a first mode of operation, a transaction con-
ducted by the host device is restricted to transmissions
over the first serial bus, and

wherein in a second mode of operation, data is transmitted
between the host device and the first subordinate device
over the second line of the first serial bus and the
second line of the second serial bus in accordance with
timing provided by a clock signal transmitted over the
first line of the first serial bus.

16. The system of claim 15, wherein in the second mode
of operation a first data byte of a data payload is transmitted
over the second line of the first serial bus and a second data
byte of the data payload is transmitted over the second line
of the second serial bus concurrently with transmission of
the first data byte.

17. The system of claim 16, wherein in the second mode
of operation a third data byte of the data payload is trans-
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mitted over the first line of the second serial bus concur-
rently with transmission of the first data byte.

18. The system of claim 16, wherein the host device and
the first subordinate device are further coupled to a third
serial bus that has a first line and a second line,

wherein in the second mode of operation, a third data byte
of the data payload is transmitted over the second line
of'the third serial bus concurrently with transmission of
the first data byte.

19. The system of claim 15, wherein in the second mode
of operation a first bit in a first data byte of a data payload
is transmitted over the second line of the first serial bus, and
wherein a second bit in the first data byte of the data payload
is transmitted over the second line of the second serial bus
concurrently with transmission of the first bit in the first data
byte.

20. The system of claim 19, wherein the host device and
the first subordinate device are further coupled to a third
serial bus that has a first line and a second line, wherein in
the second mode of operation, a third bit in the first data byte
of the data payload is transmitted over the second line of the
third serial bus concurrently with transmission of the first bit
in the first data byte.

21. The system of claim 15, further comprising:

a second subordinate device coupled to the first serial bus
and the second serial bus and further coupled to the host
device through a third serial bus that has a first line and
a second line,

wherein in a third mode of operation, data is transmitted
by the host device over the second line of the first serial
bus and the second line of the second serial bus while
maintaining the first line of the third serial bus and the
second line of the third serial bus in an idle state when
the data transmitted in the third mode of operation is
associated with a command addressed to a group of
subordinate devices that includes the first subordinate
device and the second subordinate device.

22. A method of data communication, comprising:

configuring a first port that is coupled to a first serial bus
to engage in a first transaction conducted over a first
line and a second line of the first serial bus; and

configuring a second port that is coupled to a second serial
bus and the first port to engage in a second transaction
using the second line of the first serial bus and a second
line of the second serial bus in accordance with timing
provided by a clock signal transmitted over the first line
of the first serial bus.

23. The method of claim 22, further comprising:

transmitting the clock signal over the first line of the first
serial bus while engaging in the second transaction.
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24. The method of claim 22, further comprising:

receiving a command over the first serial bus; and

engaging in the second transaction in response to the
command received over the first serial bus.

25. The method of claim 22, further comprising:

transmitting or receiving a first data byte in a data payload

of the second transaction over the second line of the
first serial bus; and

transmitting or receiving a second data byte of the data

payload over the second line of the second serial bus
concurrently with transmission of the first data byte.

26. The method of claim 25, further comprising:

configuring a third port that is coupled to a third serial bus

to engage in the second transaction using a second line
of the third serial bus and in accordance with timing
provided by the clock signal transmitted over the first
line of the first serial bus; and

transmitting or receiving a third data byte of the data

payload over the second line of the third serial bus
concurrently with transmission of the first data byte.

27. The method of claim 22, further comprising:

transmitting or receiving a first bit in a first data byte of

a data payload of the second transaction over the
second line of the first serial bus; and

transmitting or receiving a second bit in the first data byte

of the data payload over the second line of the second
serial bus concurrently with transmission of the first bit
in the first data byte.

28. The method of claim 27, further comprising:

configuring a third port that is coupled to a third serial bus

to engage in the second transaction using a second line
of the third serial bus in accordance with timing pro-
vided by the clock signal transmitted over the first line
of the first serial bus; and

transmitting or receiving a third bit in the first data byte

of the data payload over the second line of the third
serial bus concurrently with transmission of the first bit
in the first data byte.

29. The method of claim 22, wherein transmissions asso-
ciated with the first transaction are limited to the first serial
bus when the first transaction is initiated with a command
directed to a first device address, and wherein portions of a
data payload are transmitted or received over the first serial
bus and the second serial bus when the second transaction is
initiated with a command directed to a second device
address.

30. The method of claim 29, wherein the second device
address comprises a group address.
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