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(57) A mapping method that includes obtaining (S11)
a multi-frame image of a parking scene by a camera at
a first time interval, obtaining (S12) point cloud data of
the parking scene by a laser radar at a second time in-
terval, identifying (S13) wheel stop information in the mul-
ti-frame image by a pre-trained wheel stop identification
model, obtaining (S14) a wheel stop classification result
by fusing the wheel stop information in the multi-frame
image, building (S15) an initial wheel stop three-dimen-
sional map based on a vehicle positioning result and the
wheel stop classification result, and obtaining (S16) a
wheel stop three-dimensional map by revising the initial
wheel stop three-dimensional map in combination with
wheel stop position information in the point cloud data.
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Description

TECHNICAL FIELD

[0001] The disclosure relates to the technical field of
autonomous driving, and in particular relates to a map-
ping method, a vehicle, a readable storage medium, and
a chip.

BACKGROUND

[0002] A high-precision map is an important module in
automatic parking, including auxiliary information such
as a lane, a lane line, a parking garage line, a wheel stop
and a speed bump. A library of these rich map elements
makes positioning in the parking process more robust,
and can obtain a higher precision, so that the automatic
parking technology can be generalized to different park-
ing scenes. At the same time, the requirements for the
description accuracy of these map elements are also
higher. For example, the wheel stop can guide a vehicle
to enter a suitable garage depth, so the expression of
the wheel stop in the high-precision map will be accurate
to a centimeter level. Thus, it can be seen that the three-
dimensional reconstruction of a wheel stop obstacle is
an important part of an automatic parking assistant sys-
tem.

SUMMARY

[0003] The disclosure provides a mapping method, a
vehicle, a computer readable storage medium, and a
chip.
[0004] According to a first aspect of the disclosure, pro-
vided is a mapping method, including: obtaining multi-
frame images of a parking scene by a camera at a first
time interval; obtaining point cloud data of the parking
scene by a laser radar at a second time interval; identi-
fying wheel stop information in the multi-frame images
by a pre-trained wheel stop identification model; obtain-
ing a wheel stop classification result by fusing the wheel
stop information in the multi-frame images; building an
initial wheel stop three-dimensional map based on a ve-
hicle positioning result and the wheel stop classification
result; and obtaining a wheel stop three-dimensional map
by revising the initial wheel stop three-dimensional map
in combination with wheel stop position information in the
point cloud data.
[0005] Optionally, the wheel stop information includes
a wheel stop type, a wheel stop width, a wheel stop
length, and pixel coordinates of a wheel stop; and iden-
tifying the wheel stop information in the multi-frame im-
ages by the wheel stop identification model includes iden-
tifying the pixel coordinates of the wheel stop in the multi-
frame images by the wheel stop identification model; pro-
jecting the wheel stop on the ground based on the pixel
coordinates of the wheel stop; and tracking the wheel
stop with a Hungarian algorithm according to a projection

of the wheel stop on the ground to obtain the wheel stop
type and the wheel stop length in the multi-frame images.
[0006] Optionally, fusing the wheel stop information in
the multi-frame images to obtain the wheel stop classifi-
cation result includes: classifying a same wheel stop into
a category according to the wheel stop information as a
first classification result; and updating the first classifica-
tion result according to the latest wheel stop information
in the multi-frame image of the parking scene newly ob-
tained by the camera to get the wheel stop classification
result.
[0007] Optionally, the vehicle positioning result in-
cludes pose information of a vehicle and an operational
trajectory of a vehicle; and building the initial wheel stop
three-dimensional map based on the vehicle positioning
result and the wheel stop classification result includes:
combining the pose information, the operational trajec-
tory, and the wheel stop classification result to model a
wheel stop as line segments in space; adjusting the di-
rections and spatial positions of the line segments by
bundle adjustment to obtain a first wheel stop three-di-
mensional map; and updating the first wheel stop three-
dimensional map according to the latest wheel stop in-
formation in the multi-frame image of the parking scene
newly obtained by the camera to obtain the initial wheel
stop three-dimensional map.
[0008] Optionally, revising the initial wheel stop three-
dimensional map in combination with the wheel stop po-
sition information in the point cloud data to obtain the
wheel stop three-dimensional map includes fitting posi-
tion information of three-dimensional line segments of a
wheel stop by the point cloud data; and revising the initial
wheel stop three-dimensional map according to the po-
sition information to obtain the wheel stop three-dimen-
sional map.
[0009] Optionally, the method further includes: calcu-
lating the distance between an autonomous vehicle and
a wheel stop according to the wheel stop three-dimen-
sional map; and controlling the parking process of the
autonomous vehicle according to the distance.
[0010] According to a second aspect of the disclosure,
provided is a vehicle, including: a processor; and a mem-
ory configured to store processor-executable instruc-
tions; where the processor is configured to execute the
executable instructions to implement the steps of the
mapping method.
[0011] According to a third aspect of the disclosure,
provided is a computer-readable storage medium, hav-
ing computer program instructions stored, where when
the computer program instructions are executed by a
processor, the steps of the mapping method provided in
the first aspect of the disclosure are implemented.
[0012] According to a fourth aspect of the disclosure,
provided is a chip, including a processor and an interface;
where the processor is configured to read instructions to
perform the steps of the mapping method.
[0013] It should be understood that the above general
description and the following detailed description are only
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illustrative and explanatory, and do not limit the disclo-
sure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] The drawings here are incorporated into the de-
scription and form a part of the description, illustrate the
examples consistent with the disclosure, and are used
together with the description to explain the principles of
the disclosure.

Fig. 1 is a flowchart of a mapping method shown
according to one example.
Fig. 2 is a flowchart of another mapping method
shown according to one example.
Fig. 3 is a block diagram of a mapping apparatus
shown according to one example.
Fig. 4 is a schematic functional block diagram of a
vehicle shown according to one example.

DETAILED DESCRIPTION

[0015] Examples will be described in detail here, ex-
amples of which are illustrated in the accompanying
drawings. When the following description refers to the
drawings, the same numerals in different drawings refer
to the same or similar elements unless otherwise indi-
cated. The examples described in the examples below
are not intended to represent all examples consistent with
the disclosure. Rather, they are merely examples of the
apparatus and the method consistent with some aspects
of the disclosure as detailed in the appended claims.
[0016] It can be understood that "a plurality of" in the
disclosure refers to two or more, and other quantifiers
are similar to this. "and/or" describes an association re-
lationship between associated objects, indicating that
there can be three relationships, for example, A and/or
B can mean that A exists alone, A and B exist at the same
time, and B exists alone. The character "/" generally in-
dicates that the associated objects before and after are
in an "or" relationship. The singular forms "a," "said," and
"the" are also intended to include the plural forms unless
the context clearly indicates otherwise.
[0017] It can be further understood that the terms
"first," "second," etc., are used to describe various infor-
mation, but such information should not be limited to
these terms. These terms are only used to distinguish
the same type of information from each other and do not
indicate a specific order or importance. In fact, expres-
sions such as "first" and "second" can be used inter-
changeably. For example, the first time interval can also
be called the second time interval. Similarly, the second
time interval can also be called the first time interval with-
out departing from the scope of the disclosure.
[0018] It can be further understood that in the examples
of the disclosure, although operations are described in a
particular order in the accompanying drawings, they
should not be understood as requiring that these opera-

tions be performed in the particular order or serial order
shown, or that all the operations shown be performed to
obtain the desired results. In certain circumstances, mul-
titasking and parallel processing may be advantageous.
[0019] It should be noted that all the actions of obtain-
ing signals, information, or data in the disclosure are car-
ried out under the premise of complying with the corre-
sponding data protection regulations and policies of the
local country and with the authorization of the corre-
sponding apparatus owner.
[0020] The disclosure relates to the technical field of
autonomous driving and, in particular relates to a map-
ping method and apparatus, a vehicle, a readable stor-
age medium, and a chip.
[0021] It should be noted that the mapping method is
also referred to map construction method or map building
method.
[0022] In the related art that has been disclosed, there
is a technical solution regarding the high-precision map
for automatic parking. At present, the identification and
reconstruction technology of the wheel stop obstacle has
been studied by some companies in the field of automatic
parking. Some solutions are based on high-precision ac-
quisition equipment and later data production. Map ele-
ments in the parking scene are collected in advance
through measuring equipment such as a scanning radar
and an image sensor, and data collected in advance are
processed by manual annotation during data production,
which has high cost and low efficiency.
[0023] To solve the above problem, the disclosure pro-
poses a mapping method; Fig. 1 is a flowchart of a map-
ping method shown according to one example. As shown
in Fig. 1, the mapping method is applied to an electronic
device, such as a control device integrated into a vehicle,
and the mapping method includes the following steps:
In step S 11, a multi-frame image of a parking scene is
obtained by a camera at a first time interval.
[0024] The vehicle is equipped with camera sensors
for image acquisition, such as a periscopic camera and
a panoramic camera. The first time interval can be at a
millisecond level, so visually, the camera obtains the mul-
ti-frame image of the parking scene in real time, and these
images contain some map elements of the parking
scene, such as a wheel stop, a lane, a lane line, a parking
garage line, a speed bump, etc.
[0025] In step S12, point cloud data of the parking
scene is obtained by a laser radar at a second time in-
terval.
[0026] The vehicle is equipped with a sensor for image
acquisition, such as a laser radar for point cloud acqui-
sition. The laser radar can be, but is not limited to, a
millimeter wave radar, a laser radar, a V2X device, or a
millimeter wave radar. The second time interval can be
at a millisecond level, so visually, the laser lidar obtains
the point cloud data about the parking scene in real time,
and these point cloud data contain position information
of some map elements of the parking scene, such as
position information of a wheel stop.
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[0027] In step S13, wheel stop information in the multi-
frame image is identified by a pre-trained wheel stop iden-
tification model.
[0028] The wheel stop information in the multi-frame
image is identified by the pre-trained wheel stop identifi-
cation model. The wheel stop information includes a
wheel stop type, a wheel stop width, a wheel stop length,
pixel coordinates of a wheel stop, and the like. It should
be noted that the multi-frame image here is obtained in
real time by the camera, and the wheel stop identification
model also identifies the multi-frame image in real time.
Every time the camera obtains an image, the wheel stop
identification model performs an image identification.
[0029] In step S14, a wheel stop classification result is
obtained by fusing the wheel stop information in the multi-
frame image.
[0030] The multi-frame image obtained by the camera
each time includes different wheel stops at different an-
gles and distances. The wheel stops can be classified
according to the wheel stop information identified by the
wheel stop identification model, and a same wheel stop
can be classified into one category as a first classification
result.
[0031] In step S15, an initial wheel stop three-dimen-
sional map is built based on a vehicle positioning result
and the wheel stop classification result.
[0032] The vehicle positioning result includes pose in-
formation of a vehicle and an operational trajectory of a
vehicle. The pose information, the operational trajectory,
and the wheel stop classification result are combined to
model a wheel stop as line segments in space. The di-
rections and spatial positions of the line segments are
optimally adjusted by bundle adjustment to obtain a first-
wheel stop three-dimensional map. The first wheel stop
three-dimensional map is updated according to the latest
wheel stop information in the multi-frame image of the
parking scene newly obtained by the camera when a new
image is obtained by the camera to obtain the initial wheel
stop three-dimensional map. The visually reconstructed
position of the wheel stop in space is thus obtained.
[0033] In step S16, a wheel stop three-dimensional
map is obtained by revising the initial wheel stop three-
dimensional map in combination with wheel stop position
information in the point cloud data.
[0034] Through the management of the point cloud da-
ta, point cloud information near the wheel stop can be
obtained, position information of three-dimensional line
segments of the wheel stop is fitted by the point cloud
near the wheel stop, and the initial wheel stop three-di-
mensional map is revised according to the position infor-
mation to obtain the wheel stop three-dimensional map.
The wheel stop position information in the point cloud
data can obtain more accurate position information than
the visual reconstruction results.
[0035] The image of the parking scene is obtained in
real time by a camera device, the wheel stop in the image
is identified in real time by the pre-trained wheel stop
identification model, the three-dimensional reconstruc-

tion of the wheel stop is automatically performed, the
point cloud data of the parking scene is obtained in real
time by a laser radar device, and the three-dimensional
reconstruction of the wheel stop is optimized in combi-
nation with the wheel stop position information in the point
cloud data to obtain a more accurate wheel stop three-
dimensional map, which avoids the problems of high cost
and low efficiency of manual annotation.
[0036] Referring to Fig. 2, Fig. 2 is a flowchart of an-
other mapping method shown according to the examples
of the disclosure.
[0037] It should be noted that the mapping method
shown in Fig. 2 is consistent with the mapping method
shown in Fig. 1. In the examples, those not mentioned
in Fig. 2 can refer to the description of Fig. 1, which will
not be repeated here, and the mapping method shown
in Fig. 2 includes the following steps:
In step S21, a multi-frame image of a parking scene is
obtained by a camera at a first time interval.
[0038] For example, a vehicle can be equipped with
camera sensors for image acquisition, such as a peri-
scopic camera and a panoramic camera. The first time
interval can be at a millisecond level, so visually, the cam-
era obtains the multi-frame image of the parking scene
in real time, and these images contain some map ele-
ments of the parking scene, such as a wheel stop, a lane,
a lane line, a parking garage line, a speed bump, etc.
[0039] In step S22, point cloud data of the parking
scene is obtained by a laser radar at a second time in-
terval.
[0040] For example, the vehicle can be equipped with
a sensor for image acquisition, such as a laser radar for
point cloud acquisition, and the laser radar can be, but
is not limited to, a millimeter wave radar, a laser radar, a
V2X device or a millimeter wave radar. The second time
interval can be at a millisecond level, so visually, the laser
lidar obtains the point cloud data of the parking scene in
real time, and these point cloud data contain position
information of some map elements of the parking scene,
such as position information of a wheel stop. In one ex-
ample, the second time interval may be the same as the
first time interval or different from the first time interval.
[0041] In addition to mounting the camera and the laser
lidar device on the vehicle, the vehicle can also be pro-
vided with a sensor device for positioning, which can de-
tect pose information of the vehicle and an operational
trajectory of the vehicle, such as a global navigation sat-
ellite system (GNSS), an inertial measurement unit
(IMU), and the like.
[0042] In step S23, wheel stop information in the multi-
frame image is identified by a pre-trained wheel stop iden-
tification model.
[0043] The wheel stop information in the multi-frame
image is identified by the pre-trained wheel stop identifi-
cation model, and the wheel stop information includes a
wheel stop type, a wheel stop width, a wheel stop length,
pixel coordinates of a wheel stop and the like. It should
be noted that the multi-frame image here is obtained in
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real time by the camera, and the wheel stop identification
model also identifies the multi-frame image in real time.
Every time the camera obtains an image, the wheel stop
identification model performs an image identification.
[0044] In one example, the pixel coordinates of the
wheel stop in the multi-frame image may be identified by
the wheel stop identification model. The wheel stop is
then projected on the ground based on the pixel coordi-
nates of the wheel stop. The wheel stop is tracked with
a Hungarian algorithm according to a projection of the
wheel stop on the ground to obtain the wheel stop type
and length in the multi-frame image.
[0045] It should be noted that the wheel stop identifi-
cation model is obtained by pre-training a plurality of sam-
ple images. The sample images include positive sample
images and negative sample images, where the positive
sample images include wheel stops in various parking
scenes, and the negative sample images have no wheel
stops. Before training the sample images, the sample
images are first annotated, annotating wheel stop infor-
mation in the sample images, and the wheel stop infor-
mation specifically includes the wheel stop type, the
wheel stop width, the wheel stop length, the pixel coor-
dinates of the wheel stop and the like. A method for ob-
taining the sample images can be as follows: sampling
for different distances between the vehicle and the wheel
stop in the parking scene, or sampling for wheel stops of
different sizes, different types, and different angles, for
example, the vehicle is parking and getting closer and
closer to the wheel stop, and at this time, sampling can
be performed at a certain time, such as 10ms, 15ms, etc.,
in the process of driving the vehicle by a plurality of ex-
perienced drivers for parking, so as to obtain sample im-
ages including wheel stops of different distances.
[0046] In step S24, a wheel stop classification result is
obtained by fusing the wheel stop information in the multi-
frame image.
[0047] The multi-frame image obtained by the camera
each time includes different wheel stops at different an-
gles and distances. The wheel stops can be classified
according to the wheel stop information identified by the
wheel stop identification model, and a same wheel stop
can be classified into one category as a first classification
result. It should be noted that during classifying for fusing,
the first classification result may be updated according
to the latest wheel stop information in the multi-frame
image of the parking scene newly obtained by the camera
to obtain the wheel stop classification result.
[0048] In step S25, an initial wheel stop three-dimen-
sional map is built based on a vehicle positioning result
and the wheel stop classification result.
[0049] The vehicle positioning result includes pose in-
formation of a vehicle and an operational trajectory of a
vehicle. The pose information, the operational trajectory,
and the wheel stop classification result are combined to
model a wheel stop as line segments in space. The di-
rections and spatial positions of the line segments are
optimally adjusted by bundle adjustment to obtain a first

wheel stop three-dimensional map. The first wheel stop
three-dimensional map is updated according to the latest
wheel stop information in the multi-frame image of the
parking scene newly obtained by the camera when a new
image is obtained by the camera to get the initial wheel
stop three-dimensional map. The visually reconstructed
position of the wheel stop in space is thus obtained.
[0050] In step S26, a wheel stop three-dimensional
map is obtained by revising the initial wheel stop three-
dimensional map in combination with wheel stop position
information in the point cloud data.
[0051] Through the management of the point cloud da-
ta, point cloud information near the wheel stop can be
obtained, position information of three-dimensional line
segments of the wheel stop is fitted by the point cloud
near the wheel stop, and the initial wheel stop three-di-
mensional map is revised according to the position infor-
mation to obtain the wheel stop three-dimensional map.
The wheel stop position information in the point cloud
data can obtain more accurate position information than
the visual reconstruction results.
[0052] After the wheel stop three-dimensional map is
obtained, the distance between an autonomous vehicle
and a wheel stop can be calculated based on the wheel
stop three-dimensional map, and the parking process of
the autonomous vehicle is controlled according to the
distance. Thus, the vehicle can be controlled to enter a
suitable garage depth.
[0053] In summary, the mapping method provided by
the disclosure includes obtaining the multi-frame image
of the parking scene at a first time interval by the camera,
obtaining the point cloud data of the parking scene at a
second time interval by the laser radar, identifying the
wheel stop information in the multi-frame image by the
pre-trained wheel stop identification model, fusing the
wheel stop information in the multi-frame image to obtain
the wheel stop classification result, building the initial
wheel stop three-dimensional map based on the vehicle
positioning result and the wheel stop classification result,
and revising the initial wheel stop three-dimensional map
in combination with the wheel stop position information
in the point cloud data to obtain the wheel stop three-
dimensional map. The image of the parking scene is ob-
tained in real time by the camera device, the wheel stop
in the image is identified in real time by the pre-trained
wheel stop identification model, the three-dimensional
reconstruction of the wheel stop is automatically per-
formed, the point cloud data of the parking scene is ob-
tained in real time by the laser radar device, and the three-
dimensional reconstruction of the wheel stop is optimized
in combination with the wheel stop position information
in the point cloud data to obtain a more accurate wheel
stop three-dimensional map, which avoids the problems
of high cost and low efficiency of manual annotation.
[0054] Fig. 3 is a block diagram of a mapping apparatus
shown according to one example. Referring to Fig. 3, the
mapping apparatus 20 includes an obtaining module 201,
an identification module 202, a fusion module 203, and
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a processing module 204.
[0055] The obtaining module 201 is configured to ob-
tain a multi-frame image of a parking scene at a first time
interval by a camera;

the obtaining module 201 is further configured to ob-
tain point cloud data of the parking scene at a second
time interval by a laser radar;
the identification module 202 is configured to identify
wheel stop information in the multi-frame image by
a pre-trained wheel stop identification model;
the fusion module 203 is configured to fuse the wheel
stop information in the multi-frame image to obtain
a wheel stop classification result;
the processing module 204 is configured to build an
initial wheel stop three-dimensional map based on
a vehicle positioning result and the wheel stop clas-
sification result; and
the processing module 204 is further configured to
revise the initial wheel stop three-dimensional map
in combination with wheel stop position information
in the point cloud data to obtain a wheel stop three-
dimensional map.

[0056] Optionally, the identification module 202 is fur-
ther configured to identify the pixel coordinates of the
wheel stop in the multi-frame image by the wheel stop
identification model;

project the wheel stop on the ground based on the
pixel coordinates of the wheel stop; and
track the wheel stop with a Hungarian algorithm ac-
cording to a projection of the wheel stop on the
ground to obtain the wheel stop type and the wheel
stop length in the multi-frame image.

[0057] Optionally, the fusion module 203 is further con-
figured to classify a same wheel stop into a category ac-
cording to the wheel stop information as a first classifi-
cation result; and
update the first classification result according to the latest
wheel stop information in the multi-frame image of the
parking scene newly obtained by the camera to obtain
the wheel stop classification result.
[0058] Optionally, the processing module 204 is further
configured to combine the pose information, the opera-
tional trajectory, and the wheel stop classification result
to model a wheel stop as line segments in space;

adjust the directions and spatial positions of the line
segments by bundle adjustment to obtain a first
wheel stop three-dimensional map; and
update the first wheel stop three-dimensional map
according to the latest wheel stop information in the
multi-frame image of the parking scene newly ob-
tained by the camera to obtain the initial wheel stop
three-dimensional map.

[0059] Optionally, the processing module 204 is further
configured to fit position information of three-dimensional
line segments of a wheel stop by the point cloud data; and
revise the initial wheel stop three-dimensional map ac-
cording to the position information to obtain the wheel
stop three-dimensional map.
[0060] Optionally, the processing module 204 is further
configured to calculate the distance between an auton-
omous vehicle and a wheel stop according to the wheel
stop three-dimensional map; and
control the parking process of the autonomous vehicle
according to the distance.
[0061] Regarding the apparatus in the above example,
a specific manner in which each module performs oper-
ations has been described in detail in the example of the
method, which will not be described in detail here.
[0062] The disclosure also provides a computer-read-
able storage medium, having computer program instruc-
tions stored, where when the program instructions are
executed by a processor, the steps of the mapping meth-
od provided by the disclosure are implemented.
[0063] The above apparatus may be a separate elec-
tronic device, or a part of a separate electronic device,
for example, in one example, the apparatus may be an
integrated circuit (IC) or a chip, where the integrated cir-
cuit may be one IC or a collection of a plurality of ICs;
the chip may include, but is not limited to, the following
categories: GPU (Graphics Processing Unit), CPU (Cen-
tral Processing Unit), FPGA (Field Programmable Gate
Array), DSP (Digital Signal Processor), ASIC (Applica-
tion Specific Integrated Circuit), SOC (System on Chip,
SoC), etc. The integrated circuit or the chip may be used
to execute executable instructions (or codes) to imple-
ment the above mapping method. The executable in-
structions may be stored in the integrated circuit or the
chip, or obtained from other apparatuses or devices, for
example, the integrated circuit or the chip includes a first
processor, a first memory, and an interface for commu-
nicating with other apparatuses. The executable instruc-
tions may be stored in the first memory, and when the
executable instructions are executed by the first proces-
sor, the mapping method is implemented; or, the inte-
grated circuit or the chip may receive executable instruc-
tions via the interface and transmit the executable in-
structions to the first processor for execution to imple-
ment the mapping method.
[0064] Referring to Fig. 4, Fig. 4 is a schematic func-
tional block diagram of a vehicle 600 shown according
to one example. The vehicle 600 may be configured in a
fully or partially autonomous driving mode. For example,
the vehicle 600 may obtain its surrounding environment
information through a sensing system 620 and obtain an
autonomous driving strategy based on the analysis of
the surrounding environment information to realize fully
autonomous driving, or present the analysis result to the
user to realize partially autonomous driving.
[0065] The vehicle 600 may include various subsys-
tems, for example, an infotainment system 610, a sens-

9 10 



EP 4 307 251 A1

7

5

10

15

20

25

30

35

40

45

50

55

ing system 620, a decision control system 630, a driving
system 640, and a computing platform 650. Optionally,
the vehicle 600 may include more or fewer subsystems,
and each subsystem may include a plurality of compo-
nents. Additionally, each subsystem and component of
the vehicle 600 may be interconnected in a wired or wire-
less manner.
[0066] Optionally, the infotainment system 610 may in-
clude a communication system 611, an entertainment
system 612, and a navigation system 613.
[0067] The communication system 611 can include a
wireless communication system that can wirelessly com-
municate with one or more devices, either directly or via
a communication network. For example, the wireless
communication system may use 3G cellular communi-
cation, such as CDMA, EVD0, GSM/GPRS, or 4G cellular
communication, such as LTE or 5G cellular communica-
tion. The wireless communication system may utilize
WiFi to communicate with a wireless local area network
(WLAN). Optionally, the wireless communication system
may directly communicate with a device using an infrared
link, Bluetooth, or ZigBee. Other wireless protocols, such
as various vehicle communication systems, for example,
the wireless communication system may include one or
more dedicated short-range communication (DSRC) de-
vices, which may include public and/or private data com-
munications between vehicles and/or roadside stations.
[0068] The entertainment system 612 may include a
display device, a microphone, and a sound, and the user
may listen to broadcasts and play music within the vehicle
based on the entertainment system; or a mobile phone
communicates with the vehicle to realize the screen pro-
jection of the mobile phone on the display device, the
display device can be touch-sensitive, and the user can
perform an operation by touching the screen.
[0069] In some cases, a user’s voice signal may be
obtained through the microphone, and some controls on
the vehicle 600 by the user, such as adjusting the tem-
perature in the vehicle, are implemented according to the
analysis of the user’s voice signal. In other cases, music
may be played to the user through the sound system.
[0070] The navigation system 613 may include a map
service from a map provider to provide navigation of a
driving route for the vehicle 600. The navigation system
613 may cooperate with a global positioning system 621
and an inertial measurement unit 622 of the vehicle. The
map service provided by the map provider can be a two-
dimensional map or a high-precision map.
[0071] The sensing system 620 may include a number
of sensors that sense information about the environment
surrounding the vehicle 600. For example, the sensing
system 620 may include a global positioning system 621
(the global positioning system may be a GPS or a BeiDou
system, or other positioning systems), an inertial meas-
urement unit (IMU) 622, a laser radar 623, a millimeter
wave radar 624, an ultrasonic radar 625, and an image
capturing device 626. The sensing system 620 may also
include sensors of internal systems of the vehicle 600

monitored (e.g., an air quality monitor, a fuel gauge, an
oil temperature gauge, etc. in the vehicle). Sensor data
from one or more of these sensors may be used to detect
objects and their respective characteristics (position,
shape, direction, speed, etc.). Such detection and iden-
tification are critical functions for the safe operation of
the vehicle 600.
[0072] The global positioning system 621 is configured
to estimate the geographic location of the vehicle 600.
[0073] The inertial measurement unit 622 is configured
to sense changes in the pose of the vehicle 600 based
on inertial acceleration. Optionally, the inertial measure-
ment unit 622 may be a combination of an accelerometer
and a gyroscope.
[0074] The laser radar 623 uses lasers to sense ob-
jects in the environment where the vehicle 600 is located.
Optionally, the laser radar 623 may include one or more
laser sources, a laser scanner, and one or more detec-
tors, as well as other system components.
[0075] The millimeter wave radar 624 uses radio sig-
nals to sense objects within the surrounding environment
of the vehicle 600. Optionally, in addition to sensing the
objects, the millimeter wave radar 624 may also be con-
figured to sense the speed and/or the forward direction
of the objects.
[0076] The ultrasonic radar 625 may use ultrasonic sig-
nals to sense objects around the vehicle 600.
[0077] The image-capturing device 626 is configured
to capture image information of the surrounding environ-
ment of the vehicle 600. The image-capturing device 626
may include a monocular camera, a binocular camera,
a structured light camera, a panoramic camera, and the
like. The image information obtained by the image-cap-
turing device 626 may include still images or video stream
information.
[0078] The decision control system 630 includes a
computing system 631 for analyzing and making deci-
sions based on information obtained by the sensing sys-
tem 620. The decision control system 630 also includes
a vehicle control unit 632 that controls the power system
of the vehicle 600, and a steering system 633, an accel-
erator 634, and a braking system 635 for controlling the
vehicle 600.
[0079] The computing system 631 may operate to
process and analyze various information obtained by the
sensing system 620 in order to identify targets, objects,
and/or features in the environment surrounding the ve-
hicle 600. The targets may include pedestrians or ani-
mals, and the objects and/or features may include traffic
signals, road boundaries, and obstacles. The computing
system 631 can use object recognition algorithms, struc-
ture from motion (SFM) algorithms, video tracking, and
the like. Optionally, the computing system 631 can be
configured to map the environment, track objects, esti-
mate the speed of objects, and the like. The computing
system 631 can analyze the obtained various information
and obtain a control strategy for the vehicle.
[0080] The vehicle control unit 632 may be configured

11 12 



EP 4 307 251 A1

8

5

10

15

20

25

30

35

40

45

50

55

to coordinately control a power battery and an engine
641 of the vehicle to improve the power performance of
the vehicle 600.
[0081] The steering system 633 is operable to adjust
the forward direction of the vehicle 600. For example, in
one example, the steering system 633 may be a steering
wheel system.
[0082] The accelerator 634 is configured to control the
operating speed of the engine 641 and, thus, the speed
of the vehicle 600.
[0083] The braking system 635 is configured to control
the deceleration of the vehicle 600. The braking system
635 may use friction to slow the speed of wheels 644.
Optionally, the braking system 635 may convert the ki-
netic energy of the wheels 644 to an electric current. The
braking system 635 may also take other forms to slow
down the speed of the wheels 644 to control the speed
of the vehicle 600.
[0084] The driving system 640 may include compo-
nents that provide powered motion for the vehicle 600.
In one example, the driving system 640 may include an
engine 641, an energy source 642, a transmission sys-
tem 643, and wheels 644. The engine 641 may be an
internal combustion engine, an electric motor, an air com-
pression engine, or other types of engine combinations,
such as a hybrid engine of a gasoline engine and the
electric motor, and a hybrid engine of the internal com-
bustion engine and the air compression engine. The en-
gine 641 converts the energy source 642 into mechanical
energy.
[0085] Examples of the energy source 642 include
gasoline, diesel, other petroleum-based fuels, propane,
other compressed gas-based fuels, ethanol, solar pan-
els, batteries, and other power sources. The energy
source 642 may also provide energy for other systems
of the vehicle 600.
[0086] The transmission system 643 may transmit me-
chanical power from the engine 641 to the wheels 644.
The transmission system 643 can include a gearbox, a
differential, and a drive shaft. In one example, the trans-
mission system 643 may also include other devices, such
as a clutch. The drive shaft may include one or more
shafts that may be coupled to one or more wheels 644.
[0087] Some or all of the functions of the vehicle 600
are controlled by the computing platform 650. The com-
puting platform 650 may include at least one second proc-
essor 651 that may execute instructions 653 stored in a
non-transitory computer-readable medium, such as a
second memory 652. Optionally, the computing platform
650 may also be a plurality of computing devices that
control individual components or subsystems of the ve-
hicle 600 in a distributed manner.
[0088] The second processor 651 can be any conven-
tional second processor, such as a commercially avail-
able CPU. Alternatively, the second processor 651 may
further include, for example, a graphic process unit
(GPU), a field programmable gate array (FPGA), a sys-
tem on chip (SOC), an application-specific integrated cir-

cuit (ASIC), or their combination. Although Fig. 4 func-
tionally illustrates the second processor, the second
memory, and other elements of a computer in a same
block, it should be understood by those of ordinary skill
in the art that the second processor, computer, or second
memory may, in fact, include a plurality of second proc-
essors, computers, or second memories that may or may
not be stored within a same physical housing. For exam-
ple, the second memory may be a hard drive or other
storage medium located within a housing different from
the computer. Accordingly, reference to the second proc-
essor or computer will be understood to include reference
to a collection of second processors or computers or sec-
ond memories that may or may not operate in parallel.
Rather than using a single second processor to perform
the steps described here, some components, such as a
steering component and a deceleration component, may
each have their own second processor that only performs
calculations related to the component-specific functions.
[0089] In the examples of the disclosure, the second
processor 651 may perform the mapping method.
[0090] In various aspects described here, the second
processor 651 can be located remotely from the vehicle
and in wireless communication with the vehicle. In other
aspects, some of the processes described here are per-
formed on a second processor disposed within the vehi-
cle, while others are performed by a remote second proc-
essor, including taking the necessary steps to perform a
single manipulation.
[0091] Optionally, the second memory 652 may con-
tain instructions 653 (e.g., program logic) that can be
executed by the second processor 651 to perform various
functions of the vehicle 600. The second memory 652
may also contain additional instructions, including in-
structions to transmit data to, receive data from, interact
with, and/or control one or more of the infotainment sys-
tem 610, the sensing system 620, the decision control
system 630, and the driving system 640.
[0092] In addition to the instructions 653, the second
memory 652 may also store data, such as road maps,
route information, the location, direction, speed of the
vehicle, and other such vehicle data, as well as other
information. Such information may be used by the vehicle
600 and the computing platform 650 during the operation
of the vehicle 600 in autonomous, semi-autonomous,
and/or manual modes.
[0093] The computing platform 650 may control the
functions of the vehicle 600 based on inputs received
from various subsystems (e.g., the driving system 640,
the sensing system 620, and the decision control system
630). For example, the computing platform 650 may uti-
lize input from the decision control system 630 in order
to control the steering system 633 to avoid obstacles de-
tected by the sensing system 620. Optionally, the com-
puting platform 650 may be operable to provide control
over many aspects of the vehicle 600 and its subsystems.
[0094] Optionally, one or more of these components
described above may be separately mounted or associ-
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ated with the vehicle 600. For example, the second mem-
ory 652 may exist partially or entirely separate from the
vehicle 600. The above components may be communi-
catively coupled in a wired and/or wireless manner.
[0095] Optionally, the above components are only one
example, and in practical applications, components of
the above modules may be added or deleted according
to practical needs, and Fig. 4 should not be understood
as limiting the examples of the disclosure.
[0096] An autonomous car traveling on the road, such
as the above vehicle 600, may identify objects within its
surrounding environment to determine an adjustment to
the current speed. The objects may be other vehicles,
traffic control devices, or objects of a different nature.
Optionally, each identified object may be considered in-
dependently, and the respective characteristics of the
objects, such as its current speed, acceleration, spacing
from the vehicle, etc., may be used to determine a speed
to be adjusted by the autonomous car.
[0097] Optionally, the vehicle 600 or sensing and com-
puting devices associated with the vehicle 600 (e.g., the
computing system 631 and the computing platform 650)
may predict the behaviors of the identified objects based
on the characteristics of the identified objects and the
state of the surrounding environment (e.g., traffic, rain,
ice on a road, etc.). Optionally, each identified object de-
pends on the behavior of each other, so all identified ob-
jects may also be considered together to predict the be-
havior of a single identified object. The vehicle 600 can
adjust its speed based on the predicted behaviors of the
identified objects. In other words, the autonomous car
can determine what stable state the vehicle will need to
adjust to (e.g., accelerated, decelerated, or stopped)
based on the predicted behaviors of the objects. This
process may also consider other factors to determine the
speed of the vehicle 600, such as the lateral position of
the vehicle 600 in the road on which it travels, the curva-
ture of the road, the proximity of static and dynamic ob-
jects, and the like.
[0098] In addition to providing instructions to adjust the
speed of the autonomous car, the computing device may
also provide instructions to modify the steering angle of
the vehicle 600 to cause the autonomous car to follow a
given trajectory and/or maintain a safe lateral and longi-
tudinal distance from objects near the autonomous car
(e.g., vehicles in adjacent lanes on the road).
[0099] The vehicle 600 may be various types of
traveling tools, for example, a car, a truck, a motorcycle,
a bus, a boat, an airplane, a helicopter, a recreational
vehicle, a train, and the like, which is not particularly lim-
ited in the examples of the disclosure.
[0100] In another example, also provided is a computer
program product, including a computer program that can
be executed by a programmable apparatus, where the
computer program has code portions for performing the
mapping method when executed by the programmable
apparatus.

Claims

1. A mapping method, comprising:

obtaining (S11) a multi-frame image of a parking
scene by a camera at a first time interval;
obtaining (S12) point cloud data of the parking
scene by a laser radar at a second time interval;
identifying (S13) wheel stop information in the
multi-frame image by a pre-trained wheel stop
identification model;
obtaining (S14) a wheel stop classification result
by fusing the wheel stop information in the multi-
frame image;
building (S15) an initial wheel stop three-dimen-
sional map based on a vehicle positioning result
and the wheel stop classification result; and
obtaining (S16) a wheel stop three-dimensional
map by revising the initial wheel stop three-di-
mensional map in combination with wheel stop
position information in the point cloud data.

2. The method according to claim 1, wherein the wheel
stop information comprises a wheel stop type, a
wheel stop width, a wheel stop length and pixel co-
ordinates of a wheel stop; and identifying (S13) the
wheel stop information in the multi-frame image by
the wheel stop identification model comprises:

identifying the pixel coordinates of the wheel
stop in the multi-frame image by the wheel stop
identification model;
projecting the wheel stop on the ground based
on the pixel coordinates of the wheel stop; and
tracking the wheel stop with a Hungarian algo-
rithm according to a projection of the wheel stop
on the ground to obtain the wheel stop type and
the wheel stop length in the multi-frame image.

3. The method according to claim 1 or 2, wherein ob-
taining (S14) the wheel stop classification result by
fusing the wheel stop information in the multi-frame
image comprises:

classifying a same wheel stop into a category
according to the wheel stop information as a first
classification result; and
obtaining the wheel stop classification result by
updating the first classification result according
to the latest wheel stop information in the multi-
frame image of the parking scene newly ob-
tained by the camera.

4. The method according to any one of claims 1-3,
wherein the vehicle positioning result comprises
pose information of a vehicle and an operational tra-
jectory of a vehicle; and building (S15) the initial
wheel stop three-dimensional map based on the ve-
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hicle positioning result and the wheel stop classifi-
cation result comprises:

combining the pose information, the operational
trajectory, and the wheel stop classification re-
sult to model a wheel stop as line segments in
space;
adjusting the directions and spatial positions of
the line segments by bundle adjustment to ob-
tain a first wheel stop three-dimensional map;
and
updating the first wheel stop three-dimensional
map according to the latest wheel stop informa-
tion in the multi-frame image of the parking
scene newly obtained by the camera to obtain
the initial wheel stop three-dimensional map.

5. The method according to any one of claims 1-4,
wherein obtaining (S16) the wheel stop three-dimen-
sional map by revising the initial wheel stop three-
dimensional map in combination with the wheel stop
position information in the point cloud data compris-
es:

fitting position information of three-dimensional
line segments of a wheel stop by the point cloud
data; and
obtaining the wheel stop three-dimensional map
by revising the initial wheel stop three-dimen-
sional map according to the position information.

6. The method according to any one of claims 1-5, fur-
ther comprising:

calculating a distance between an autonomous
vehicle and a wheel stop according to the wheel
stop three-dimensional map; and
controlling a parking process of the autonomous
vehicle according to the distance.

7. A vehicle (600), comprising:

a processor (651); and
a memory (652) configured to store processor-
executable instructions;
wherein the processor (651) is configured to:

obtain a multi-frame image of a parking
scene by a camera at a first time interval;
obtain point cloud data of the parking scene
by a laser radar at a second time interval;
identify wheel stop information in the multi-
frame image by a pre-trained wheel stop
identification model;
obtain a wheel stop classification result by
fusing the wheel stop information in the mul-
ti-frame image;
build an initial wheel stop three-dimensional

map based on a vehicle positioning result
and the wheel stop classification result; and
obtain a wheel stop three-dimensional map
by revising the initial wheel stop three-di-
mensional map in combination with wheel
stop position information in the point cloud
data.

8. The vehicle (600) according to claim 7, wherein the
wheel stop information comprises a wheel stop type,
a wheel stop width, a wheel stop length and pixel
coordinates of a wheel stop; and the processor (651)
is configured to:

identify the pixel coordinates of the wheel stop
in the multi-frame image by the wheel stop iden-
tification model;
project the wheel stop on the ground based on
the pixel coordinates of the wheel stop; and
track the wheel stop with a Hungarian algorithm
according to a projection of the wheel stop on
the ground to obtain the wheel stop type and the
wheel stop length in the multi-frame image.

9. The vehicle (600) according to claim 7 or 8, wherein
the processor (651) is configured to:

classify a same wheel stop into a category ac-
cording to the wheel stop information as a first
classification result; and
obtain the wheel stop classification result by up-
dating the first classification result according to
the latest wheel stop information in the multi-
frame image of the parking scene newly ob-
tained by the camera.

10. The vehicle (600) according to any one of claims 7-9,
wherein the vehicle positioning result comprises
pose information of a vehicle and an operational tra-
jectory of a vehicle; and the processor (651) is con-
figured to:

combine the pose information, the operational
trajectory, and the wheel stop classification re-
sult to model a wheel stop as line segments in
space;
adjust the directions and spatial positions of the
line segments by bundle adjustment to obtain a
first wheel stop three-dimensional map; and
update the first wheel stop three-dimensional
map according to the latest wheel stop informa-
tion in the multi-frame image of the parking
scene newly obtained by the camera to obtain
the initial wheel stop three-dimensional map.

11. The vehicle (600) according to any one of claims
7-10, wherein the processor (651) is configured to:
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fit position information of three-dimensional line
segments of a wheel stop by the point cloud da-
ta; and
obtain the wheel stop three-dimensional map by
revising the initial wheel stop three-dimensional
map according to the position information.

12. The vehicle (600) according to any one of claims
7-11, the processor (651) is further configured to:

calculate a distance between an autonomous
vehicle and a wheel stop according to the wheel
stop three-dimensional map; and
control a parking process of the autonomous ve-
hicle according to the distance.

13. A non-transitory computer-readable storage medi-
um, having computer program instructions stored
thereon, the computer program instructions are ex-
ecuted by a processor, the processor cause the proc-
essor to execute a method comprising:

obtain a multi-frame image of a parking scene
by a camera at a first time interval;
obtain point cloud data of the parking scene by
a laser radar at a second time interval;
identify wheel stop information in the multi-frame
image by a pre-trained wheel stop identification
model;
obtain a wheel stop classification result by fusing
the wheel stop information in the multi-frame im-
age;
build an initial wheel stop three-dimensional
map based on a vehicle positioning result and
the wheel stop classification result; and
obtain a wheel stop three-dimensional map by
revising the initial wheel stop three-dimensional
map in combination with wheel stop position in-
formation in the point cloud data.

14. The non-transitory computer-readable storage me-
dium according to claim 13, wherein the wheel stop
information comprises a wheel stop type, a wheel
stop width, a wheel stop length and pixel coordinates
of a wheel stop; and when the computer program
instructions are executed by a processor, the proc-
essor is caused to:

identify the pixel coordinates of the wheel stop
in the multi-frame image by the wheel stop iden-
tification model;
project the wheel stop on the ground based on
the pixel coordinates of the wheel stop; and
track the wheel stop with a Hungarian algorithm
according to a projection of the wheel stop on
the ground to obtain the wheel stop type and the
wheel stop length in the multi-frame image.

15. A chip, comprising:

an interface; and
a processor that is communicatively coupled to
the interface, wherein the processor is config-
ured to perform the method according to any
one of claims 1-6.
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