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(57) An electronic apparatus includes a memory con-
figured to store data corresponding to a neural network
model, a neural network accelerator including a buffer
configured to temporarily store the data corresponding
to the neural network model, and a core configured to
perform a computation on the neural network model
based on the data stored in the buffer, and a processor
configured to determine a plurality of combinations in-
cluding fused layers and non-fused layers based on a
method of selecting and fusing adjacent layers of the
neural network model, based on a capacity of the buffer,
determine a size of a tile capable of being processed in
one computation in the core to acquire feature values
output by the fused layers and the non-fused layers, and
based on a first memory usage and computation time for
storing the feature values in the buffer, determine wheth-
er to store the feature values in the memory.
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Description

[Technical Field]

[0001] The disclosure relates to an electronic appara-
tus and a method for controlling the electronic apparatus.
More particularly, the disclosure relates to an electronic
apparatus capable of performing a computation on a neu-
ral network model using a neural network accelerator and
a method for controlling the same.

[Background Art]

[0002] In recent years, technologies related to neural
network accelerators, which include dedicated hardware
for implementing and executing artificial intelligence,
have been developed. Particularly, there is a need for a
technology to reduce data transmission between a buffer
included in the neural network accelerator (e.g., a global
buffer) and a memory outside the neural network accel-
erator (e.g., a main memory) (i.e., to reduce an execution
time consumed in off-chip memory transfer).
[0003] In a layer-by-layer execution method, which is
a method of performing one operation for each of a plu-
rality of layers included in a neural network model, it is
possible to reduce data transmission that occurs while
performing one layer, but there is a limit in that it is difficult
to reduce off-chip memory transfer due to data transmis-
sion between several layers when computing a neural
network model consisting of several layers.
[0004] In a fused layer execution method, which is a
method in which successive layers are fused and the
next layer uses a computation result of a previous layer
as it is without storing the computation result of the pre-
vious layer in a main memory in the fused layer, there is
a problem that data transmission for an intermediate
computation result between the fused layers can only be
reduced, and off-chip memory transfer may occur in the
data transmission for the computation result between the
fused and unfused layers.

[Disclosure]

[Technical Problem]

[0005] Provided are an electronic apparatus for im-
proving a computational efficiency of a neural network
accelerator by minimizing data transmission between a
buffer included in the neural network accelerator and a
memory outside the neural network accelerator, and a
method for controlling the same.

[Technical Solution]

[0006] According to an aspect of the disclosure, an
electronic apparatus may include a memory configured
to store data corresponding to a neural network model,
a neural network accelerator including a buffer config-

ured to temporarily store the data corresponding to the
neural network model, and a core configured to perform
a computation on the neural network model based on the
data stored in the buffer, and a processor configured to
determine a plurality of combinations including fused lay-
ers and non-fused layers based on a method of selecting
and fusing adjacent layers of the neural network model,
based on a capacity of the buffer, determine a size of a
tile capable of being processed in one computation in the
core to acquire feature values output by the fused layers
and the non-fused layers, based on a first memory usage
and computation time for storing the feature values in the
buffer, determine whether to store the feature values in
the memory, based on determining to store the feature
values in the memory, identify a first combination among
the plurality of combinations to be used in a computation
of the neural network model by calculating a data trans-
mission time between the buffer and the memory, and
calculating a computation time of the core.
[0007] The fused layers may include a first layer and
a second layer adjacent to the first layer, a first feature
value output by the first layer may be configured to be
stored in the buffer and input to the second layer without
storing in the memory, a second feature value output by
the second layer may be configured to be acquired based
on the first feature value, based on the second feature
value being determined not to be stored in the memory,
the second feature value may be configured to be stored
in the buffer and input to a third layer, based on the sec-
ond feature value being determined to be stored in the
memory, the second feature value may be configured to
be stored in the memory and input to the third layer.
[0008] The size of the tile and a data size of the second
feature value may be configured to be determined ac-
cording to a number of rows, a number of columns, a
depth of a matrix representing the tile and the second
feature value.
[0009] The processor may be further configured to de-
termine, based on a second memory usage correspond-
ing to the data size of the second feature value being
less than a size of the buffer, the size of the tile to corre-
spond to the data size of the second feature value, and
determine, based on the second memory usage corre-
sponding to the data size of the second feature value
being greater than the size of the buffer, the size of the
tile to a size less than the data size of the second feature
value.
[0010] The processor may be further configured to de-
termine whether to store the second feature value in the
buffer or not to store the second feature value in the mem-
ory, based on the second feature value being stored in
the buffer, based on a third memory usage required to
perform a computation of the second layer being less
than a remaining capacity of the buffer, based on a fourth
memory usage required to perform a computation of each
of at least one layer using the second feature value being
less than the remaining capacity of the buffer, and based
on a computation time for acquiring the second feature
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value being less than the second feature value being
stored in the memory.
[0011] The processor may be further configured to
identify the first combination as a combination in which
a sum of the data transmission time between the buffer
and the memory, and the computation time of the core
among the plurality of combinations is a minimum.
[0012] The processor may be further configured to con-
vert data with respect to the neural network model into a
first graph of a predetermined form, convert the first graph
into a second graph corresponding to the first combina-
tion, and based on the second graph, generate a code
in which data with respect to the neural network model
can be processed in the neural network accelerator.
[0013] According to an aspect of the disclosure, a
method for controlling an electronic apparatus including
a memory configured to store data corresponding to a
neural network model, and a neural network accelerator
including a buffer configured to temporarily store the data
corresponding to the neural network model and a core
configured to perform a computation on the neural net-
work model based on the data stored in the buffer, may
include determining a plurality of combinations including
fused layers and non-fused layers based on a method of
selecting and fusing adjacent layers of the neural network
model, based on a capacity of the buffer, determining a
size of a tile capable of being processed in one compu-
tation in the core to acquire feature values output by the
fused layers and the non-fused layers, based on a first
memory usage and computation time for storing the fea-
ture values in the buffer, determining whether to store
the feature values in the memory, and based on deter-
mining to store the feature values in the memory, identi-
fying a first combination among the plurality of combina-
tions to be used in a computation of the neural network
model by calculating a data transmission time between
the buffer and the memory, and calculating a computation
time of the core according to the plurality of combinations.
[0014] The fused layers may include a first layer and
a second layer adjacent to the first layer, a first feature
value output by the first layer may be configured to be
stored in the buffer and input to the second layer without
storing in the memory, a second feature value output by
the second layer may be configured to be acquired based
on the first feature value, based on the second feature
value being determined not to be stored in the memory,
the second feature value may be configured to be stored
in the buffer and input to a third layer, based on the sec-
ond feature value being determined to be stored in the
memory, the second feature value may be configured to
be stored in the memory and input to the third layer.
[0015] The size of the tile and a data size of the second
feature value may be configured to be determined ac-
cording to a number of rows, a number of columns, a
depth of a matrix representing the tile and the second
feature value.
[0016] Determining the size of the tile may include de-
termining, based on a second memory usage corre-

sponding to the data size of the second feature value
being less than a size of the buffer, the size of the tile to
correspond to the data size of the second feature value,
and determining, based on the second memory usage
corresponding to the data size of the second feature val-
ue being greater than the size of the buffer, the size of
the tile to a size less than the data size of the second
feature value.
[0017] The determining whether to store the feature
value in the memory may include determining whether
to store the second feature value in the buffer or not to
store the second feature value in the memory, based on
the second feature value being stored in the buffer, based
on a third memory usage required to perform a compu-
tation of the second layer being less than a remaining
capacity of the buffer, based on a fourth memory usage
required to perform a computation of each of at least one
layer using the second feature value being less than the
remaining capacity of the buffer, and based on a com-
putation time for acquiring the second feature value being
less than the second feature value being stored in the
memory.
[0018] The identifying the first combination may in-
clude identifying the first combination as a combination
in which a sum of the data transmission time between
the buffer and the memory, and the computation time of
the core among the plurality of combinations is a mini-
mum.
[0019] The method may include converting data with
respect to the neural network model into a first graph of
a predetermined form, converting the first graph into a
second graph corresponding to the first combination, and
based on the second graph, generating a code in which
data with respect to the neural network model can be
processed in the neural network accelerator.
[0020] According to an aspect of the disclosure, a non-
transitory computer-readable storage medium may store
instructions that, when executed by a processor of an
electronic apparatus, the electronic apparatus including
a memory configured to store data corresponding to a
neural network model and a neural network accelerator
including a buffer configured to temporarily store the data
corresponding to the neural network model and a core
configured to perform a computation on the neural net-
work model based on the data stored in the buffer, cause
the processor to determine a plurality of combinations
including fused layers and non-fused layers based on a
method of selecting and fusing adjacent layers of the
neural network model, based on a capacity of the buffer,
determine a size of a tile capable of being processed in
one computation in the core to acquire feature values
output by the fused layers and the non-fused layers,
based on a first memory usage and computation time for
storing the feature values in the buffer, determine wheth-
er to store the feature values in the memory, and based
on determining to store the feature values in the memory,
identify a first combination among the plurality of combi-
nations to be used in a computation of the neural network
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model by calculating a data transmission time between
the buffer and the memory, and calculating a computation
time of the core according to the plurality of combinations.

[Description of Drawings]

[0021]

FIG. 1 is a block diagram illustrating a configuration
of an electronic apparatus according to an example
embodiment;
FIG. 2 is a diagram illustrating a neural network mod-
el computation process performed using data stored
in a memory and a buffer together with a structure
of the neural network model according to an example
embodiment;
FIG. 3 is a flowchart illustrating in detail a process
of determining a size of a tile according to an example
embodiment;
FIG. 4 is a flowchart illustrating in detail a process
of determining whether to cache a feature value ac-
cording to an example embodiment;
FIG. 5 is a block diagram illustrating an embodiment
in which a model optimization module is implement-
ed in a neural processing unit (NPU) compiler ac-
cording to an example embodiment;
FIG. 6 is a diagram illustrating in detail an operation
when a model optimization module is implemented
in a NPU compiler according to an example embod-
iment;
FIGS. 7 and 8 are graphs illustrating an effect ac-
cording to the disclosure according to example em-
bodiments; and
FIG. 9 is a flowchart illustrating a method of control-
ling an electronic apparatus according to an example
embodiment.

[Best Mode]

[0022] The disclosure may have several embodi-
ments, and the embodiments may be modified variously.
In the following description, specific embodiments are
provided with accompanying drawings and detailed de-
scriptions thereof. However, it should be understood that
the disclosure is not limited to the specific embodiments
described hereinafter, but includes various modifica-
tions, equivalents, and/or alternatives of the embodi-
ments of the disclosure. In relation to explanation of the
drawings, similar drawing reference numerals may be
used for similar constituent elements.
[0023] In describing exemplary embodiments, detailed
description of relevant known functions or components
may be omitted if it would obscure the description of the
subject matter.
[0024] In addition, the exemplary embodiments may
be changed in various forms, and therefore, the technical
scope is not limited to the following exemplary embodi-
ments. Rather, these exemplary embodiments are pro-

vided to make the disclosure thorough and complete.
[0025] The terms used herein are solely intended to
explain a specific exemplary embodiment, and not to limit
the scope of the disclosure. Singular forms are intended
to include plural forms unless the context clearly indicates
otherwise.
[0026] Singular forms are intended to include plural
forms unless the context clearly indicates otherwise. In
the present application, the terms "include" and "com-
prise" designate the presence of features, numbers,
steps, operations, components, elements, or a combina-
tion thereof that are written in the specification, but do
not exclude the presence or possibility of addition of one
or more other features, numbers, steps, operations, com-
ponents, elements, or a combination thereof.
[0027] In the description, the term "A or B", "at least
one of A or/and B", or "one or more of A or/and B" may
include all possible combinations of the items that are
enumerated together. For example, the term "A or B" or
"at least one of A or/and B" may designate (1) at least
one A, (2) at least one B, or (3) both at least one A and
at least one B.
[0028] The expression "1", "2", "first", or "second" as
used herein may modify a variety of elements, irrespec-
tive of order and/or importance thereof, and only to dis-
tinguish one element from another. Accordingly, without
limiting the corresponding elements.
[0029] When an element (e.g., a first element) is "op-
eratively or communicatively coupled with/to" or "con-
nected to" another element (e.g., a second element), an
element may be directly coupled with another element
or may be coupled through the other element (e.g., a
third element).
[0030] On the other hand, when an element (e.g., a
first element) is "directly coupled with/to" or "directly con-
nected to" another element (e.g., a second element), an
element (e.g., a third element) may not be existed be-
tween the other element.
[0031] In the description, the term "configured to" may
be changed to, for example, "suitable for", "having the
capacity to", "designed to", "adapted to", "made to", or
"capable of’ under certain circumstances. The
term "configured to (set to)" does not necessarily
mean "specifically designed to" in a hardware level.
[0032] Under certain circumstances, the term "device
configured to" may refer to "device capable of’ doing
something together with another device or components.
For example, the term "processor configured (or config-
ured to perform) A, B, and C" may refer to a processor
(e.g., an embedded processor) dedicated to performing
the operations, or may refer to a generic-purpose proc-
essor (e.g., a central processing unit (CPU) or an appli-
cation processor (AP)) capable of performing corre-
sponding operations by executing one or more software
programs stored in a memory device.
[0033] In the embodiments disclosed herein, a term
’module’ or ’unit’ may refer to an element that performs
at least one function or operation. The ’module’ or ’unit’
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may be realized as hardware, software, or combinations
thereof. In addition, a plurality of ’modules’ or ’units’ may
be integrated into at least one module and may be real-
ized as at least one processor in an integrated manner
except for ’modules’ or ’units’ that should be realized in
specific hardware.
[0034] Further, various elements and areas in the
drawings are schematically drawn. Therefore, the tech-
nical ideas are not limited by a relative size or interval
drawn in the accompanying drawings.
[0035] The example embodiments of the disclosure
will be described in greater detail below in a manner that
will be understood by one of ordinary skill in the art.
[0036] FIG. 1 is a block diagram illustrating a configu-
ration of an electronic apparatus 100 according to an
example embodiment. FIG. 2 is a diagram illustrating a
neural network model computation process performed
using data stored in a memory 110 and a buffer 121 to-
gether with a structure of the neural network model ac-
cording to an embodiment. Hereinafter, various example
embodiments of the disclosure will be described with ref-
erence to FIGS. 1 and 2.
[0037] As shown in FIG. 1, the electronic apparatus
100 according to an embodiment of the disclosure may
include a memory 110, a neural network accelerator 120,
and a processor 130, and the neural network accelerator
120 may include a buffer 121 and a core 122.
[0038] The electronic apparatus 100 according to the
disclosure may refer to an apparatus capable of perform-
ing a computation on a neural network model using the
neural network accelerator 120. There is no particular
limitation on the type of the electronic apparatus 100 ac-
cording to the disclosure, and any device capable of per-
forming a computation on a neural network model using
the neural network accelerator 120 may correspond to
the electronic apparatus 100 according to the disclosure.
[0039] The neural network model according to the dis-
closure may refer to an artificial intelligence (AI) model
including a neural network, and may be learned by deep
learning. The neural network model may be of types such
as an object recognition model, an automatic speech rec-
ognition model, a speech synthesis model, or the like,
but the neural network model according to the disclosure
is limited to the embodiment described above.
[0040] The type of neural network included in the neu-
ral network model according to the disclosure is also not
limited to a specific type. The neural network model ac-
cording to the disclosure may include various types of
neural networks such as a deep neural network (DNN),
a convolutional neural network (CNN), a recurrent neural
network (RNN), a generative adversarial network (GAN),
or the like. Also, the neural network model according to
the disclosure may be implemented in the form of an on-
device included in the electronic apparatus 100, and may
also be included in an external device connected to the
electronic apparatus 100.
[0041] At least one instruction related to the electronic
apparatus 100 may be stored in the memory 110. In ad-

dition, an operating system (O/S) for driving the electronic
apparatus 100 may be stored in the memory 110. In ad-
dition, various software programs or applications for op-
erating the electronic apparatus 100 according to various
embodiments of the disclosure may be stored in the
memory 110. In addition, the memory 110 may include
a semiconductor memory such as a flash memory or a
magnetic storage medium such as a hard disk.
[0042] Specifically, various software modules for op-
erating the electronic apparatus 100 may be stored in
the memory 110 according to various embodiments of
the disclosure, and the processor 130 may execute var-
ious software modules stored in the memory 110 to con-
trol the operation of the electronic apparatus. The mem-
ory 110 may be accessed by the processor 130, and
perform readout, recording, correction, deletion, update,
or the like, on data by the processor 130.
[0043] According to an embodiment of the disclosure,
the term of the memory 110 may include the memory
110, read-only memory (ROM) and random access mem-
ory (RAM) within the processor 130, and a memory card
attached to the electronic apparatus 100 (e.g., micro se-
cure digital (SD) card or memory stick).
[0044] Particularly, according to various embodiments
of the disclosure, data for a neural network model may
be stored in the memory 110. Here, the data with respect
to the neural network model may include information on
a plurality of layers constituting the neural network model,
information on weights and biases corresponding to each
of the plurality of layers, input data input to the neural
network model, information on output data output by the
neural network model, or the like.
[0045] In addition, the memory 110 may store various
information such as information on a plurality of combi-
nations including fused layers and non-fused layers, in-
formation on a size of tiles for each of the plurality of
layers, usage and computation time of the memory 110,
information on a data transmission time between the buff-
er 121 and the memory 110.
[0046] In addition, various information necessary with-
in the scope for achieving an object of the disclosure may
be stored in the memory 110, and the information stored
in the memory 110 may be updated as it is received from
an external device or input by the user.
[0047] The neural network accelerator 120 may refer
to dedicated hardware for implementing and executing
artificial intelligence, and may also be referred to as an
AI accelerator or AI chipsets. For example, the neural
network accelerator 120 may be a graphics processing
unit (GPU), a CPU, a field programmable gate array (FP-
GA), an application-specific integrated circuit (ASIC), or
a system on chip (SoC) based neural network accelerator
120, but is not limited thereto.
[0048] As illustrated in FIG. 1, the neural network ac-
celerator 120 may include a buffer 121 and a core 122.
FIG. 1 illustrates a case there is one buffer 121 and one
core 122, respectively, this is only an exemplary embod-
iment, and a plurality of the buffers 121 and the core 122
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may be implemented, respectively.
[0049] The buffer 121 may temporarily store data with
respect to the neural network model. Specifically, data
necessary for the core 122 to perform a computation
among data with respect to the neural network model
may be temporarily stored in the buffer 121, and data
according to a computation result of the core 122 may
be temporarily stored before being saved in the memory
110. Accordingly, a capacity of the buffer 121 may be
less than a capacity of the memory 110. The buffer 121
may be referred to as a global buffer, while the memory
110 may be referred to as a main memory 110 in order
to distinguish it from the buffer 121.
[0050] The core 122 may perform a computation on
the neural network model based on data stored in the
buffer 121. Specifically, the core 122 may read input val-
ue and weight, which are information necessary for the
computation, from the buffer 121, perform the computa-
tion using the input value and the weight, and perform a
process of writing an output value according to a result
of the computation to the buffer 121.
[0051] As described above, data movement may occur
between the buffer 121 and the memory 110 in the proc-
ess of reading and writing data. For example, when data
required for a computation does not exist in the buffer
121, it may be transferred from the memory 110 to the
buffer 121, and when it is required to empty a capacity
of the buffer 121 for the next computation after the core
122 performs a specific computation, data stored in the
buffer 121 may be transmitted to the memory 110.
[0052] The data movement between the buffer 121 and
the memory 110 may be referred to as off-chip memory
transfer, as distinguished from on-chip memory transfer
that is data movement between the buffer 121 and the
core 122, and it accounts for a very large part of the ex-
ecution time of the neural network accelerator 120. For
example, in case of various types of existing CNN accel-
erators, about 71% of a total execution time may be con-
sumed on average for off-chip memory transfer. And, ac-
cording to various embodiments of the disclosure as will
be described below, the off-chip memory transfer of the
neural network accelerator 120 may be significantly re-
duced.
[0053] The processor 130 controls the overall opera-
tion of the electronic apparatus 100. Specifically, the
processor 130 may be connected to the configuration of
the electronic apparatus 100 including the memory 110
and the neural network accelerator 120, and execute at
least one instruction stored in the memory 110, thereby
controlling the overall operation of the electronic appa-
ratus 100.
[0054] The processor 130 may be realized in various
methods. For example, the processor 130 may be at least
one of a processor, an ASIC, an embedded processor,
a microprocessor, hardware control logic, hardware Fi-
nite State Machine (FSM), and a Digital Signal Processor
(DSP). The term processor 130 may be used to include
a CPU, a GPU, a main processing unit (MPU), or the like.

[0055] Particularly, in various embodiments according
to the disclosure, the processor 130 may reduce off-chip
memory transfer by identifying an optimal combination
among a plurality of combinations according to a fusion
of adjacent layers of the neural network model, and a
control process by the processor 130 according to the
disclosure will be described in detail.
[0056] The processor 130 may determine a plurality of
combinations including fused layers and non-fused lay-
ers based on a method of selecting and fusing some of
the adjacent layers of the neural network model.
[0057] Here, the fusion of layers may refer to a tech-
nique of treating and computing adjacently connected
layers among a plurality of layers included in the neural
network model as if they were one layer. Specifically,
when two layers are fused, a computation result of a first
layer may not be stored in the memory 110 but may be
used by the next layer while stored in the buffer 121.
[0058] For example, referring to FIG. 2, the neural net-
work model according to the disclosure may include a
first layer 210, a second layer 220 connected adjacent
to the second layer, and a third layer 230 connected ad-
jacent to the second layer 220. Here, the first layer 210
and the second layer 220 may be fused layers, and the
third layer 230 may be a non-fused layer. A dotted line
215 of FIG. 2 is to indicate that the first layer 210 and the
second layer 220 are fused layers.
[0059] When the first layer 210 and the second layer
220 are fused, as shown in FIG. 2, a first feature value
output by the first layer 210 may be stored in the buffer
121 and may be input to the second layer 220 without
being stored in the memory 110. When the first feature
value is input to the second layer 220, the second layer
220 may acquire a second feature value based on the
first feature value. Whether the second feature value ac-
quired by the second layer 220 is stored in the buffer 121
and then stored in the memory 110 will be described be-
low.
[0060] In the above description, it is assumed that the
first layer 210 and the second layer 220 are fused and
the third layer 230 is not fused among the plurality of
layers. The second layer 220 and the third layer 230 may
be fused and the first layer 210 may not be fused. Which
layers among the plurality of layers are fused and which
layers are not may be determined in various ways ac-
cording to a method of selecting and fusing some of adj
acent layers of the neural network model. As described
above, a plurality of combinations including fused layers
and unfused layers may be determined according to a
method of selecting and fusing some of the adjacent lay-
ers of the neural network model may be referred to as a
so-called candidate partition process.
[0061] The processor 130 may determine a size of a
tile that can be processed in one computation in the core
122 according to a plurality of combinations to acquire a
feature value output by each of the fused layers and the
non-fused layers, based on a capacity of the buffer 121.
[0062] Here, the tile may refer to a computation unit
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that can be processed in one computation in the core
122 to acquire a feature value. Specifically, when the size
of the buffer 121 is limited and thus feature values of the
layers cannot be computed at once, the processor 130
may divide the feature values into tile units, compute each
of the feature values, and sum results of the computation
for each tile to acquire a final feature value. For example,
a size of the tile may be determined according to the
number of rows, the number of columns, and a depth of
a matrix representing the tile, and a data size of the fea-
ture value may also be determined according to the
number of rows, the number of columns, and a depth of
a matrix representing the feature value.
[0063] As shown in FIG. 2, when the first layer 210 and
the second layer 220 are fused, when the memory usage
corresponding to a data size of the second feature value
is less than a size of the buffer 121, the processor 130
may determine a size of a tile to correspond to the data
size of the second feature value. When the entire second
feature value can be processed by the buffer 121, the
processor 130 may determine the size of the tile as a
size corresponding to the data size of the second feature
value. For example, when the data size of the second
feature value corresponds to a 9x9x9 matrix and a com-
putation process for acquiring the second feature value
of the 9x9x9 matrix can be performed by the buffer 121,
the size of the tile may be determined as 9x9x9.
[0064] When the memory usage corresponding to the
data size of the second feature value is greater than the
size of the buffer 121, the processor 130 may determine
the size of the tile to be less than the data size of the
second feature value. If the entire second feature value
cannot be processed by the buffer 121, the processor
130 may reduce the size of the tile to a size less than the
data size of the second feature value. For example, if the
data size of the second feature value corresponds to the
9x9x9 matrix and the computation process for acquiring
the second feature value of the 9x9x9 matrix cannot be
performed by the buffer 121, the size of the tile may be
determined as 3x3x3 less than the 9x9x9.
[0065] The process of determining the size of a tile
based on the capacity of the buffer 121 may be referred
to as a so-called tiling process, and various embodiments
of the tiling process will be described in more detail with
reference to FIG. 3.
[0066] The processor 130 may determine whether to
store each feature value in the memory 110 according
to the plurality of combinations based on the memory
usage and a computation time in case of storing each
feature value of each of the fused layers and the non-
fused layers in the buffer 121
[0067] Specifically, in each of the plurality of combina-
tions according to the disclosure, the processor 130 may
determine whether to store feature values of the fused
layers and the non-fused layers in the buffer 121 to be
used immediately in the next layer, or store them in the
memory 110 and reloaded be used in the next layer.
[0068] As an example, when the first layer 210 and the

second layer 220 are fused as shown in FIG. 2, assuming
that the second feature value is stored in the buffer 121,
first, if a memory usage 110 to perform a computation of
the second layer 220 is less than a remaining capacity
of the buffer 121, second, if the memory usage 110 to
perform each computation of at least one layer using the
second feature value is less than the remaining capacity
of the buffer 121, and third, if a computation time for ac-
quiring the second feature value is less than a case when
the second feature value is stored in the memory 110,
the processor 130 may determine that the second feature
value is stored in the buffer 121 and not stored in the
memory 110.
[0069] If it is determined not to store the second feature
value in the memory 110, the second feature value may
be stored in the buffer 121 and then input to the third
layer 230. If it is determined to store the second feature
value in the memory 110, the second feature value may
be stored in the memory 110 and input to the third layer
230. The second feature value of the memory 110 is in-
dicated by a dotted line in FIG. 2, since the second feature
value may be stored in the memory 110 only when it is
determined to be stored in the memory 110.
[0070] A process of storing the feature value in the buff-
er 121 and using it immediately in the next layer may be
referred to as caching, and a method of determining
whether to cache according to the disclosure will be de-
scribed in more detail with reference to FIG. 4.
[0071] If adjacent layers of a neural network model are
fused, off-chip memory transfer for intermediate compu-
tation results between fused layers may be reduced, but
there is a limit that data transmission with respect to the
computation results between fused and unfused layers
can be reduced. Accordingly, the processor 130 may
store the computation results of the fused layers and the
non-fused layers in the buffer 121 without transmitting
them to the memory 110.
[0072] However, as the computation results of the
fused and non-fused layers are stored in the buffer 121,
the capacity of the buffer 121 is limited, and accordingly,
the size of the tile for performing the computation of each
layer may be reduced. Accordingly, in determining
whether to store the feature values of the fused and non-
fused layers in the buffer 121 instead of in the memory
110, the size of the tile for performing the computation
of each layer may be required to be considered together.
[0073] The result of layer fusion may affect caching,
and the result of caching may also affect layer fusion,
and thus the processor 130 may perform a fusion proc-
ess, a tiling process, and a caching process according
to the disclosure, and identify an optimal combination by
calculating a cost consumed according to the plurality of
combinations, that is an execution time.
[0074] In an embodiment, the processor 130 may,
based on whether to store the size of the tile and each
feature value determined as described above in the
memory 110, identify a combination to be used for com-
putation of the neural network model among a plurality
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of combinations by calculating the data transmission time
between the buffer 121 and the memory 110 and the
computation time of the core 122 for each of the plurality
of combinations. Hereinafter, a combination to be used
for computation of a neural network model among a plu-
rality of combinations may be briefly referred to as an
"optimal combination".
[0075] Specifically, when the size of the tile and wheth-
er to cache the feature value for each of the plurality of
layers are determined for each of the plurality of combi-
nations according to the disclosure, the processor 130
may calculate a data transmission time (i.e., off-chip
memory transfer) between the buffer 121 and the mem-
ory 110 for each of the plurality of combinations and a
computation time of the core 122. In addition, the proc-
essor 130 may identify a combination in which a sum of
the data transmission time between the buffer 121 and
the memory 110 and the computation time of the core
122 is a minimum among the plurality of combinations
as the optimal combination.
[0076] According to the embodiment of the disclosure
as described above, the electronic apparatus 100 may
minimize data transmission between the buffer 121 in-
cluded in the neural network accelerator 120 and the
memory 110 external to the neural network accelerator
120, thereby remarkably improving a computational effi-
ciency of the accelerator 120.
[0077] FIG. 3 is a flowchart illustrating in detail a proc-
ess of determining a size of a tile according to an example
embodiment.
[0078] In the description of FIG. 3, as in the example
of FIG. 2, it is assumed that the neural network model
according to the disclosure includes a first layer, a second
layer connected adjacent to the second layer, and a third
layer connected adjacent to the second layer, and the
first layer and the second layer are fused. Hereinafter, a
process of determining a size of a tile corresponding to
the second layer among the plurality of layers will be de-
scribed with reference to FIG. 3, but the same process
may be applied to the other layers.
[0079] As shown in FIG. 3, in operation S310, the proc-
essor 130 may initialize the size of the tile corresponding
to the second layer to correspond to the data size of the
second feature value. Specifically, since the processor
130 may set the size of the tile and determine whether
the size of the set tile is appropriate, initially, the proces-
sor 130 may set the size of the tile to correspond to the
data size of the second feature value. For example, the
processor 130 may initialize the size of the tile to corre-
spond to the number of rows, the number of columns,
and a depth of a matrix representing the second feature
value.
[0080] When the size of the tile is set, in operation
S320, the processor 130 may calculate the memory us-
age 110 according to the set size of the tile. The processor
130 may calculate a footprint of the memory 110 for per-
forming a computation according to the set size of the tile.
[0081] When the memory usage is calculated accord-

ing to the size of the tile, in operation S330, the processor
130 may identify whether the calculated memory usage
exceeds a capacity of the buffer 121.
[0082] When the calculated memory usage exceeds
the capacity of the buffer 121 (S330-Y), in operation
S340, the processor 130 may determine the set tile (i.e.,
a tile that is a computation target of the memory usage)
is a tile with a size that can be processed. If the capacity
of the buffer 121 is sufficient compared to the memory
footprint for performing a computation according to the
size of the set tile, the processor 130 may determine the
size of the corresponding tile as the size of the tile for
acquiring the second feature value corresponding to the
second layer.
[0083] If the calculated memory usage does not ex-
ceed the capacity of the buffer 121 (S330-Y), in operation
S350, the processor 130 may identify whether the size
of the set tile can be reduced. If the capacity of the buffer
121 is not sufficient compared to the memory footprint
for performing a computation according to the size of the
set tile, the processor 130 may reset the size of the tile
by reducing the size of the tile in order to reduce the
memory footprint.
[0084] Here, reducing the size of the tile may mean
reducing at least one of the number of rows, the number
of columns, and the depth of the matrix representing the
tile, and this may mean a case in which the number of
rows, the number of columns, and the depth of the matrix
are all 1 (i.e., 1x1x1).
[0085] If it is determined that the size of the set tile
cannot be reduced (S350-N), in operation S360, the proc-
essor 130 may determine that the set tile is a tile with an
unprocessable size. If it is identified that the size of the
set tile can be reduced (S350-N), in operation S370, the
processor 130 may decrease the size of the set tile. For
example, when the size of the set tile corresponds to a
9x9x9 matrix, the processor 130 may reduce the size of
the set tile to 3x3x3, 9x9x3, or the like.
[0086] When the size of the tile is reset as the size of
the tile is reduced, the processor 130 may calculate the
memory usage according to the reset size of the tile (i.e.,
return to operation S320), and repeat the process of FIG.
3 with a method of identifying whether the calculated
memory usage exceeds the capacity of the buffer 121.
Also, the processor 130 may repeat and perform the tiling
process of FIG. 3 for all layers for a candidate partition,
that is, each of the plurality of combinations according to
the disclosure.
[0087] FIG. 4 is a flowchart illustrating in detail a proc-
ess of determining whether to cache a feature value ac-
cording to an example embodiment.
[0088] In the description of FIG. 4, as in the example
of FIG. 2, it is assumed that the neural network model
according to the disclosure includes a first layer, a second
layer connected adjacent to the second layer, and a third
layer connected adjacent to the second layer, and the
first layer and the second layer are fused.
[0089] The processor 130 may sort the fused layers
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and the non-fused layers according to the plurality of
combinations. Specifically, the processor 130 may per-
form so-called topological sorting, sort the fused layers
and the unfused layers according to the performance or-
der, and determine whether to cache feature values of
each layer by a method of sequentially visiting according
to the sorted order.
[0090] Hereinafter, with reference to FIG. 4, only a
process of determining whether to cache the second fea-
ture value output by the second layer will be described
on the assumption that the tiling process as described
above in FIG. 3 is performed, but the entire process of
determining whether to cache may be performed through
a process of sequentially determining whether to cache
each feature value according to the sorted order as de-
scribed above.
[0091] As shown in FIG. 4, in operation S410, the proc-
essor 130 may assume that the second feature value is
stored in the buffer 121. Accordingly, the processor 130
may calculate a remaining capacity of the buffer 121 on
the assumption that the second feature value is stored
in the buffer 121. Thereafter, the processor 130 may de-
termine whether to cache the second feature value ac-
cording to whether the following three conditions are sat-
isfied.
[0092] In operation S420, the processor 130 may iden-
tify whether the memory usage required to perform a
computation of the second layer is less than the remain-
ing capacity of the buffer 121. When the second feature
value is stored in the buffer 121, the processor 130 may
identify whether the computation process of the second
layer can be performed based on the remaining capacity
of the buffer 121.
[0093] In operation S430, the processor 130 may iden-
tify whether the memory usage required to perform the
computation of each layer using the second feature value
is less than the remaining capacity of the buffer 121.
When the processor 130 stores the second feature value
in the buffer 121, it may be identified whether the com-
putation process of all layers using the second feature
value as an input value can be performed, based on the
remaining capacity of the buffer 121.
[0094] In operation S440, the processor 130 may iden-
tify whether a computation time is less than a computation
time when the second feature value is stored in the mem-
ory 110. The processor 130 may compare a data trans-
mission time and a computation time of the core 122
when the second feature value is stored in the buffer 121,
with a data transmission time and a computation time of
the core 122 when the second feature value is stored in
the memory 110 to identify whether a cost when the sec-
ond feature value is stored in the buffer 121 is less than
a benefit.
[0095] When all three conditions as described above
are satisfied (S420-Y, S430-Y, S440-Y), in operation
S450, the processor 130 may determine not to store the
second feature value in the memory 110. When all three
conditions are satisfied, the second feature value may

be cached in the buffer 121 and not stored in the memory
110. In this case, the second feature value may be directly
input to the third layer from the buffer 121.
[0096] If any one of the three conditions as described
above is not satisfied (S420-N, S430-N, and S440-N),
the processor 130 may determine to store the second
feature value in the memory 110. If at least one of the
three conditions is not satisfied, the second feature value
may be stored in the buffer 121 and then stored in the
memory 110, and thereafter, a process that the second
feature value stored in the memory 110 is transmitted to
the buffer 121 may be involved during the computation
process.
[0097] In the above description, it has been described
that the second feature value is not stored in the memory
110 only when all three conditions as described above
are satisfied, but this is only an embodiment, and even
when one or two of the three conditions as described
above are satisfied, the second feature value may be
implemented to be cached in the buffer 121.
[0098] FIG. 5 is a block diagram illustrating an embod-
iment in which a model optimization module 520 accord-
ing to an example embodiment of the disclosure is im-
plemented in a neural processing unit (NPU) compiler
500. FIG. 6 is a diagram illustrating in detail an operation
when a model optimization module 520 is implemented
in a NPU compiler 500 according to an example embod-
iment
[0099] The embodiment of the disclosure as described
above with reference to FIGS. 1 to 4 may be performed
by a module that may be referred to as the model opti-
mization module 520, and the model optimization module
520 may be implemented with one component of the NPU
compiler 500.
[0100] The NPU compiler 500 may refer to a configu-
ration that converts information about a neural network
model into a code that can be processed by the neural
network accelerator 120. Specifically, the NPU compiler
500 may perform a series of processes of converting a
neural network represented by a directed acyclic graph
into a hardware instruction set. The NPU compiler 500
may include a parsing module 510 and a code generation
module 530, particularly, the NPU compiler 500 accord-
ing to the disclosure may include the model optimization
module 520 together with the parsing module 510 and
the code generation module 530.
[0101] The parsing module 510 may refer to a module
capable of converting information about a neural network
model into an intermediate representation (IR) graph in
the form of a directed graph. Here, a node of the IR graph
may refer to a layer, and an edge may refer to a data
dependency between layers. Each layer may include in-
formation such as a type (e.g., convolution, max pool)
and weights and biases required for a corresponding
computation.
[0102] The model optimization module 520 may refer
to a module capable of acquiring an IR graph in which
off-chip memory transfer is minimized by optimizing the
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IR graph acquired through the parsing module 510. Spe-
cifically, an optimization process according to the model
optimization module 520 may be performed as shown in
FIG. 6.
[0103] Specifically, in operation S610, the model opti-
mization module 520 may perform an initialization proc-
ess. Here, the initialization process may refer to a process
of generating a combination in which all layers of the
neural network model are not fused.
[0104] When the initialization process is performed, in
operation S620, the processor 130 may determine a plu-
rality of combinations. Specifically, the processor 130
may determine a plurality of combinations based on a
method of selecting and fusing some of adj acent layers
of the neural network model. The processor 130 may
identify all cases in which adjacent layers of the neural
network model can be fused, and determine a plurality
of combinations according to each case.
[0105] When a plurality of combinations are deter-
mined, in operation S630, the processor 130 may per-
form a cost analysis process. Specifically, in operation
S640, the processor 130 may perform a tiling process
and a caching process according to the disclosure and,
in operation S650, perform a cost computation process
to analyze the cost for each of the plurality of combina-
tions. Here, the cost computation process may refer to a
process of calculating an execution time consumed by
each of the plurality of combinations after performing the
tiling process and the caching process as described with
reference to FIG. 1. Since the tiling process and the cach-
ing process have been described above with reference
to FIGS. 3 and 4, a redundant description of the same
content will be omitted.
[0106] When the cost analysis process is performed,
in operation S660, the processor 130 may perform a com-
bination update process. Specifically, the processor 130
may repeat the process of updating the optimal combi-
nation with the lowest cost combination among the plu-
rality of combinations to identify an optimal combination
among the plurality of combinations.
[0107] As described above, the model optimization
module 520 may identify the optimal combination by re-
peating the process of starting from a combination in
which all layers of the neural network model are not fused
and updating the adjacent layers to a better combination
as the adjacent layers are fused. Accordingly, the model
optimization module 520 may output an optimal IR graph
670 in which off-chip memory transfer is minimized based
on the input IR graph.
[0108] The code generation module 530 may refer to
a module capable of generating a code that can be proc-
essed by the neural network accelerator 120 based on
the optimal IR graph 670 acquired through the model
optimization module 520. Here, the code may be in the
form of a binary file. In addition, the code generation mod-
ule 530 may perform a schedule process for designating
the order of computations and an allocation process for
determining which location in the buffer 121 to allocate

data.
[0109] According to the embodiment described above
with reference to FIGS. 5 and 6, the electronic apparatus
100 may apply the optimization process according to the
disclosure to the process of converting information on
the neural network model into a code that can be proc-
essed by the neural network accelerator 120, thereby
remarkably improving a computational efficiency of the
neural network accelerator 120 by minimizing data trans-
mission between the buffer 121 included in the neural
network accelerator 120 and the memory 110 outside
the neural network accelerator.
[0110] FIGS. 7 and 8 are graphs illustrating an effect
according to the disclosure according to example em-
bodiments.
[0111] Specifically, FIGS. 7 and 8 illustrates a graph
of comparing an execution time of a result of performing
a computation of the CNN according to a baseline and
an execution time of a result of performing a computation
of the CNN according to the disclosure (optimized). Here,
the baseline may refer to a layer-by-layer execution
method in which each computation of a plurality of layers
is performed one by one. An experiment for deriving the
results according to FIGS. 7 and 8 have all been per-
formed through the NPU simulator, and measured by di-
viding an execution cycle of computation, memory 110
read, and memory 110 write. FIG. 7 illustrates an execu-
tion time when the memory 110 bandwidth is 4GB/s, and
FIG. 8 illustrates an execution time when the memory
110 bandwidth is 2GB/s.
[0112] Referring to FIGS. 7 and 8, when a computation
of the convolutional neural network is performed accord-
ing to the disclosure, compared to the case of performing
a computation of the convolutional neural network ac-
cording to the baseline, when the memory 110 bandwidth
is 4GB/s, it shows a 1.97 times improvement in perform-
ance, and when the memory 110 bandwidth is 2GB/s, it
shows a 2.3 times improvement in performance. An op-
timization according to the disclosure is particularly ef-
fective in an Internet of things (IoT) environment or a
mobile environment in which the memory 110 bandwidth
is small.
[0113] As a result of the experiment, the memory 110
read and the memory 110 write corresponding to off-chip
memory transfer are reduced by 42% and 20%, respec-
tively, compared to the baseline.
[0114] Consequently, according to the disclosure, not
only data transmission between fused layers but also da-
ta transmission between unfused layers is optimized,
such that off-chip memory transfer may be remarkably
reduced, and thus a computational efficiency of the neu-
ral network accelerator 120 may be significantly im-
proved.
[0115] FIG. 9 is a flowchart illustrating a method of con-
trolling the electronic apparatus 100 according to an ex-
ample embodiment.
[0116] Referring to FIG. 9, in operation S910, the elec-
tronic apparatus 100 may determine a plurality of com-
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binations including fused layers and unfused layers
based on a method of selecting and fusing some of ad-
jacent layers of a neural network model.
[0117] Specifically, when two layers are fused, a com-
putation result of a first layer may not be stored in the
memory 110 but may be used by the next layer while
stored in the buffer 121. For example, when the first layer
and the second layer are fused, a first feature value out-
put by the first layer may be stored in the buffer 121 and
then input to the second layer without being stored in the
memory 110. And, when the first feature value is input
to the second layer, the second layer may acquire the
second feature value based on the first feature value.
[0118] In operation S920, the electronic apparatus 100
may determine a size of a tile that can be processed in
one computation by the core 122 for each of the plurality
of combinations to acquire a feature value output by each
of fused and non-fused layers based on the capacity of
the buffer 121.
[0119] In an embodiment, when the memory usage
110 corresponding to a data size of the second feature
value is less than the size of the buffer 121, the electronic
apparatus 100 may determine a size of a tile to corre-
spond to the data size of the second feature value. If the
memory usage 110 corresponding to the data size of the
second feature value is greater than the size of the buffer
121, the electronic apparatus 100 may determine the size
of the tile to be less than the data size of the second
feature value.
[0120] In operation S930, the electronic apparatus 100
may determine whether to store each feature value in
the memory 110 according to a plurality of combinations
based on the memory usage and computation time when
each feature value is stored in the buffer 121.
[0121] For example, assuming that the second feature
value output by the second layer is stored in the buffer
121, if the memory usage 110 to perform a computation
of the second layer is less than a remaining capacity of
the buffer 121, if the memory usage 110 to perform each
computation of at least one layer using the second feature
value is less than the remaining capacity of the buffer
121, and if a computation time for acquiring the second
feature value is less than a case when the second feature
value is stored in the memory 110, the electronic appa-
ratus 100 may determine that the second feature value
is stored in the buffer 121 and not stored in the memory
110.
[0122] In operation S940, the electronic apparatus 100
may calculate a data transmission time between the buff-
er 121 and the memory 110 and a computation time of
the core 122 based on whether to store the determined
size of the tile and each feature value in the memory 110
to identify a combination to be used for computation of
the neural network model among the plurality of combi-
nations.
[0123] Specifically, when a size of a tile with respect
to each of the plurality of layers for each of the plurality
of combinations, and whether to cache a feature value

according to the disclosure are determined, the electronic
apparatus 100 may calculate a data transmission time
(i.e., off-chip memory transfer) between the buffer 121
and the memory 110 for each of the plurality of combi-
nations, and the computation time of the core 122. In
addition, the electronic apparatus 100 may identify a
combination in which a sum of the data transmission time
between the buffer 121 and the memory 110, and the
computation time of the core 122 is a minimum among
the plurality of combinations as an optimal combination.
[0124] The controlling method of an electronic appa-
ratus according to the above-described various exem-
plary embodiments may be realized as a program and
provided in a display apparatus or an input apparatus.
Particularly, the program including a method for control-
ling a display apparatus according to exemplary embod-
iments may be stored in a non-transitory computer read-
able medium and provided therein.
[0125] Specifically, a non-transitory computer-reada-
ble recording medium including a program for executing
a control method of the electronic apparatus 100, a meth-
od for controlling an electronic apparatus including a
memory for storing data with respect to a neural network
model, and a neural network accelerator including a buff-
er for temporarily storing data with respect to the neural
network model and a core for performing a computation
on the neural network model based on data stored in the
buffer, the method includes determining a plurality of
combinations including fused layers and non-fused lay-
ers based on a method of selecting and fusing some of
adjacent layers of the neural network model, based on a
capacity of the buffer, determining a size of a tile capable
of being processed in one computation in the core to
acquire a feature value output by each of the fused layers
and non-fused layers according to the plurality of com-
binations, based on a memory usage and computation
time in case of storing the respective feature values in
the buffer, determining whether to store the respective
feature values in the memory according to the plurality
of combinations, and based on whether to store the de-
termined size of the tile and the respective feature values
in the memory, calculating a data transmission time be-
tween the buffer and the memory and computation time
of the core according to the plurality of combinations to
identify a combination to be used in a computation of the
neural network model among the plurality of combina-
tions.
[0126] In the above, the method for controlling the elec-
tronic apparatus 100 and a computer-readable recording
medium including a program for executing the method
for controlling the electronic apparatus 100 have been
briefly described, but this is only for omitting redundant
description, and various embodiments of the electronic
apparatus 100 may be applied to the method for control-
ling the electronic apparatus 100 and the computer-read-
able recording medium including the program for execut-
ing the control method of the electronic apparatus 100.
[0127] Functions related to the neural network model
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as described above may be performed through the mem-
ory 110 and the processor 130.
[0128] The processor 130 may include one or more
processors 130. In this case, one or a plurality of proc-
essors 130 may be a general-purpose processor 130,
such as a CPU, AP, or the like, a graphics-only processor
130 such as a GPU, a vision processing unit (VPU), or
the like, or an artificial intelligence-only processor 130
such as an NPU.
[0129] The one or more processors 130 control to proc-
ess input data according to a predefined operation rule
or artificial intelligence model stored in the non-volatile
memory 110 and the volatile memory 110. The prede-
fined operation rule or artificial intelligence model is char-
acterized in that it is generated through learning.
[0130] Here, being generated through learning means
that a predefined operation rule or artificial intelligence
model of a desired feature is generated by applying a
learning algorithm to a plurality of learning data. Such
learning may be performed in the device itself on which
the artificial intelligence according to the disclosure is
performed, or may be performed through a separate
server/system.
[0131] The artificial intelligence model may be com-
posed of a plurality of neural network layers. Each layer
may have a plurality of weight values, and a layer oper-
ation may be performed through an operation of a previ-
ous layer and the operation of the plurality of weights.
Examples of neural networks may include a CNN, a DNN,
a RNN, a restricted Boltzmann machine (RBM), a deep
belief network (DBN), a bidirectional recurrent DNN
(BRDNN) and a deep Q-network, and the neural network
in the disclosure is not limited to the example described
above, except as otherwise specified.
[0132] The learning algorithm is a method of training
a predetermined target device (e.g., a robot) using a plu-
rality of learning data such that the predetermined target
device can make a decision or make a prediction by itself.
Examples of the learning algorithm include supervised
learning, unsupervised learning, semi-supervised learn-
ing, or reinforcement learning, and the learning algorithm
in the disclosure is not limited, except as otherwise spec-
ified.
[0133] The machine-readable storage media may be
provided in a form of a non-transitory storage media. The
’non-transitory’ means that the storage media does not
include a signal (e.g., electromagnetic wave) and is tan-
gible, but does not distinguish whether data is stored
semi-permanently or temporarily in the storage media.
For example, the ‘non-transitory storage media may in-
clude the buffer 121 in which data is temporarily stored.
[0134] In addition, according to an embodiment, the
methods according to various embodiments described
above may be provided as a part of a computer program
product. The computer program product may be traded
between a seller and a buyer. The computer program
product may be distributed in a form of the machine-read-
able storage media (e.g., compact disc read only memory

(CD-ROM) or distributed online through an application
store (e.g., PlayStore ™). In a case of the online distribu-
tion, at least a portion of the computer program product
(e.g., downloadable app) may be at least temporarily
stored or provisionally generated on the storage media
such as a manufacturer’s server, the application store’s
server, or a memory 110 in a relay server.
[0135] Further, each of the components (e.g., modules
or programs) according to the various embodiments de-
scribed above may be composed of a single entity or a
plurality of entities, and some subcomponents of the
above-mentioned subcomponents may be omitted or the
other subcomponents may be further included to the var-
ious embodiments. Generally, or additionally, some com-
ponents (e.g., modules or programs) may be integrated
into a single entity to perform the same or similar func-
tions performed by each respective component prior to
integration.
[0136] Operations performed by a module, a program
module, or other component, according to various exem-
plary embodiments, may be sequential, parallel, or both,
executed iteratively or heuristically, or at least some op-
erations may be performed in a different order, omitted,
or other operations may be added.
[0137] The term "module" as used herein includes
units made up of hardware, software, or firmware, and
may be used interchangeably with terms such as logic,
logic blocks, components, or circuits. A "module" may be
an integrally constructed component or a minimum unit
or part thereof that performs one or more functions. For
example, a module may be composed of application-spe-
cific integrated circuit (APIC).
[0138] According to an embodiment, the various em-
bodiments described above may be implemented as soft-
ware including instructions stored in a machine-readable
storage media which is readable by a machine (e.g., a
computer). The device may include the electronic device
according to the disclosed embodiments, as a device
which calls the stored instructions from the storage media
and which is operable according to the called instruc-
tions, and may include the electronic apparatus (e.g.,
electronic apparatus 100) according to the disclosed em-
bodiments.
[0139] When the instructions are executed by a proc-
essor, the processor may directory perform functions cor-
responding to the instructions using other components
or the functions may be performed under a control of the
processor. The instructions may include code generated
or executed by a compiler or an interpreter.
[0140] The foregoing exemplary embodiments and ad-
vantages are merely exemplary and are not to be con-
strued as limiting the disclosure. The present disclosure
may be readily applied to other types of apparatuses.
Also, the description of the exemplary embodiments of
the disclosure is intended to be illustrative, and not to
limit the scope of the claims, and many alternatives, mod-
ifications, and variations will be apparent to those skilled
in the art.
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Claims

1. An electronic apparatus comprising:

a memory configured to store data correspond-
ing to a neural network model;
a neural network accelerator comprising:

a buffer configured to temporarily store the
data corresponding to the neural network
model, and
a core configured to perform a computation
on the neural network model based on the
data stored in the buffer; and

a processor configured to:

determine a plurality of combinations com-
prising fused layers and non-fused layers
based on a method of selecting and fusing
adjacent layers of the neural network mod-
el,
based on a capacity of the buffer, determine
a size of a tile capable of being processed
in one computation in the core to acquire
feature values output by the fused layers
and the non-fused layers,
based on a first memory usage and compu-
tation time for storing the feature values in
the buffer, determine whether to store the
feature values in the memory, and
based on determining to store the feature
values in the memory, identify a first com-
bination among the plurality of combina-
tions to be used in a computation of the neu-
ral network model by:

calculating a data transmission time be-
tween the buffer and the memory, and
calculating a computation time of the
core.

2. The electronic apparatus of claim 1, wherein the
fused layers comprise a first layer and a second layer
adjacent to the first layer,

wherein a first feature value output by the first
layer is configured to be stored in the buffer and
input to the second layer without storing in the
memory,
wherein a second feature value output by the
second layer is configured to be acquired based
on the first feature value,
wherein, based on the second feature value be-
ing determined not to be stored in the memory,
the second feature value is configured to be
stored in the buffer and input to a third layer, and
wherein, based on the second feature value be-

ing determined to be stored in the memory, the
second feature value is configured to be stored
in the memory and input to the third layer.

3. The electronic apparatus of claim 2, wherein the size
of the tile and a data size of the second feature value
are configured to be determined according to a
number of rows, a number of columns, a depth of a
matrix representing the tile and the second feature
value.

4. The electronic apparatus of claim 3, wherein the
processor is further configured to:

determine, based on a second memory usage
corresponding to the data size of the second fea-
ture value being less than a size of the buffer,
the size of the tile to correspond to the data size
of the second feature value, and
determine, based on the second memory usage
corresponding to the data size of the second fea-
ture value being greater than the size of the buff-
er, the size of the tile to a size less than the data
size of the second feature value.

5. The electronic apparatus of claim 4, wherein the
processor is configured to:
determine whether to store the second feature value
in the buffer or not to store the second feature value
in the memory, based on the second feature value
being stored in the buffer, based on a third memory
usage required to perform a computation of the sec-
ond layer being less than a remaining capacity of the
buffer, based on a fourth memory usage required to
perform a computation of each of at least one layer
using the second feature value being less than the
remaining capacity of the buffer, and based on a
computation time for acquiring the second feature
value being less than the second feature value being
stored in the memory.

6. The electronic apparatus of claim 1, wherein the
processor is further configured to: identify the first
combination as a combination in which a sum of the
data transmission time between the buffer and the
memory, and the computation time of the core
among the plurality of combinations is a minimum.

7. The electronic apparatus of claim 6, wherein the
processor is configured to:

convert data with respect to the neural network
model into a first graph of a predetermined form,
convert the first graph into a second graph cor-
responding to the first combination, and
based on the second graph, generate a code in
which data with respect to the neural network
model can be processed in the neural network
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accelerator.

8. A method for controlling an electronic apparatus
comprising a memory configured to store data cor-
responding to a neural network model, and a neural
network accelerator comprising a buffer configured
to temporarily store the data corresponding to the
neural network model and a core configured to per-
form a computation on the neural network model
based on the data stored in the buffer, the method
comprising:

determining a plurality of combinations compris-
ing fused layers and non-fused layers based on
a method of selecting and fusing adjacent layers
of the neural network model;
based on a capacity of the buffer, determining
a size of a tile capable of being processed in one
computation in the core to acquire feature values
output by the fused layers and the non-fused
layers;
based on a first memory usage and computation
time for storing the feature values in the buffer,
determining whether to store the feature values
in the memory; and
based on determining to store the feature values
in the memory, identifying a first combination
among the plurality of combinations to be used
in a computation of the neural network model by:

calculating a data transmission time be-
tween the buffer and the memory, and
calculating a computation time of the core
according to the plurality of combinations.

9. The method of claim 8, wherein the fused layers com-
prise a first layer and a second layer adjacent to the
first layer,

wherein a first feature value output by the first
layer is configured to be stored in the buffer and
input to the second layer without storing in the
memory,
wherein a second feature value output by the
second layer is configured to be acquired based
on the first feature value,
wherein, based on the second feature value be-
ing determined not to be stored in the memory,
the second feature value is configured to be
stored in the buffer and input to a third layer, and
wherein, based on the second feature value be-
ing determined to be stored in the memory, the
second feature value is configured to be stored
in the memory and input to the third layer.

10. The method of claim 9, wherein the size of the tile
and a data size of the second feature value are con-
figured to be determined according to a number of

rows, a number of columns, a depth of a matrix rep-
resenting the tile and the second feature value.

11. The method of claim 10, wherein the determining the
size of the tile comprises:

determining, based on a second memory usage
corresponding to the data size of the second fea-
ture value being less than a size of the buffer,
the size of the tile to correspond to the data size
of the second feature value; and
determining, based on the second memory us-
age corresponding to the data size of the second
feature value being greater than the size of the
buffer, the size of the tile to a size less than the
data size of the second feature value.

12. The method of claim 11,
wherein the determining whether to store the feature
value in the memory comprises determining whether
to store the second feature value in the buffer or not
to store the second feature value in the memory,
based on the second feature value being stored in
the buffer, based on a third memory usage required
to perform a computation of the second layer being
less than a remaining capacity of the buffer, based
on a fourth memory usage required to perform a com-
putation of each of at least one layer using the sec-
ond feature value being less than the remaining ca-
pacity of the buffer, and based on a computation time
for acquiring the second feature value being less
than the second feature value being stored in the
memory.

13. The method of claim 8, wherein the identifying the
first combination comprises identifying the first com-
bination as a combination in which a sum of the data
transmission time between the buffer and the mem-
ory, and the computation time of the core among the
plurality of combinations is a minimum.

14. The method of claim 13, further comprising:

converting data with respect to the neural net-
work model into a first graph of a predetermined
form;
converting the first graph into a second graph
corresponding to the first combination; and
based on the second graph, generating a code
in which data with respect to the neural network
model can be processed in the neural network
accelerator.

15. A non-transitory computer-readable storage medi-
um storing instructions that, when executed by a
processor of an electronic apparatus, , the electronic
apparatus comprising:
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a memory configured to store data correspond-
ing to a neural network model; and
a neural network accelerator comprising a buffer
configured to temporarily store the data corre-
sponding to the neural network model and a core
configured to perform a computation on the neu-
ral network model based on the data stored in
the buffer,
cause the processor to:

determine a plurality of combinations com-
prising fused layers and non-fused layers
based on a method of selecting and fusing
adjacent layers of the neural network mod-
el;
based on a capacity of the buffer, determine
a size of a tile capable of being processed
in one computation in the core to acquire
feature values output by the fused layers
and the non-fused layers;
based on a first memory usage and compu-
tation time for storing the feature values in
the buffer, determine whether to store the
feature values in the memory; and
based on determining to store the feature
values in the memory, identify a first com-
bination among the plurality of combina-
tions to be used in a computation of the neu-
ral network model by:

calculating a data transmission time be-
tween the buffer and the memory, and
calculating a computation time of the
core according to the plurality of com-
binations.
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