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(57) ABSTRACT

The present application provides a method of training a
natural language processing model, which relates to a field
of artificial intelligence, and in particular to a field of natural
language processing. A specific implementation scheme
includes: performing a semantic learning for multi-tasks on
an input text, so as to obtain a semantic feature for the
multi-tasks, wherein the multi-tasks include a plurality of
branch tasks; performing a feature learning for each branch
task based on the semantic feature, so as to obtain a first
output result for each branch task; calculating a loss for each
branch task according to the first output result for the branch

(22) Filed: May 31, 2022 task; and adjusting a parameter of the natural language
processing model according to the loss for each branch task.
(30) Foreign Application Priority Data The present application further provides a method of pro-
cessing a natural language, an electronic device, and a
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METHOD AND APPARATUS OF TRAINING
NATURAL LANGUAGE PROCESSING
MODEL, AND METHOD AND APPARATUS
OF PROCESSING NATURAL LANGUAGE

CROSS-REFERENCE TO RELATED
APPLICATION(S)

[0001] This application claims the priority of Chinese
Patent Application No. 202110747046.X, filed on Jun. 30,
2021, the entire contents of which are hereby incorporated
by reference.

TECHNICAL FIELD

[0002] The present disclosure relates to a field of an
artificial intelligence technology, in particular to a natural
language processing technology. More specifically, the pres-
ent disclosure provides a method and an apparatus of
training a natural language processing model, a method and
an apparatus of processing a natural language, an electronic
device, and a storage medium.

BACKGROUND

[0003] Recently, with a continuous development of a
natural language processing technology, a pre-trained lan-
guage model based on large-scale corpus has gradually
become a classic framework. However, a current research on
language models for different tasks such as a semantic
understanding and a language generation is generally carried
out independently in the industry. A semantic understanding
model does not have an ability of language generation, and
vice versa.

[0004] Therefore, how to make a model have both the
ability of semantic understanding and the ability of language
generation has become a problem to be solved.

SUMMARY

[0005] The present disclosure provides a method and an
apparatus of training a natural language processing model, a
method and an apparatus of processing a natural language,
an electronic device, and a storage medium.

[0006] According to a first aspect, there is provided a
method of training a natural language processing model,
including: performing a semantic learning for multi-tasks on
an input text, so as to obtain a semantic feature for the
multi-tasks, wherein the multi-tasks include a plurality of
branch tasks; performing a feature learning for each branch
task based on the semantic feature, so as to obtain a first
output result for each branch task; calculating a loss for each
branch task according to the first output result for the branch
task; and adjusting a parameter of the natural language
processing model according to the loss for each branch task.
[0007] According to a second aspect, there is provided a
method of processing a natural language, including: acquir-
ing a to-be-processed text for a preset branch task; and
performing a semantic learning for multi-tasks on the to-be-
processed text by using a natural language processing
model, so as to obtain a semantic feature for the multi-tasks,
and performing a feature learning for the preset branch task
according to the semantic feature, so as to obtain a process-
ing result for the preset branch task, wherein the multi-tasks
include the preset branch task, and the natural language
processing model is trained using the method of training the
natural language processing model described above.
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[0008] According to a third aspect, there is provided an
electronic device, including: at least one processor; and a
memory communicatively connected to the at least one
processor, wherein the memory stores instructions execut-
able by the at least one processor, and the instructions, when
executed by the at least one processor, cause the at least one
processor to implement the method provided by the present
disclosure.

[0009] According to a fourth aspect, there is provided a
non-transitory computer-readable storage medium having
computer instructions stored thereon, wherein the computer
instructions allow a computer to implement the method
provided by the present disclosure.

[0010] According to a fifth aspect of the present disclo-
sure, there is provided a computer program product con-
taining a computer program that, when executed by a
processor, causes the processor to implement the method
provided by the present disclosure.

[0011] It should be understood that content described in
this section is not intended to identify key or important
features in the embodiments of the present disclosure, nor is
it intended to limit the scope of the present disclosure. Other
features of the present disclosure will be easily understood
through the following description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] The accompanying drawings are used to under-
stand the solution better and do not constitute a limitation to
the present disclosure. wherein:

[0013] FIG. 1A shows a schematic structural diagram of a
unified pre-trained language model according to an embodi-
ment of the present disclosure.

[0014] FIG. 1B shows a schematic system diagram of a
method of training a natural language processing model
and/or a method of processing a natural language according
to an embodiment of the present disclosure.

[0015] FIG. 2 shows a flowchart of a method of training a
natural language processing model according to an embodi-
ment of the present disclosure.

[0016] FIG. 3A, FIG. 3B and FIG. 3C show schematic
diagrams of performing different branch tasks based on the
above-mentioned natural language processing model
according to an embodiment of the present disclosure.
[0017] FIG. 4A and FIG. 4B show schematic diagrams of
performing a semantic generation task based on the above-
mentioned natural language processing model according to
an embodiment of the present disclosure.

[0018] FIG. 5 shows a schematic system diagram of a
method of training a natural language processing model
and/or a method of processing a natural language according
to another embodiment of the present disclosure.

[0019] FIG. 6 shows a flowchart of a method of processing
a natural language according to an embodiment of the
present disclosure.

[0020] FIG. 7 shows a block diagram of an apparatus of
training a natural language processing model according to an
embodiment of the present disclosure.

[0021] FIG. 8 shows a block diagram of an apparatus of
processing a natural language according to an embodiment
of the present disclosure.

[0022] FIG. 9 shows a block diagram of a method of
training a natural language processing model and/or a
method of processing a natural language according to an
embodiment of the present disclosure.
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DETAILED DESCRIPTION OF EMBODIMENTS

[0023] Exemplary embodiments of the present disclosure
will be described below with reference to the accompanying
drawings, which include various details of the embodiments
of the present disclosure to facilitate understanding, and
should be considered as merely exemplary. Therefore, those
of ordinary skilled in the art should realize that various
changes and modifications may be made to the embodiments
described herein without departing from the scope and spirit
of the present disclosure. Likewise, for clarity and concise-
ness, descriptions of well-known functions and structures
are omitted in the following description.

[0024] In the technical solution of the present disclosure,
an acquisition, a storage and an application of user personal
information involved comply with provisions of relevant
laws and regulations, and do not violate public order and
good custom.

[0025] Natural language processing models are used more
and more widely. As branches of natural language process-
ing, a semantic understanding and a language generation
have been significantly improved in their respective research
fields. For example, in a field of the semantic understanding,
classic pre-trained language models such as BERT, ERNIE
and XLNet have been produced, which greatly improves
effects of various natural semantic understanding tasks (such
as text matching, sentiment classification, retrieval, etc.). In
a field of the language generation, classic pre-trained lan-
guage models such as GPT, BART and TS5 have been
produced, which greatly improves effects of various natural
language generation tasks (such as text generation, text
summary generation, generative question and answer, etc.).
[0026] However, a current research on language models
for different tasks such as the semantic understanding and
the language generation is generally carried out indepen-
dently in the industry. A semantic understanding model does
not have an ability of language generation, and vice versa.
Therefore, when faced with a scenario in which both the
ability of semantic understanding and the ability of language
generation are required, two models need to be trained,
which may greatly increase a consumption of resources and
time.

[0027] At present, a scheme of using a unified pre-trained
language model to perform a joint training of a semantic
understanding task and a language generation task has been
proposed in the industry. For example, UNILM (UNIfied
pre-trained Language Model) may integrate a Seq2Seq
(Sequence to Sequence) task on the basis of BERT, which
may initially achieve a joint training of the semantic under-
standing and the language generation. Using the BERT as a
model structure, the UNILM may unify a unidirectional
mask language model, a bidirectional mask language model
and a Seq2Seq model by using a mask mechanism.

[0028] FIG. 1A shows a schematic structural diagram of a
unified pre-trained language model according to an embodi-
ment of the present disclosure.

[0029] As shown in FIG. 1A, the unified pre-trained
language model (e.g., the UNILM) may include an embed-
ding layer 111 and a transformer layer 112. For example,
using X, X, ... X5 as an input text, the embedding layer 111
is used to perform a feature extraction and a feature vector-
ization representation of the input text, and output a feature
vector of the input text. The transformer layer 112 is used to
perform a semantic learning based on the feature vector of
the input text, and output semantic features h;, h, . . . hs.
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[0030] For example, the embedding layer 111 may include
a statement embedding layer (e.g., Segment Embedding), a
position information embedding layer (e.g., Position
Embedding) and a word embedding layer (e.g., Token
Embedding), which are respectively used to perform a
statement vectorization representation of the input text, a
position information vectorization representation of each
word in the input text and a vectorization representation of
each word, so as to output a statement feature, a position
feature and a word feature.

[0031] For example, the transformer layer 112 may
include a plurality of layers of transformer modules. The
transformer module is a classic model architecture in the
field of natural language processing and may learn a corre-
lation between words (or phrases) in a sentence. After the
statement feature, the position feature and the word feature
of the input text pass through the plurality of layers of
transformer modules, a semantic feature for representing a
meaning of the input text may be output.

[0032] It should be understood that the unified pre-trained
language model may be used for the joint training of the
semantic understanding task and the language generation
task. For different language processing tasks, a calculation
process for the input text X, X, . . . X, is different, and the
meaning of the output semantic features h,, h, . . . hs is also
different. However, different language processing tasks may
share a parameter of the unified pre-trained language model.
That is, the training of different language processing tasks
jointly affects the parameter of the unified pre-trained lan-
guage model, and the trained unified pre-trained language
model may be used for both the semantic understanding task
and the language generation task.

[0033] By completely sharing a model parameter, the
unified pre-trained language model may achieve the unified
training of the semantic understanding task and the language
generation task. However, as two different research modes,
the semantic understanding and the language generation
have a similarity and a difference. For the similarity, sharing
the model parameter may complement each other, but for the
difference, sharing the model parameter may have a negative
effect.

[0034] Specifically, the unified pre-trained language
model learns a plurality of types of tasks under a set of
parameters. For the plurality of types of tasks, sharing the
parameter at a model bottom for extracting a basic feature
may not affect each other, but sharing the parameter when
extracting a task-specific feature may have a negative effect.

[0035] In view of this, the embodiments of the present
disclosure propose a method of training a natural language
processing model and a method of processing a natural
language.

[0036] FIG. 1B shows a schematic system diagram of a
method of training a natural language processing model
and/or a method of processing a natural language according
to an embodiment of the present disclosure.

[0037] As shown in FIG. 1B, a system for the method of
training the natural language processing model and/or the
method of processing the natural language may include a
unified training layer 110, a connection layer 120 and an
independent training layer 130. The independent training
layer 130 may include a plurality of task sub-layers, and
each task sub-layer is used for a language processing branch
task. For example, the independent training layer 130 may
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include a semantic understanding task sub-layer 131 and a
language generation task sub-layer 132.

[0038] The unified training layer 110 may include a uni-
fied pre-trained language model for a unified training of a
plurality of language processing branch tasks. The connec-
tion layer 120 is used to connect the unified training layer
110 and the independent training layer 130, and may trans-
mit, for different tasks, an output result from the unified
training layer 110 to a corresponding task sub-layer in the
independent training layer 130.

[0039] Each task sub-layer in the independent training
layer 130 may include a model for an independent training
for different branch tasks (referred to as a branch task
model). Each branch task model may include a plurality of
transformer modules for analyzing and calculating the
semantic feature so as to perform the language processing
branch task.

[0040] According to the embodiments of the present dis-
closure, the independent training of each branch task is
performed on the basis of the unified pre-trained language
model, so as to achieve a purpose of performing a unified
training for the similarity of multiple-tasks and performing
an independent training for the difference of the multi-tasks,
which may improve a processing effect of the natural
language processing model on each language processing
task.

[0041] It should be understood that the embodiments of
the present disclosure propose a collaborative unified pre-
trained framework including the unified training layer and
the independent training layer, so that a plurality of types of
tasks may jointly train the unified training layer to extract a
basic feature information, and each type of task may train a
specific task branch to extract a high-level semantic infor-
mation required by the task. In this way, a model may have
a good effect on the plurality of types of tasks.

[0042] FIG. 2 shows a flowchart of a method of training a
natural language processing model according to an embodi-
ment of the present disclosure.

[0043] As shown in FIG. 2, a method 200 of training a
natural language processing model may include operation
S210 to operation S240.

[0044] In operation S210, a semantic learning for multi-
tasks is performed on an input text, so as to obtain a semantic
feature for the multi-tasks.

[0045] For example, the multi-tasks may include a plural-
ity of types of tasks, and each type of task may correspond
to a branch. For example, a semantic understanding task, a
language generation task, a common sense reasoning task
and a knowledge graph task are all branch tasks of natural
language processing. The natural language processing
model may include a unified pre-trained language model
(e.g., UNILM), and the plurality of branch tasks (i.e., a
plurality of types of tasks) may be jointly trained through the
unified pre-trained language model.

[0046] Forexample, the input text may contain at least one
statement, and each statement may contain at least one word.
Since different branch tasks have different task forms, a
calculation process for the input text may be different, and
then the semantic feature output by the unified pre-trained
language model may have different meaning. The unified
pre-trained language model may perform a statement vec-
torization representation of the input text, a position infor-
mation vectorization representation of each word in the
input text, and a vectorization representation of each word so
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as to obtain a statement feature, a position feature and a word
feature, then learn a correlation between words (or phrases)
according to the statement feature, the position feature and
the word feature of the input text, and then output the
semantic feature.

[0047] For example, for the semantic understanding task,
the output semantic feature may represent a semantic under-
standing information of the input text. For another example,
for the language generation task, the output semantic feature
may represent a following-text information of the input text.
[0048] In operation S220, a feature learning for each
branch task is performed based on the semantic feature, so
as to obtain a first output result for each branch task.
[0049] For example, the natural language processing
model may further include a plurality of branch task models,
and each branch task model is used to perform an indepen-
dent training for the corresponding branch task. For different
branch tasks, the semantic feature output based on the
unified pre-trained language model may be input into the
corresponding branch task model, and the branch task model
may be used for the independent training for the branch task,
s0 as to achieve the purpose of performing a joint training
for the similarity of the plurality of branch tasks and
performing an independent training for the difference of the
plurality of branch tasks.

[0050] It should be understood that since the unified
pre-trained language model jointly trains the plurality of
branch tasks, the plurality of branch tasks share the param-
eter of the unified pre-trained language model. That is, the
training of the plurality of branch tasks jointly affect the
parameter of the unified pre-trained language model. There-
fore, although the semantic feature output by the unified
pre-trained language model may be used to represent the
meaning for different branch tasks, the semantic feature is
also affected by different branch tasks.

[0051] In the embodiment of the present disclosure, the
independent training for each branch task is performed
separately on the basis of the semantic feature output by the
unified pre-trained language model, so as to achieve the
purpose of performing the joint training for the similarity of
the plurality of branch tasks and performing the independent
training for the difference of the plurality of branch tasks. In
this way, a negative impact of different branch tasks on the
parameter of the natural language processing model may be
avoided, and a processing effect of the natural language
processing model on each branch task may be improved.
[0052] In operation S230, a loss for each branch task is
calculated according to the first output result for the branch
task.

[0053] For example, each branch task model may perform
the independent training for each branch task and output a
first output result for the branch task. A loss for each branch
task may be calculated according to a difference between a
label of the input text for the branch task and the first output
result.

[0054] For example, for the semantic understanding task,
the input text may have a label indicating a semantic
understanding information, and the first output result may be
output after the unified training of the unified pre-trained
language model and the independent training for the seman-
tic understanding branch task. The first output result may
indicate the semantic understanding information of the input
text predicted by the natural language processing model.
According to a difference between the semantic understand-
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ing information indicated by the label and the predicted
semantic understanding information, a loss of the natural
language processing model processing the semantic under-
standing task, that is, the loss for the semantic understanding
task, may be calculated.

[0055] Similarly, a loss for the language generation task, a
loss for the common sense reasoning task and a loss for the
knowledge graph task may be obtained.

[0056] In operation S240, a parameter of the natural
language processing model is adjusted according to the loss
for each branch task.

[0057] For example, the parameter of the natural language
processing model may be adjusted based on a sum of losses
generated by the independent training of various branch
tasks, such as the loss for the semantic understanding task,
the loss for the language generation task, the loss for the
common sense reasoning task and the loss for the knowledge
graph task, so as to update the natural language processing
model. Then, for a next input text, the process may return to
the step of performing the semantic learning for multi-tasks
on the input text by using the updated natural language
processing model, until a preset condition is met. The preset
condition may be a convergence of the sum of losses for the
various branch tasks.

[0058] It should be understood that an adjustment of the
parameter of the natural language processing model may
include at least one of an adjustment of the parameter of the
unified pre-trained language model and an adjustment of the
parameter of the branch task model for the independent
training of each branch task.

[0059] According to the embodiments of the present dis-
closure, the independent training of each branch task is
performed on the basis of the unified pre-trained language
model, so as to achieve the purpose of performing the joint
training for the similarity of the plurality of branch tasks and
performing the independent training for the difference of the
plurality of branch tasks, which may improve a processing
effect of the natural language processing model on each
language processing task.

[0060] Different branch tasks performed based on the
above-described natural language processing model will be
described below with reference to FIG. 3A to FIG. 3C.
[0061] FIG. 3A shows a schematic diagram of performing
a semantic understanding task based on the above-described
natural language processing model according to an embodi-
ment of the present disclosure.

[0062] FIG. 3B shows a schematic diagram of performing
a word-level semantic generation task based on the above-
described natural language processing model according to
an embodiment of the present disclosure.

[0063] FIG. 3C shows a schematic diagram of performing
a sentence-level semantic generation task based on the
above-described natural language processing model accord-
ing to an embodiment of the present disclosure.

[0064] The above-described natural language processing
model includes a unified pre-trained language model and a
plurality of branch task models for performing various
branch tasks. Each branch task model may include a plu-
rality of transformer modules for analyzing and calculating
based on the semantic feature so as to perform the language
processing branch task.

[0065] As shown in FIG. 3Ato FIG. 3C, S, and S, are two
sentences (or statements) in the input text. S; contains words
(or phrases) X;, X, and X;, and S, contains words (or
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phrases) X, and X,. Each box may represent a meaning of
a word (or phrase). A white box indicates that the meaning
of the word represented by the box may be known through
the calculation of the transformer module, and a gray box
indicates that the meaning of the word represented by the
box may not be known through the calculation of the
transformer module.

[0066] For FIG. 3A, a branch task model for performing
the semantic understanding may be a bidirectional MLM
(Mask Language Model), a principle of which is to ran-
domly mask a preset percentage (e.g., 15%) of words (or
phrases) in the input text, encode and input the input text into
the transformer module, and then obtain the information of
all words (or phrases) in the input text through the calcula-
tion of the transformer module.

[0067] As shown in FIG. 3A, for X, the meaning of X, .
. . X5 may be obtained through the calculation of the
transformer module. Similarly, for X,, the meaning of X, .
.. X5 may also be obtained through the calculation of the
transformer module. In other words, for each word in the
input text, the transformer module may output a preceding-
text information and a following-text information for the
word. That is, an output of the transformer module may
contain the meaning of each word in the input text, which
may be understood as the semantics of the entire input text,
s0 as to achieve the semantic understanding of the input text.
[0068] For example, the branch task model for performing
the semantic understanding may further perform a sentence-
level semantic understanding task based on the preceding-
text information and the following-text information for each
word in the input text. For example, a logical distance
between the statement S, and the statement S, may be
calculated, and the logical distance indicates whether the
sentences have a logical order or not. For another example,
for the input text containing a plurality of statements, the
logical order of the statements may be determined, so as to
reorder the plurality of statements, and so on.

[0069] For FIG. 3B, for example, a branch task model for
performing a word-level semantic generation may be a
unidirectional MLM (Unidirectional Mask Language
Model). The unidirectional MLLM may include a left-to-right
language model (L2R LM) and a right-to-left language
model (R2L LM).

[0070] FIG. 3B may be a schematic diagram of the left-
to-right language model, a principle of which is to randomly
mask a preset percentage (e.g., 0~100%) of words (or
phrases) in the input text, encode and input the input text into
the transformer module, and then obtain an information of
the word (or phrase) and an information of all words (or
phrases) prior to the word (that is, the preceding-text infor-
mation (or historical information)) through the calculation of
the transformer module.

[0071] As shown in FIG. 3B, for X, the meaning of X, .
. . X5 may be obtained through the calculation of the
transformer module. Similarly, for X,, the meaning of X, .
. . X, may be obtained through the calculation of the
transformer module. In other words, for each word in the
input text, the transformer module may output the word and
the preceding-text information for the word. That is, the
output of the transformer module contains all the preceding-
text information. The following-text information may be
predicted based on the preceding-text information, so as to
perform the unidirectional-MLM-based word-level lan-
guage generation task.
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[0072] Similarly, a principle of the right-to-left language
model is to randomly mask a preset percentage (e.g.,
0~100%) of words (or phrases) in the input text, encode and
input the input text into the transformer module, and then
obtain the information of the word (or phrase) and the
information of all words (or phrases) subsequent to the word
(that is, the following-text information) through the calcu-
lation of the transformer module. The preceding-text infor-
mation may be predicted based on the following-text infor-
mation, so as to perform the unidirectional-MLM-based
word-level language generation task.

[0073] For FIG. 3C, for example, a branch task model for
performing a sentence-level semantic generation may be a
Seq2Seq language model (Sequence to Sequence Language
Model, S2S LM), a principle of which is to randomly mask
a preset percentage (e.g., 0~100%) of words (or phrases) in
a second sentence of the input text, encode and input the
input text into the transformer module, so that through the
calculation of the transformer module, each word (or phrase)
in a first sentence may obtain the meaning of all other words
(or phrases) in the first sentence but may not obtain the
meaning of words (or phrases) in the second sentence, while
the masked word in the second sentence may obtain the
meaning of all words (or phrases) in the first sentence and
the preceding-text information prior to the word in the
second sentence. That is, the output of the transformer
module contains the meaning of all words (or phrases) in the
first sentence and contains the preceding-text information
for the masked word (or phrase) in the second sentence.
Therefore, the Seq2Seq language model may be used to
predict a sentence-level following-text information and per-
form a sentence-level language generation task.

[0074] As shown in FIG. 3C, for each word in the first
sentence S,, the meaning of all words X,, X, and X, may be
obtained through the calculation of the transformer module.
For X, in the second sentence S,, the meaning of X, X,, X5
and X, may be obtained through the calculation of the
transformer module. For X, in the second sentence S,, the
meaning of X, X,, X;, X, and X may be obtained through
the calculation of the transformer module. That is, the output
of the transformer module contains the meaning of the first
sentence and the preceding-text information for all masked
words in the second sentence, so that the next sentence may
be predicted and the sentence-level language generation task
may be performed.

[0075] It should be noted that the bidirectional MLM task
is characterized in that 15% of words (tokens) is involved in
each training, while the unidirectional MLM task and the
S2S LM task are characterized in that 100% of tokens may
be predicted. The unified pre-trained language model may
unify three language processing models including the bidi-
rectional MLM, the unidirectional MLLM and the Seq2Seq
LM. However, in order to adapt to different tasks, a training
form of the task needs to be adjusted. For example, only
15% of tokens may be involved in each training for the
unidirectional MLLM task and the S2S LM task, so that 85%
loss may be generated compared with the training for an
original MLM task and S2S LM task. Therefore, a model
convergence may be slow, which may result in a waste of
resources and time.

[0076] The embodiments of the present disclosure may be
implemented to perform independent training for each
branch task on the basis of the unified pre-trained language
model, that is, each branch task may retain a task charac-
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teristic without making an adaptation adjustment during the
training. For example, the unidirectional MLM task and the
S2S LM task are characterized in that 100% of tokens may
be predicted, so that an error may be avoided and a model
training efficiency may be improved.

[0077] It should be noted that the semantic generation task
performed based on the above-described natural language
processing model may be used to achieve a prediction of one
or more words in the preceding-text information or the
following-text information.

[0078] FIG. 4A shows a schematic diagram of performing
a semantic generation task based on the above-described
natural language processing model according to an embodi-
ment of the present disclosure.

[0079] FIG. 4B shows a schematic diagram of performing
a semantic generation task based on the above-described
natural language processing model according to another
embodiment of the present disclosure.

[0080] The natural language processing model includes a
unified pre-trained language model and a plurality of branch
task models for performing various branch tasks. The branch
task model for performing the semantic generation may be
a left-to-right language model, which may learns each word
(or phrase) of the input text, so that each word (or phrase)
may only obtain the word (or phrase) and the preceding-text
information for the word (or phrase), and the following-text
information may be predicted based on the preceding-text
information, so as to perform the language generation task.
[0081] The left-to-right language model may further
include a left-to-right N-Gram language model (N-GLM). A
traditional left-to-right language model may predict a word
(or phrase) in the following-text information based on the
preceding-text information, and the lefi-to-right N-Gram
language model may simultaneously predict a plurality of
words (or phrases) in the following-text information based
on the preceding-text information.

[0082] FIG. 4A shows a schematic diagram of predicting
a word (or phrase) in the following-text information. For

example, the W IR R

#iTHIE % (Chinese characters indicating Harbin is the
capital of Heilongjiang province)”. For each word in the
input text, a word subsequent to the word may be predicted
through a semantic learning of a transformer module 410 of
the left-to-right language model (such as GPT-3). For

example, “ /K>

input text may be

may be predicted for “" >, “i% > may be

< 4

predicted for “#¢”, and so on.

[0083] FIG. 4B shows a schematic diagram of simultane-
ously predicting a plurality of words (or phrases) in the
following-text information. The input text may be
MR BIILK %4, For each word in the input text, a
plurality of words subsequent to the word may be predicted
through a semantic learning of a transformer module 420 of
the left-to-right N-Gram language model (such as ERNIE

o T o cc Ao
M s

3.0). For example, “ 2. may be predicted for
may be predicted for “# ”, and so on.

[0084] According to the embodiments of the present dis-
closure, the training for the language generation task may be
performed based on the unified pre-trained language model,
and one or more words in the following-text information
may be output for each word in the input text, so as to
perform the language generation task.
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[0085] FIG. 5 shows a schematic system diagram of a
method of training a natural language processing model
and/or a method of processing a natural language according
to another embodiment of the present disclosure.

[0086] As shown in FIG. 5, a system for the method of
training the natural language processing model and/or the
method of processing the natural language may include a
unified training layer 510, a connection layer 520, an inde-
pendent training layer 530 and a joint loss calculation layer
540.

[0087] The independent training layer 530 may include a
plurality of task sub-layers, and each task sub-layer is used
for a language processing branch task. For example, the
independent training layer 530 may include a semantic
understanding task sub-layer 531, a language generation
task sub-layer 532 and a common sense reasoning task
sub-layer 533. It should be noted that the independent
training layer 530 may further expand more branch tasks,
such as a knowledge graph task sub-layer, according to
actual needs.

[0088] On the one hand, for the input text, after the unified
training of the unified training layer 510, the output semantic
feature may be transmitted to a corresponding task sub-layer
in the independent training layer 530 through the connection
layer 520. For example, for the input text for the semantic
understanding task, a semantic feature for the semantic
understanding task may be output by the unified training
layer 510, and the connection layer 520 may input the
semantic feature into the semantic understanding task sub-
layer 531 to perform an independent training for the seman-
tic understanding task. An output result for the independent
training of each task sub-layer is a first output result 501.
[0089] On the other hand, for the input text, after the
unified training of the unified training layer 510, the
obtained semantic feature may be used as a second output
result 502. For different branch tasks, the second output
result 502 may represent different meanings.

[0090] The joint loss calculation layer 540 may calculate
ajoint loss based on the first output result 501 and the second
output result 502. Then, the loss for the independent training
and the loss for the unified training may be integrated as an
overall loss of the natural language processing model, which
may be used for the adjustment of the parameter of the
natural language processing model. In this way, the natural
language processing model may converge faster, and the
training efficiency of the natural language processing model
may be improved.

[0091] FIG. 6 shows a flowchart of a method of processing
a natural language according to an embodiment of the
present disclosure.

[0092] As shown in FIG. 6, a method 600 of processing a
natural language includes operation S610 to operation S620.
[0093] In operation S610, a to-be-processed text for a
preset branch task is acquired.

[0094] In operation S620, a semantic learning for multi-
tasks is performed on the to-be-processed text by using a
natural language processing model, so as to obtain a seman-
tic feature for the multi-tasks, and a feature learning for the
preset branch task is performed according to the semantic
feature, so as to obtain a processing result for the preset
branch task.

[0095] The multi-tasks may include a plurality of branch
tasks, and the preset branch task is one of the plurality of
branch tasks. The natural language processing model is
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trained using the method of training the natural language
processing model described above.

[0096] For example, the preset branch task may be a
semantic understanding task, and an input text for the
semantic understanding task may be input into the above-
described natural language processing model. The natural
language processing model may perform a semantic learning
for multi-tasks on the input text and output a semantic
feature for the semantic understanding task, and perform an
independent feature learning for the semantic understanding
task based on the semantic feature, so as to obtain a
processing result for the semantic understanding task. The
processing result may represent the semantics of the input
text.

[0097] According to the embodiments of the present dis-
closure, the feature learning for the branch task may be
performed based on the semantic feature obtained by per-
forming the semantic learning for multi-tasks on the input
text, so as to achieve the purpose of performing the joint
learning for the similarity of the multi-tasks and performing
the independent learning for the difference of the multi-
tasks, which may improve the processing effect on each
branch task for the natural language processing.

[0098] FIG. 7 shows a block diagram of an apparatus of
training a natural language processing model according to an
embodiment of the present disclosure.

[0099] As shown in FIG. 7, an apparatus 700 of training a
natural language processing model may include a semantic
learning module 701, a feature learning module 702, a loss
calculation module 703 and a parameter adjustment module
704.

[0100] The semantic learning module 701 is used to
perform a semantic learning for multi-tasks on an input text,
so as to obtain a semantic feature for the multi-tasks. The
multi-tasks include a plurality of branch tasks.

[0101] The feature learning module 702 is used to perform
a feature learning for each branch task based on the semantic
feature, so as to obtain a first output result for each branch
task.

[0102] The loss calculation module 703 is used to calcu-
late a loss for each branch task according to the first output
result for the branch task.

[0103] The parameter adjustment module 701 is used to
adjust a parameter of the natural language processing model
according to the loss for each branch task.

[0104] According to the embodiments of the present dis-
closure, the multi-tasks may include a first branch task for a
semantic understanding; and the feature learning module
702 may include a first determination unit and a second
determination unit.

[0105] The first determination unit is used to determine,
for each word in the input text, a preceding-text information
prior to the word and a following-text information subse-
quent to the word based on the semantic feature.

[0106] The second determination unit is used to determine
a semantic understanding information for the input text as a
first output result for the first branch task according to the
preceding-text information and the following-text informa-
tion.

[0107] According to the embodiments of the present dis-
closure, the feature learning module 702 may further include
a first calculation unit and a third determination unit.
[0108] The first calculation unit is used to calculate a
logical distance between a plurality of statements in the
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input text as the first output result for the first branch task
according to the preceding-text information and the follow-
ing-text information.

[0109] The third determination unit is used to determine a
logical order of a plurality of statements in the input text as
the first output result for the first branch task according to the
preceding-text information and the following-text informa-
tion.

[0110] According to the embodiments of the present dis-
closure, the multi-tasks may include a second branch task for
a language generation; and the feature learning module 702
may include a fourth determination unit and a prediction
unit.

[0111] The fourth determination unit is used to determine,
for each word in the input text, a preceding-text information
prior to the word based on the semantic feature.

[0112] The prediction unit is used to predict a following-
text information subsequent to the word as a first output
result for the second branch task based on the preceding-text
information.

[0113] According to the embodiments of the present dis-
closure, the apparatus 700 of training the natural language
processing model may further include a determination mod-
ule.

[0114] The determination module is used to determine a
second output result for each branch task based on the
semantic feature.

[0115] According to the embodiments of the present dis-
closure, the loss calculation module 703 is used to calculate
a loss for each branch task according to the first output result
for the branch task and the second output result for the
branch task.

[0116] According to the embodiments of the present dis-
closure, the multi-tasks may include a first branch task for a
semantic understanding, and the determination module is
used to perform one of operations of: determining a seman-
tic understanding information for the input text as the second
output result for the first branch task based on the semantic
feature; calculating a logical distance between a plurality of
statements in the input text as the second output result for the
first branch task based on the semantic feature; and deter-
mining a logical order of a plurality of statements in the
input text as the second output result for the first branch task
based on the semantic feature.

[0117] According to the embodiments of the present dis-
closure, the multi-tasks may include a second branch task for
a language generation, and the determination module is used
to predict, for each word in the input text, a following-text
information subsequent to the word as the second output
result for the second branch task based on the semantic
feature.

[0118] FIG. 8 shows a block diagram of an apparatus of
processing a natural language according to another embodi-
ment of the present disclosure.

[0119] As shown in FIG. 8, an apparatus 800 of processing
a natural language may include an acquisition module 801
and a processing module 802.

[0120] The acquisition module 801 is used to acquire a
to-be-processed text for a preset branch task.

[0121] The processing module 802 is used to perform a
semantic learning for multi-tasks on the to-be-processed text
by using a natural language processing model so as to obtain
a semantic feature for the multi-tasks, and perform a feature
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learning for the preset branch task according to the semantic
feature so as to obtain a processing result for the preset
branch task.

[0122] According to the embodiments of the present dis-
closure, the multi-tasks may include the preset branch task,
and the natural language processing model is trained using
the method of training the natural language processing
model described above.

[0123] According to the embodiments of the present dis-
closure, the present disclosure further provides an electronic
device, a readable storage medium, and a computer program
product.

[0124] FIG. 9 shows a schematic block diagram of an
exemplary electronic device 900 for implementing the
embodiments of the present disclosure. The electronic
device is intended to represent various forms of digital
computers, such as a laptop computer, a desktop computer,
a workstation, a personal digital assistant, a server, a blade
server, a mainframe computer, and other suitable computers.
The electronic device may further represent various forms of
mobile devices, such as a personal digital assistant, a cellular
phone, a smart phone, a wearable device, and other similar
computing devices. The components as illustrated herein,
and connections, relationships, and functions thereof are
merely examples, and are not intended to limit the imple-
mentation of the present disclosure described and/or
required herein.

[0125] As shown in FIG. 9, the electronic device 900 may
include a computing unit 901, which may perform various
appropriate actions and processing based on a computer
program stored in a read-only memory (ROM) 902 or a
computer program loaded from a storage unit 908 into a
random access memory (RAM) 903. Various programs and
data required for the operation of the electronic device 900
may be stored in the RAM 903. The computing unit 901, the
ROM 902 and the RAM 903 are connected to each other
through a bus 904. An input/output (/O) interface 905 is
further connected to the bus 904.

[0126] Various components in the electronic device 900,
including an input unit 906 such as a keyboard, a mouse,
etc., an output unit 907 such as various types of displays,
speakers, etc., a storage unit 908 such as a magnetic disk, an
optical disk, etc., and a communication unit 909 such as a
network card, a modem, a wireless communication trans-
ceiver, etc., are connected to the I/O interface 905. The
communication unit 909 allows the electronic device 900 to
exchange information/data with other devices through a
computer network such as the Internet and/or various tele-
communication networks.

[0127] The computing unit 901 may be various general-
purpose and/or special-purpose processing components with
processing and computing capabilities. Some examples of
the computing unit 901 include but are not limited to a
central processing unit (CPU), a graphics processing unit
(GPU), various dedicated artificial intelligence (Al) com-
puting chips, various computing units running machine
learning model algorithms, a digital signal processor (DSP),
and any appropriate processor, controller, microcontroller,
and so on. The computing unit 901 may perform the various
methods and processes described above, such as the method
of training the natural language processing model and/or the
method of processing the natural language. For example, in
some embodiments, the method of training the natural
language processing model and/or the method of processing
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the natural language may be implemented as a computer
software program that is tangibly contained on a machine-
readable medium, such as the storage unit 908. In some
embodiments, part or all of a computer program may be
loaded and/or installed on the electronic device 900 via the
ROM 902 and/or the communication unit 909. When the
computer program is loaded into the RAM 903 and executed
by the computing unit 901, one or more steps of the method
of training the natural language processing model and/or the
method of processing the natural language described above
may be performed. Alternatively, in other embodiments, the
computing unit 901 may be configured to perform the
method of training the natural language processing model
and/or the method of processing the natural language in any
other appropriate way (for example, by means of firmware).

[0128] Various embodiments of the systems and technolo-
gies described herein may be implemented in a digital
electronic circuit system, an integrated circuit system, a field
programmable gate array (FPGA), an application specific
integrated circuit (ASIC), an application specific standard
product (ASSP), a system on chip (SOC), a complex pro-
grammable logic device (CPLD), a computer hardware,
firmware, software, and/or combinations thereof. These
various embodiments may be implemented by one or more
computer programs executable and/or interpretable on a
programmable system including at least one programmable
processor. The programmable processor may be a dedicated
or general-purpose programmable processor, which may
receive data and instructions from the storage system, the at
least one input device and the at least one output device, and
may transmit the data and instructions to the storage system,
the at least one input device, and the at least one output
device.

[0129] Program codes for implementing the method of the
present disclosure may be written in any combination of one
or more programming languages. These program codes may
be provided to a processor or a controller of a general-
purpose computer, a special-purpose computer, or other
programmable data processing devices, so that when the
program codes are executed by the processor or the con-
troller, the functions/operations specified in the flowchart
and/or block diagram may be implemented. The program
codes may be executed completely on the machine, partly on
the machine, partly on the machine and partly on the remote
machine as an independent software package, or completely
on the remote machine or the server.

[0130] In the context of the present disclosure, the
machine readable medium may be a tangible medium that
may contain or store programs for use by or in combination
with an instruction execution system, device or apparatus.
The machine readable medium may be a machine-readable
signal medium or a machine-readable storage medium. The
machine readable medium may include, but not be limited
to, electronic, magnetic, optical, electromagnetic, infrared or
semiconductor systems, devices or apparatuses, or any suit-
able combination of the above. More specific examples of
the machine readable storage medium may include electrical
connections based on one or more wires, portable computer
disks, hard disks, random access memory (RAM), read-only
memory (ROM), erasable programmable read-only memory
(EPROM or flash memory), optical fiber, convenient com-
pact disk read-only memory (CD-ROM), optical storage
device, magnetic storage device, or any suitable combina-
tion of the above.
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[0131] In order to provide interaction with users, the
systems and techniques described here may be implemented
on a computer including a display device (for example, a
CRT (cathode ray tube) or LCD (liquid crystal display)
monitor) for displaying information to the user), and a
keyboard and a pointing device (for example, a mouse or a
trackball) through which the user may provide the input to
the computer. Other types of devices may also be used to
provide interaction with users. For example, a feedback
provided to the user may be any form of sensory feedback
(for example, visual feedback, auditory feedback, or tactile
feedback), and the input from the user may be received in
any form (including acoustic input, voice input or tactile
input).
[0132] The systems and technologies described herein
may be implemented in a computing system including
back-end components (for example, a data server), or a
computing system including middleware components (for
example, an application server), or a computing system
including front-end components (for example, a user com-
puter having a graphical user interface or web browser
through which the user may interact with the implementa-
tion of the system and technology described herein), or a
computing system including any combination of such back-
end components, middleware components or front-end com-
ponents. The components of the system may be connected to
each other by digital data communication (for example, a
communication network) in any form or through any
medium. Examples of the communication network include a
local area network (LAN), a wide area network (WAN), and
Internet.
[0133] The computer system may include a client and a
server. The client and the server are generally far away from
each other and usually interact through a communication
network. The relationship between the client and the server
is generated through computer programs running on the
corresponding computers and having a client-server rela-
tionship with each other.
[0134] It should be understood that steps of the processes
illustrated above may be reordered, added or deleted in
various manners. For example, the steps described in the
present disclosure may be performed in parallel, sequen-
tially, or in a different order, as long as a desired result of the
technical solution of the present disclosure may be achieved.
This is not limited in the present disclosure.
[0135] The above-mentioned specific embodiments do not
constitute a limitation on the scope of protection of the
present disclosure. Those skilled in the art should understand
that various modifications, combinations, sub-combinations
and substitutions may be made according to design require-
ments and other factors. Any modifications, equivalent
replacements and improvements made within the spirit and
principles of the present disclosure shall be contained in the
scope of protection of the present disclosure.
What is claimed is:
1. A method of training a natural language processing
model, comprising:
performing a semantic learning for multi-tasks on an input
text, so as to obtain a semantic feature for the multi-
tasks, wherein the multi-tasks comprise a plurality of
branch tasks;
performing a feature learning for each branch task based
on the semantic feature, so as to obtain a first output
result for each branch task;
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calculating a loss for each branch task according to the

first output result for the branch task; and

adjusting a parameter of the natural language processing

model according to the loss for each branch task.

2. The method of claim 1, wherein the multi-tasks com-
prise a first branch task for a semantic understanding; and
the performing a feature learning for each branch task based
on the semantic feature, so as to obtain a first output result
for each branch task comprises:

determining, for each word in the input text, a preceding-

text information prior to the word and a following-text
information subsequent to the word based on the
semantic feature; and

determining a semantic understanding information for the

input text as a first output result for the first branch task
according to the preceding-text information and the
following-text information.

3. The method of claim 2, further comprising:

calculating a logical distance between a plurality of

statements in the input text as the first output result for
the first branch task according to the preceding-text
information and the following-text information.

4. The method of claim 2, further comprising:

determining a logical order of a plurality of statements in

the input text as the first output result for the first
branch task according to the preceding-text information
and the following-text information.

5. The method of claim 1, wherein the multi-tasks com-
prise a second branch task for a language generation; and the
performing a feature learning for each branch task based on
the semantic feature, so as to obtain a first output result for
each branch task comprises: for each word in the input text,

determining a preceding-text information prior to the

word based on the semantic feature; and

predicting a following-text information subsequent to the

word as a first output result for the second branch task
based on the preceding-text information.

6. The method of claim 1, further comprising:

determining a second output result for each branch task

based on the semantic feature.

7. The method of claim 6, wherein the calculating a loss
for each branch task according to the first output result for
the branch task comprises:

calculating the loss for the branch task according to the

first output result for the branch task and the second
output result for the branch task.

8. The method of claim 6, wherein the multi-tasks com-
prise a first branch task for a semantic understanding; and
the determining a second output result for each branch task
based on the semantic feature comprises one of:

determining a semantic understanding information for the

input text as the second output result for the first branch
task based on the semantic feature;

calculating a logical distance between a plurality of

statements in the input text as the second output result
for the first branch task based on the semantic feature;
and

determining a logical order of a plurality of statements in

the input text as the second output result for the first
branch task based on the semantic feature.

9. The method of claim 6, wherein the multi-tasks com-
prise a second branch task for a language generation; and the
determining a second output result for each branch task
based on the semantic feature comprises:
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predicting, for each word in the input text, a following-
text information subsequent to the word as the second
output result for the second branch task based on the
semantic feature.

10. A method of processing a natural language, compris-
ing:

acquiring a to-be-processed text for a preset branch task;

and

performing a semantic learning for multi-tasks on the

to-be-processed text by using a natural language pro-
cessing model, so as to obtain a semantic feature for the
multi-tasks, and performing a feature learning for the
preset branch task according to the semantic feature, so
as to obtain a processing result for the preset branch
task,

wherein the multi-tasks comprise the preset branch task,

and the natural language processing model is trained
using operations of training a natural language process-
ing model, comprising:

performing a semantic learning for multi-tasks on an input

text, so as to obtain a semantic feature for the multi-
tasks, wherein the multi-tasks comprise a plurality of
branch tasks;

performing a feature learning for each branch task based

on the semantic feature, so as to obtain a first output
result for each branch task;

calculating a loss for each branch task according to the

first output result for the branch task; and

adjusting a parameter of the natural language processing

model according to the loss for each branch task.

11. The method of claim 10, wherein the multi-tasks
comprise a first branch task for a semantic understanding;
and the performing a feature learning for each branch task
based on the semantic feature, so as to obtain a first output
result for each branch task comprises:

determining, for each word in the input text, a preceding-

text information prior to the word and a following-text
information subsequent to the word based on the
semantic feature; and

determining a semantic understanding information for the

input text as a first output result for the first branch task
according to the preceding-text information and the
following-text information.

12. The method of claim 11, further comprising:

calculating a logical distance between a plurality of

statements in the input text as the first output result for
the first branch task according to the preceding-text
information and the following-text information.

13. The method of claim 10, wherein the multi-tasks
comprise a second branch task for a language generation;
and the performing a feature learning for each branch task
based on the semantic feature, so as to obtain a first output
result for each branch task comprises: for each word in the
input text,

determining a preceding-text information prior to the

word based on the semantic feature; and

predicting a following-text information subsequent to the

word as a first output result for the second branch task
based on the preceding-text information.

14. The method of claim 10, further comprising:

determining a second output result for each branch task

based on the semantic feature.
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15. The method of claim 14, wherein the calculating a loss
for each branch task according to the first output result for
the branch task comprises:

calculating the loss for the branch task according to the
first output result for the branch task and the second
output result for the branch task.

16. The method of claim 14, wherein the multi-tasks
comprise a first branch task for a semantic understanding;
and the determining a second output result for each branch
task based on the semantic feature comprises one of:

determining a semantic understanding information for the
input text as the second output result for the first branch
task based on the semantic feature;

calculating a logical distance between a plurality of
statements in the input text as the second output result
for the first branch task based on the semantic feature;
and

determining a logical order of a plurality of statements in
the input text as the second output result for the first
branch task based on the semantic feature.

17. The method of claim 14, wherein the multi-tasks
comprise a second branch task for a language generation;
and the determining a second output result for each branch
task based on the semantic feature comprises:

predicting, for each word in the input text, a following-
text information subsequent to the word as the second
output result for the second branch task based on the
semantic feature.
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18. An electronic device, comprising:

at least one processor; and

a memory communicatively connected to the at least one

processor, wherein the memory stores instructions
executable by the at least one processor, and the
instructions, when executed by the at least one proces-
sor, cause the at least one processor to implement
operations of training a natural language processing
model, comprising:

performing a semantic learning for multi-tasks on an input

text, so as to obtain a semantic feature for the multi-
tasks, wherein the multi-tasks comprise a plurality of
branch tasks;

performing a feature learning for each branch task based

on the semantic feature, so as to obtain a first output
result for each branch task;

calculating a loss for each branch task according to the

first output result for the branch task; and

adjusting a parameter of the natural language processing

model according to the loss for each branch task.

19. An electronic device, comprising:

at least one processor; and

a memory communicatively connected to the at least one

processor, wherein the memory stores instructions
executable by the at least one processor, and the
instructions, when executed by the at least one proces-
sor, cause the at least one processor to implement the
method of claim 10.

20. A non-transitory computer-readable storage medium
having computer instructions stored thereon, wherein the
computer instructions allow a computer to implement the
method of claim 10.



